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FIELD

The present disclosure relates to the storage of data in a universal distributed data storage, specifically the use of collision-resistant hashing algorithms to generate keys for key-value storage for the storage of a virtually limitless data set with integrity guarantees.

BACKGROUND

Often times, when data is stored in a database it is associated with an identifier for easier access and identification. In many cases, the identifier assigned to a data value or set of data values may be unique to the associated data with respect to other identifiers used for all of the data stored in that particular group of data (e.g., a table of data) or database. Such identifier is often referred to as a "primary key," where the database may require each new data value or set of data values added to a table or database to have a unique primary key associated therewith for storage.

In many instances, primary keys must be unique to the individual table and/or database in question, but may be repeated throughout multiple tables or databases. For example, in many cases sets of data values in a table are assigned a number where the first set of data values begins at 1 or another predetermined value, with each new entry using the next number in sequence (e.g., 2, 3, 4, etc.). Other tables in the same database may use the same numbering system, where multiple sets of data values in a database may each be assigned the same identifying number (e.g., 1), but where the identifying number may be unique for the respective table in the database (e.g., each table only has a single set of data values with the assigned identifier of "1").

Such a system, which may be useful for smaller databases, may be detrimental in instances where two data sets may be combined, particularly when
multiple entities are involved. For example, two companies may have a need to exchange sets of documents stored in internal storage. Each company may use the same numbering system for identification, which may result in multiple documents having conflicting identifiers. As a result, either the documents must be stored in separate tables and/or databases, or identifiers must be modified for one or both of the sets. In the former instance, it may be difficult to make adjustments to both tables/databases at once and may be inconvenient for the purposes of sorting and storage. In the latter instance, the two parties must both agree on the alternative identification with one or both parties modifying their previous identification system accordingly, which can be highly inconvenient and potentially detrimental due to the prevailing use of the identifiers in the rest of their business. In addition, any future changes to identifiers, such as due to changing in business practices, or in an instance where a deal is struck with a third entity with whom there are conflicting identifiers, must be propagated to the other entity. As entities communicate and deal with more and more entities, the conflicts may compound where changes to identifiers may occur at an unreasonable rate and negatively affect each entity's ability to do business.

Thus, there is a need for a technical solution to enable a universal distributed data storage where every data set, regardless of entity, type of data, method of storage, etc. can be combined without any collisions in identification, and where the integrity is not affected by future additions of data to the data set.

SUMMARY

The present disclosure provides a description of systems and methods for generation of a universal distributed data storage. The use of collision-resistant hashing to develop identification values for disparate data sets may enable the combination of data sets without collisions and may preserve integrity of the data sets and their identification following any future combination of additional data sets into the universal data storage.

A method for generating a universal distributed data storage includes: receiving, by a receiving device of a processing server, a data signal superimposed with a plurality of data values; generating, by a hashing module of the processing server, a key for each of the plurality of data values, wherein the respective key is generated via application of a hashing algorithm to the associated data value; executing, by a querying module of the processing server, a first query on a database...
of the processing server to store each of the plurality of data values and the associated
generated key as a plurality of key-value pairs; receiving, by the receiving device of
the processing server, a data signal superimposed with a plurality of additional key-
value pairs, wherein each value of the plurality of additional key-value pairs is not
included in the plurality of data values; and executing, by the querying module of the
processing server, a second query on the database of the processing server to store
each of the plurality of additional key-value pairs, wherein each key included in the
plurality of additional key-value pairs is generated via application of the hashing
algorithm to the associated value and is not included in the keys generated for each of
the plurality of data values.

A system for generating a universal distributed data storage includes: a
database of a processing server; a receiving device of the processing server configured
to receive a data signal superimposed with a plurality of data values; a hashing
module of the processing server configured to generate a key for each of the plurality
of data values, wherein the respective key is generated via application of a hashing
algorithm to the associated data value; and a querying module of the processing server
configured to execute a first query on a database of the processing server to store each
of the plurality of data values and the associated generated key as a plurality of key-
value pairs. The receiving device of the processing server is further configured to
receive a data signal superimposed with a plurality of additional key-value pairs,
wherein each value of the plurality of additional key-value pairs is not included in the
plurality of data values. The querying module of the processing server is further
configured to execute a second query on the database of the processing server to store
each of the plurality of additional key-value pairs, wherein each key included in the
plurality of additional key-value pairs is generated via application of the hashing
algorithm to the associated value and is not included in the keys generated for each of
the plurality of data values.

BRIEF DESCRIPTION OF THE DRAWING FIGURES

The scope of the present disclosure is best understood from the
following detailed description of exemplary embodiments when read in conjunction
with the accompanying drawings. Included in the drawings are the following figures:
FIG. 1 is a block diagram illustrating a high level system architecture for the generation of a universal distributed data storage in accordance with exemplary embodiments.

FIG. 2 is a block diagram illustrating the processing server of FIG. 1 for the generation of a universal distributed data storage in accordance with exemplary embodiments.

FIG. 3 is a flow diagram illustrating a process for the addition of a data set to a universal distributed data storage using the system of FIG. 1 in accordance with exemplary embodiments.

FIG. 4 is a diagram illustrating the combination of two disparate data sets in a universal data storage in accordance with exemplary embodiments.

FIG. 5 is a flow chart illustrating an exemplary method for generating a universal distributed data storage in accordance with exemplary embodiments.

FIG. 6 is a block diagram illustrating a computer system architecture in accordance with exemplary embodiments.

Further areas of applicability of the present disclosure will become apparent from the detailed description provided hereinafter. It should be understood that the detailed description of exemplary embodiments are intended for illustration purposes only and are, therefore, not intended to necessarily limit the scope of the disclosure.

DETAILED DESCRIPTION

System for Universal Distributed Data Storage

FIG. 1 illustrates a system 100 for the generation of a universal distributed data storage.

The system 100 may include a processing server 102. The processing server 102, discussed in more detail below, may be configured to combine data sets as part of a universal distributed data storage. The processing server 102 may receive data sets from a plurality of different data providers 104, illustrated in FIG. 1 as data providers 104a and 104b. Each data provider 104 may electronically transmit data sets to the processing server 102 for inclusion in the universal data storage via a communication network 106.
The communication network 106 may be any type of communication network suitable for performing the functions discussed herein. For example, the communication network 106 maybe a local area network, wireless area network, the Internet, a radio frequency network, a cellular communication network, etc., and utilize any suitable protocol for accomplishing the transmission of data therewith. In some instances, communications between a data provider 104 and the processing server 102 may utilize a plurality of communication networks 106, such as a combination of two or more separate communication networks 106. For example, the data provider 104 may electronically transmit a data set to a first computing device via a local area network, which may forward the data set to a second computing device via the Internet, which may forward the data set to the processing server 102 via another local area network.

In some instances, data sets electronically transmitted by a data provider 104 to the processing server 102 may be superimposed or otherwise encoded on a data signal that is electronically transmitted via the communication network 106. The processing server 102 may receive the data signal and may parse the data set therefrom using suitable methods and systems. In some instances, a data set may be superimposed or otherwise encoded on a single data signal, or may be superimposed or otherwise encoded on a plurality of different data signals electronically transmitted to the processing server 102. For example, a data set may be comprised of a plurality of different data values, each being superimposed on a separate data signal, for receipt by the processing server 102. In some such instances, multiple data signals may be used due to bandwidth and/or data size limitations.

Data sets electronically transmitted to the processing server 102 by the data providers 104 may be comprised of a plurality of different data values. Each data value may be comprised of data in any format suitable for transmission to the processing server 102. For example, a data value may be a set or string of hexadecimal or other type of characters, may be an integer or floating point number, may be a data file of any format, etc. In some instances, the processing server 102 may be configured to receive any data value, regardless of formatting, file type, file size, etc., for storage in the universal data storage. For example, the set of data values provided by a data provider 104 may include an alphanumeric character string, a database file, an image file, a document file, a video file, and/or multiple numeric values. The processing server 102 may be configured to combine data sets of data
values of varying data values, such that any two data sets may have a different number of data values with the data sets being comprised of different types of data values.

The processing server 102 may receive a set of data values from a data provider 104 and may generate keys for each data value. A key may be generated by the processing server 102 via the application of a hashing algorithm to the respective data value. The hashing algorithm may be a collision-resistant hash algorithm, such as the secure hash algorithm (SHA) SHA-256 or SHA-512. A collision-resistant hash algorithm may be an algorithm such that the hash values produced via the use thereof may be highly resistant to collisions. In such cases, the hash value produced by the processing server 102 for any data value may be unique to that data value when compared to the hash value generated for virtually any other possible data value.

Once a key is generated for each data value, the processing server 102 may store the data values and corresponding keys into a data storage as a plurality of key-value pairs. The processing server 102 may then repeat the process for one or more additional data sets, which may be received from the same data provider 104 or from one or more other data providers 104 via the communication network 106. Due to the use of a collision-resistant hashing algorithm, each key generated for the data values has a near infinite likelihood of being unique to that data value with respect to all of the other keys stored in the data storage. As such, the key-value pairs for each set of data values may be stored in the data storage without modification to existing key-value pairs and without collision among keys. In addition, the integrity of key-value pairs stored in the data storage may be eternal due to the uniqueness of the keys via the collision-resistant hashing algorithm.

The methods and systems discussed herein may thus enable the processing server 102 to generate a data storage that is capable of storing a virtually infinite amount of data values for a virtually infinite amount of time without collision and without compromising key integrity. As such, the data storage generated by the processing server 102 may be a universal data storage in the sense that any data storage that uses the same collision-resistant hashing algorithm to generate the keys may be combined together without collision, making each data storage a piece of a universal data storage.

The universal data storage generated by the processing server 102 using the methods discussed herein may provide for easier and more efficient sharing.
of data between two entities. For example, a first and second entity may each exchange documents that are stored as values in key-value pairs in the universal data storage. As each document is generated a unique key, the documents may be exchanged and stored without collision and without having an adverse effect on any additional data that is stored or data storage schemes used by each entity. In addition, each entity may refer to a document using its unique key, which may ensure that each entity identifies the correct document due to the uniqueness of the associated key. Such benefits may have even greater effectiveness when additional entities are involved. The use of keys generated via a hashing algorithm is also beneficial as it may provide for higher security against data theft, as two entities may exchange a key as a reference to a data value, where the key may be compromised without endangering the associated data value due to the inability to determine the data value from the key without already possessing the key-value pair.

In addition, the use of the universal data storage may also provide for more efficient changes in keys than in traditional systems. In traditional systems, if an entity wants to modify their identification scheme for data, they must inform every entity that shares that data of the change in identification. Each of those entities must then modify their identification of that data, which may result in collisions that may cause further changes, which may need to be communicated to other entities, and continuing on until all collisions among all entities are resolved. With the use of the universal data storage, a new collision-resistant hash algorithm may be used to generate new keys for each data value, which may be performed independently by every entity that stores key-value pairs for any of the data values. The rehashing of the data values to generate new keys may also be performed without the exchange of any data values or associated keys, which may thus provide for significantly faster and more efficient conversion of keys for data values.

Processing Server

FIG. 2 illustrates an embodiment of the processing server 102 of the system 100. It will be apparent to persons having skill in the relevant art that the embodiment of the processing server 102 illustrated in FIG. 2 is provided as illustration only and may not be exhaustive to all possible configurations of the processing server 102 suitable for performing the functions as discussed herein. For
example, the computer system 600 illustrated in FIG. 6 and discussed in more detail below may be a suitable configuration of the processing server 102.

The processing server 102 may include a receiving device 202. The receiving device 202 may be configured to receive data over one or more networks via one or more network protocols. In some embodiments, the receiving device 202 may be configured to receive data over one or more communication networks 106 using protocols and infrastructure associated therewith. The receiving device 202 may be configured to receive data from data providers 104 and other entities via one or more different communication networks 106, which may utilize the same or varying communication protocols. In some embodiments, the receiving device 202 may be comprised of multiple devices, such as different receiving devices for receiving data over different networks, such as a first receiving device for receiving data over a local area network and a second receiving device for receiving data over the Internet. The receiving device 202 may receive electronically transmitted data signals, where data may be superimposed or otherwise encoded on the data signal and decoded, parsed, read, or otherwise obtained via receipt of the data signal by the receiving device 202. In some instances, the receiving device 202 may include a parsing module for parsing the received data signal to obtain the data superimposed thereon. For example, the receiving device 202 may include a parser program configured to receive and transform the received data signal into usable input for the functions performed by the processing device to carry out the methods and systems described herein.

The receiving device 202 may be configured to receive data signals electronically transmitted by data providers 104 that are superimposed or otherwise encoded with data values. The data values may be any type of data value of any type of data format and data size that may be suitable for the application of a hashing algorithm thereto for the generation of a hash value as a corresponding key. The receiving device 202 may also be configured to receive data signals from data providers 104 that are superimposed with rehashing requests, which may request use of an alternative hash algorithm or hash digest and/or may specify the alternative hash algorithm or hash digest, or data requests. Data requests may include one or more keys for which corresponding data values are requested.

The processing server 102 may also include a communication module 204. The communication module 204 may be configured to transmit data between
modules, engines, databases, memories, and other components of the processing
server 102 for use in performing the functions discussed herein. The communication
module 204 may be comprised of one or more communication types and utilize
various communication methods for communications within a computing device. For
example, the communication module 204 may be comprised of a bus, contact pin
connectors, wires, etc. In some embodiments, the communication module 204 may
also be configured to communicate between internal components of the processing
server 102 and external components of the processing server 102, such as externally
connected databases, display devices, input devices, etc. The processing server 102
may also include a processing device. The processing device may be configured to
perform the functions of the processing server 102 discussed herein as will be
apparent to persons having skill in the relevant art. In some embodiments, the
processing device may include and/or be comprised of a plurality of engines and/or
modules specially configured to perform one or more functions of the processing
device, such as a querying module 214, hashing module 216, etc. As used herein, the
term "module" may be software or hardware particularly programmed to receive an
input, perform one or more processes using the input, and provide an output. The
input, output, and processes performed by various modules will be apparent to one
skilled in the art based upon the present disclosure.

The processing server 102 may include a database 206. The database
206 may be configured to store a plurality of key-value pairs 208 using a suitable data
storage format and schema. The database 206 may be a relational database that
utilizes structured query language for the storage, identification, modifying, updating,
accessing, etc. of structured data sets stored therein. Each key-value pair 208 may be
a structured data set configured to a data value of any type, format, size, etc. and a key
generated thereby. The database 206 may be part of a universal data storage such that
each key-value pair 208 stored therein may have a key that is unique for virtually any
other data value that may potentially be stored in the database 206.

The processing server 102 may include a querying module 214. The
querying module 214 may be configured to execute queries on databases to identify
information. The querying module 214 may receive one or more data values or query
strings, and may execute a query string based thereon on an indicated database, such
as the database 206, to identify information stored therein or perform any other
functions related to management of the indicated database. The querying module 214
may then output the identified information, or a result of the executed query, to an appropriate engine or module of the processing server 102 as necessary. The querying module 214 may, for example, execute a query on the database 206 to identify a data value in a key-value pair 208 based on a provided key, to store a new key-value pair 208 in the database 206 for a newly received data value, or to modify the existing key for a data value, such as generated as a result of a request for rehashing.

The processing server 102 may also include a hashing module 216. The hashing module 216 may be configured to generate hash values from provided data via the application of a hashing algorithm to the data. The hashing module 216 may receive a data value, may apply a hashing algorithm to the data value, and output the generated hash value to one or more modules or engines of the processing server 102. In some instances, the hashing module 216 may receive an indication of the hashing algorithm and/or an associated hash digest to use along with the data value. In other instances, the hashing module 216 may identify the hashing algorithm and/or hash digest to use when hashing the provided data value. In exemplary embodiments, the hashing module 216 may be configured to generate a hash value as a key in a key-value pair 208 for a data value via the use of a collision-resistant hash algorithm, such as the SHA-256 algorithm or SHA-512 algorithm.

The processing server 102 may also include a transmitting device 220. The transmitting device 220 may be configured to transmit data over one or more networks via one or more network protocols. In some embodiments, the transmitting device 220 may be configured to transmit data over one or more communication networks 106 using protocols and infrastructure associated therewith. The transmitting device 220 may be configured to electronically transmit data to data providers 104 and other entities via one or more different communication networks 106, which may utilize the same or varying communication protocols. In some embodiments, the transmitting device 220 may be comprised of multiple devices, such as different transmitting devices for transmitting data over different networks, such as a first transmitting device for transmitting data over a local area network and a second transmitting device for transmitting data over the Internet. The transmitting device 220 may electronically transmit data signals that have data superimposed that may be parsed by a receiving computing device. In some instances, the transmitting
device 220 may include one or more modules for superimposing, encoding, or otherwise formatting data into data signals suitable for transmission.

The transmitting device 220 may be configured to electronically transmit data signals to data providers 104 that may be superimposed with keys, data values, hashing algorithms and/or digests, or other suitable data. For example, the transmitting device 220 may electronically transmit a data signal superimposed or otherwise encoded with data values to a data provider 104 in response to a received data request comprising the corresponding keys. In another example, the transmitting device 220 may electronically transmit a data signal superimposed or otherwise encoded with a new hashing algorithm to a data provider 104 used for the generation of keys for key-value pairs 208, such as for use in rehashing of the keys.

The processing server 102 may also include a memory 222. The memory 222 may be configured to store data for use by the processing server 102 in performing the functions discussed herein. The memory 222 may be configured to store data using suitable data formatting methods and schema and may be any suitable type of memory, such as read-only memory, random access memory, etc. The memory 222 may include, for example, encryption keys and algorithms, communication protocols and standards, data formatting standards and protocols, program code for modules and application programs of the processing device, and other data that may be suitable for use by the processing server 102 in the performance of the functions disclosed herein as will be apparent to persons having skill in the relevant art. In some embodiments, the memory 222 may be comprised of or may otherwise include a relational database that utilizes structured query language for the storage, identification, modifying, updating, accessing, etc. of structured data sets stored therein.

Process for Generating Keys in a Universal Data Storage

FIG. 3 illustrates a process 300 for the generation of keys by the processing server 102 for a universal data storage for providing to a data provider 104 for use in the storage and identification of data without collisions and while maintaining eternal integrity.

In step 302, the data provider 104 may electronically transmit a data signal to the processing server 102 via the communication network 106 that is superimposed or otherwise encoded with a plurality of additional data values for
which keys are requested. The data values may be any type of data in any suitable
data format of any data size. The receiving device 202 of the processing server 102
may receive the data signal from the data provider 104 and parse the signal to obtain
the data values encoded thereon.

In step 304, the hashing module 216 of the processing server 102 may
hash each of the data values provided by the data provider 104 to generate a key for
each data value. The hashing of each data value may include the application of a
hashing algorithm to the respective data value to generate the resulting key as a hash
value. In an exemplary embodiment, the hashing algorithm may be a collision-
resistant hash algorithm, such as the SHA-256 algorithm. In step 306, the querying
module 214 of the processing server 102 may execute a query on the database 206 of
the processing server 102 to store, for each additional data value provided by the data
provider 104, a new key-value pair 208 therein. Each new key-value pair 208 may
include the respective additional data value and the corresponding key generated by
the hashing module 216.

In step 308, the transmitting device 220 of the processing server 102
may electronically transmit a data signal back to the data provider 104 via the
communication network 106 that is superimposed or otherwise encoded with the keys
generated for each of the additional data values. In some embodiments, the keys may
be accompanied with the corresponding data values for use by the data provider 104
for the identification thereof. In some instances, the keys may be accompanied by, or
replaced by, the hashing algorithm and/or an associated hash digest used by the
hashing module 216 in the generation of the corresponding keys. In such instances,
the data provider 104 may be able to generate a key for reference of data value when
necessary via the hashing algorithm used by the hashing module 216.

Combination and Sorting of Universal Data Storage

FIG. 4 illustrates the combination of two portions of a universal data
storage into a single data storage without collisions, as well as the sorting thereof
based on the uniquely generated keys.

As illustrated in FIG. 4, the processing server 102 may combine a first
data set 402 with a second data set 404. Each data set 402 and 404 may be comprised
of a plurality of key-value pairs 208, and may be a portion of or may comprise a
database 206 that is to be combined together. In some instances, a data set 402 or 404
may be the key value-pairs 208 stored in the database 206, while the other data set 404 or 402, respectively, may be comprised of key-value pairs 208 generated by the hashing module 216 and querying module 214 of the processing server 102 based on a data set provided by a data provider 104 and received via the receiving device 202.

Each of the key value-pairs 208 comprising each of the data sets 402 and 404 may be comprised of a key and a corresponding data value. As illustrated in FIG. 4, each data value may be of a different data type and format, which may include, in the illustrated example, a mix of image, document, data, and initialization files, which may each be of a different data size. The key in each key-value pair 208 may be a key generated via the application of a collision-resistant hashing algorithm to the corresponding data value. It will be apparent to persons having skill in the relevant art that the keys illustrated in FIG. 4 are provided for illustrative purposes, and that keys generated by the hashing module 216 using the collision-resistant hashing algorithm may be of a different length and make up of characters.

The processing server 102 may combine each of the data sets 402 and 404 into a single data set 406. The single data set 406 may include each of the key-value pairs 208 included in both of the individual data sets 402 and 404. As illustrated in FIG. 4, the querying module 214 of the processing server 102 may execute a query on the single data set 406 for the sorting thereof. In the illustrated example, the key-value pairs 208 may be stored by their respective keys. Due to the uniqueness of each key, the key-value pairs 208 may be sorted in such a way that any entity (e.g., a data provider 104) that possesses the same data values may achieve the same sorting. As a result, multiple entities having the same data values may possess the same corresponding set of key-value pairs 208 without exchange of the actual data values, which may provide for more efficient and effective future communications via the keys.

**Exemplary Method for Generating a Universal Distributed Data Storage**

FIG. 5 illustrates a method 500 for the generation of a universal distributed data storage via the use of a hashing algorithm for the generation of keys for data values of disparate data sets.

In step 502, a data signal superimposed with a plurality of data values may be received by a receiving device (e.g., the receiving device 202) of a processing server (e.g., the processing server 102). In step 504, a hashing module (e.g., the
hashing module 216) of the processing server may generate a key for each of the plurality of data values, wherein the respective key is generated via application of a hashing algorithm to the associated data value. In step 506, a first query may be executed on a database (e.g., the database 206) of the processing server by a querying module (e.g., the querying module 214) of the processing server to store each of the plurality of data values and the associated generated key as a plurality of key-value pairs (e.g., key-value pairs 208).

In step 508, a data signal superimposed with a plurality of additional key-value pairs may be received by the receiving device of the processing server, wherein each value of the plurality of additional key-value pairs is not included in the plurality of data values. In step 510, a second query may be executed by the querying module of the processing server on the database of the processing server to store each of the plurality of additional key-value pairs, wherein each key included in the plurality of additional key-value pairs is generated via application of the hashing algorithm to the associated value and is not included in the keys generated for each of the plurality of data values.

In one embodiment, the hashing algorithm may be a collision-resistant algorithm. In a further embodiment, the hashing algorithm may be an SHA-256 algorithm. In some embodiments, the method 500 may further include executing, by the querying module of the processing server, a third query on the database of the processing server to sort the plurality of key-value pairs and plurality of additional key-value pairs based on the respective key.

In one embodiment, the method 500 may also include: receiving, by the receiving device of the processing server, a data signal superimposed with a rehash request, wherein the rehash request indicates a different hashing algorithm; generating, by the hashing module of the processing server, a new key for each of the plurality of data values and each value included in the plurality of additional key-value pairs; and executing, by the querying module of the processing server, a third query on the database of the processing server to replace the key in each of the plurality of key-value pairs and plurality of additional key-value pairs with the respective generated new key. In a further embodiment, the method 500 may even further include executing, by the querying module of the processing server, a fourth query on the database of the processing server to sort the plurality of key-value pairs and plurality of additional key-value pairs based on the respective generated new key.
In another further embodiment, the different hashing algorithm may be a collision-resistant hashing algorithm. In an even further embodiment, the hashing algorithm may be an SHA-256 algorithm.

In some embodiments, the method 500 may further include: receiving, by the receiving device of the processing server, a data signal superimposed with a value request, wherein the value request includes at least a requesting key; executing, by the querying module of the processing server, a third query on the database of the processing server to identify a specific key-value pair where the key corresponds to the requesting key; and electronically transmitting, by a transmitting device of the processing server, a data signal superimposed with at least the value included in the identified specific key-value pair in response to the received value request. In one embodiment, the hashing algorithm may be such that each generated key is unique with respect to all other generated keys.

Computer System Architecture

FIG. 6 illustrates a computer system 600 in which embodiments of the present disclosure, or portions thereof, may be implemented as computer-readable code. For example, the processing server 102 of FIG. 1 may be implemented in the computer system 600 using hardware, software, firmware, non-transitory computer readable media having instructions stored thereon, or a combination thereof and may be implemented in one or more computer systems or other processing systems. Hardware, software, or any combination thereof may embody modules and components used to implement the methods of FIGS. 3 and 5.

If programmable logic is used, such logic may execute on a commercially available processing platform configured by executable software code to become a specific purpose computer or a special purpose device (e.g., programmable logic array, application-specific integrated circuit, etc.). A person having ordinary skill in the art may appreciate that embodiments of the disclosed subject matter can be practiced with various computer system configurations, including multi-core multiprocessor systems, minicomputers, mainframe computers, computers linked or clustered with distributed functions, as well as pervasive or miniature computers that may be embedded into virtually any device. For instance, at least one processor device and a memory may be used to implement the above described embodiments.
A processor unit or device as discussed herein may be a single processor, a plurality of processors, or combinations thereof. Processor devices may have one or more processor "cores." The terms "computer program medium," "non-transitory computer readable medium," and "computer usable medium" as discussed herein are used to generally refer to tangible media such as a removable storage unit 618, a removable storage unit 622, and a hard disk installed in hard disk drive 612.

Various embodiments of the present disclosure are described in terms of this example computer system 600. After reading this description, it will become apparent to a person skilled in the relevant art how to implement the present disclosure using other computer systems and/or computer architectures. Although operations may be described as a sequential process, some of the operations may in fact be performed in parallel, concurrently, and/or in a distributed environment, and with program code stored locally or remotely for access by single or multi-processor machines. In addition, in some embodiments the order of operations may be rearranged without departing from the spirit of the disclosed subject matter.

Processor device 604 may be a special purpose or a general purpose processor device specifically configured to perform the functions discussed herein. The processor device 604 may be connected to a communications infrastructure 606, such as a bus, message queue, network, multi-core message-passing scheme, etc. The network may be any network suitable for performing the functions as disclosed herein and may include a local area network (LAN), a wide area network (WAN), a wireless network (e.g., WiFi), a mobile communication network, a satellite network, the Internet, fiber optic, coaxial cable, infrared, radio frequency (RF), or any combination thereof. Other suitable network types and configurations will be apparent to persons having skill in the relevant art. The computer system 600 may also include a main memory 608 (e.g., random access memory, read-only memory, etc.), and may also include a secondary memory 610. The secondary memory 610 may include the hard disk drive 612 and a removable storage drive 614, such as a floppy disk drive, a magnetic tape drive, an optical disk drive, a flash memory, etc.

The removable storage drive 614 may read from and/or write to the removable storage unit 618 in a well-known manner. The removable storage unit 618 may include a removable storage media that may be read by and written to by the removable storage drive 614. For example, if the removable storage drive 614 is a floppy disk drive or universal serial bus port, the removable storage unit 618 may be a
floppy disk or portable flash drive, respectively. In one embodiment, the removable storage unit 618 may be non-transitory computer readable recording media.

In some embodiments, the secondary memory 610 may include alternative means for allowing computer programs or other instructions to be loaded into the computer system 600, for example, the removable storage unit 622 and an interface 620. Examples of such means may include a program cartridge and cartridge interface (e.g., as found in video game systems), a removable memory chip (e.g., EEPROM, PROM, etc.) and associated socket, and other removable storage units 622 and interfaces 620 as will be apparent to persons having skill in the relevant art.

Data stored in the computer system 600 (e.g., in the main memory 608 and/or the secondary memory 610) may be stored on any type of suitable computer readable media, such as optical storage (e.g., a compact disc, digital versatile disc, Blu-ray disc, etc.) or magnetic tape storage (e.g., a hard disk drive). The data may be configured in any type of suitable database configuration, such as a relational database, a structured query language (SQL) database, a distributed database, an object database, etc. Suitable configurations and storage types will be apparent to persons having skill in the relevant art.

The computer system 600 may also include a communications interface 624. The communications interface 624 may be configured to allow software and data to be transferred between the computer system 600 and external devices. Exemplary communications interfaces 624 may include a modem, a network interface (e.g., an Ethernet card), a communications port, a PCMCIA slot and card, etc. Software and data transferred via the communications interface 624 may be in the form of signals, which may be electronic, electromagnetic, optical, or other signals as will be apparent to persons having skill in the relevant art. The signals may travel via a communications path 626, which may be configured to carry the signals and may be implemented using wire, cable, fiber optics, a phone line, a cellular phone link, a radio frequency link, etc.

The computer system 600 may further include a display interface 602. The display interface 602 may be configured to allow data to be transferred between the computer system 600 and external display 630. Exemplary display interfaces 602 may include high-definition multimedia interface (HDMI), digital visual interface (DVI), video graphics array (VGA), etc. The display 630 may be any suitable type of
display for displaying data transmitted via the display interface 602 of the computer
system 600, including a cathode ray tube (CRT) display, liquid crystal display (LCD),
light-emitting diode (LED) display, capacitive touch display, thin-film transistor
(TFT) display, etc.

Computer program medium and computer usable medium may refer to
memories, such as the main memory 608 and secondary memory 610, which may be
memory semiconductors (e.g., DRAMs, etc.). These computer program products may
be means for providing software to the computer system 600. Computer programs
(e.g., computer control logic) may be stored in the main memory 608 and/or the
secondary memory 610. Computer programs may also be received via the
communications interface 624. Such computer programs, when executed, may enable
the computer system 600 to implement the present methods as discussed herein. In
particular, the computer programs, when executed, may enable processor device 604
to implement the methods illustrated by FIGS. 3 and 5, as discussed herein.

Accordingly, such computer programs may represent controllers of the computer
system 600. Where the present disclosure is implemented using software, the
software may be stored in a computer program product and loaded into the computer
system 600 using the removable storage drive 614, interface 620, and hard disk drive
612, or communications interface 624.

The processor device 604 may comprise one or more modules or
engines configured to perform the functions of the computer system 600. Each of the
modules or engines may be implemented using hardware and, in some instances, may
also utilize software, such as corresponding to program code and/or programs stored
in the main memory 608 or secondary memory 610. In such instances, program code
may be compiled by the processor device 604 (e.g., by a compiling module or engine)
prior to execution by the hardware of the computer system 600. For example, the
program code may be source code written in a programming language that is
translated into a lower level language, such as assembly language or machine code,
for execution by the processor device 604 and/or any additional hardware components
of the computer system 600. The process of compiling may include the use of lexical
analysis, preprocessing, parsing, semantic analysis, syntax-directed translation, code
generation, code optimization, and any other techniques that may be suitable for
translation of program code into a lower level language suitable for controlling the
computer system 600 to perform the functions disclosed herein. It will be apparent to
persons having skill in the relevant art that such processes result in the computer system 600 being a specially configured computer system 600 uniquely programmed to perform the functions discussed above.

Techniques consistent with the present disclosure provide, among other features, systems and methods for generating a universal distributed data storage. While various exemplary embodiments of the disclosed system and method have been described above it should be understood that they have been presented for purposes of example only, not limitations. It is not exhaustive and does not limit the disclosure to the precise form disclosed. Modifications and variations are possible in light of the above teachings or may be acquired from practicing of the disclosure, without departing from the breadth or scope.
WHAT IS CLAIMED IS:

1. A method for generating a universal distributed data storage, comprising:
   - receiving, by a receiving device of a processing server, a data signal superimposed with a plurality of data values;
   - generating, by a hashing module of the processing server, a key for each of the plurality of data values, wherein the respective key is generated via application of a hashing algorithm to the associated data value;
   - executing, by a querying module of the processing server, a first query on a database of the processing server to store each of the plurality of data values and the associated generated key as a plurality of key-value pairs;
   - receiving, by the receiving device of the processing server, a data signal superimposed with a plurality of additional key-value pairs, wherein each value of the plurality of additional key-value pairs is not included in the plurality of data values;
   - and
     - executing, by the querying module of the processing server, a second query on the database of the processing server to store each of the plurality of additional key-value pairs, wherein each key included in the plurality of additional key-value pairs is generated via application of the hashing algorithm to the associated value and is not included in the keys generated for each of the plurality of data values.

2. The method of claim 1, wherein the hashing algorithm is a collision-resistant hash algorithm.

3. The method of claim 2, wherein the hashing algorithm is an SHA-256 algorithm.

4. The method of claim 1, further comprising:
   - executing, by the querying module of the processing server, a third query on the database of the processing server to sort the plurality of key-value pairs and plurality of additional key-value pairs based on the respective key.
5. The method of claim 1, further comprising:
   receiving, by the receiving device of the processing server, a data signal
   superimposed with a rehash request, wherein the rehash request indicates a different
   hashing algorithm;

   generating, by the hashing module of the processing server, a new key for
   each of the plurality of data values and each value included in the plurality of
   additional key-value pairs; and

   executing, by the querying module of the processing server, a third query on
   the database of the processing server to replace the key in each of the plurality of key-
   value pairs and plurality of additional key-value pairs with the respective generated
   new key.

6. The method of claim 5, wherein the different hashing algorithm is a
   collision-resistant hashing algorithm.

7. The method of claim 6, wherein the hashing algorithm is an SHA-256
   algorithm.

8. The method of claim 5, further comprising:
   executing, by the querying module of the processing server, a fourth query on
   the database of the processing server to sort the plurality of key-value pairs and
   plurality of additional key-value pairs based on the respective generated new key.

9. The method of claim 1, further comprising:
   receiving, by the receiving device of the processing server, a data signal
   superimposed with a value request, wherein the value request includes at least a
   requesting key;

   executing, by the querying module of the processing server, a third query on
   the database of the processing server to identify a specific key-value pair where the
   key corresponds to the requesting key; and

   electronically transmitting, by a transmitting device of the processing server, a
   data signal superimposed with at least the value included in the identified specific
   key-value pair in response to the received value request.
10. The method of claim 1, wherein the hashing algorithm is such that each generated key is unique with respect to all other generated keys.

11. A system for generating a universal distributed data storage, comprising:
   a database of a processing server;
   a receiving device of the processing server configured to receive a data signal superimposed with a plurality of data values;
   a hashing module of the processing server configured to generate a key for each of the plurality of data values, wherein the respective key is generated via application of a hashing algorithm to the associated data value; and
   a querying module of the processing server configured to execute a first query on a database of the processing server to store each of the plurality of data values and the associated generated key as a plurality of key-value pairs, wherein
   the receiving device of the processing server is further configured to receive a data signal superimposed with a plurality of additional key-value pairs, wherein each value of the plurality of additional key-value pairs is not included in the plurality of data values,
   the querying module of the processing server is further configured to execute a second query on the database of the processing server to store each of the plurality of additional key-value pairs, and
   each key included in the plurality of additional key-value pairs is generated via application of the hashing algorithm to the associated value and is not included in the keys generated for each of the plurality of data values.

12. The system of claim 11, wherein the hashing algorithm is a collision-resistant hash algorithm.

13. The system of claim 12, wherein the hashing algorithm is an SHA-256 algorithm.

14. The system of claim 11, wherein the querying module of the processing server is further configured to execute a third query on the database of the
processing server to sort the plurality of key-value pairs and plurality of additional key-value pairs based on the respective key.

15. The system of claim 11, wherein

the receiving device of the processing server is further configured to receive a data signal superimposed with a rehash request, wherein the rehash request indicates a different hashing algorithm,

the hashing module of the processing server is further configured to generate a new key for each of the plurality of data values and each value included in the plurality of additional key-value pairs, and

the querying module of the processing server is further configured to execute a third query on the database of the processing server to replace the key in each of the plurality of key-value pairs and plurality of additional key-value pairs with the respective generated new key.

16. The system of claim 15, wherein the different hashing algorithm is a collision-resistant hashing algorithm.

17. The system of claim 16, wherein the hashing algorithm is an SHA-256 algorithm.

18. The system of claim 15, wherein the querying module of the processing server is further configured to execute a fourth query on the database of the processing server to sort the plurality of key-value pairs and plurality of additional key-value pairs based on the respective generated new key.

19. The system of claim 11, further comprising:

a transmitting device of the processing server, wherein

the receiving device of the processing server is further configured to receive a data signal superimposed with a value request, wherein the value request includes at least a requesting key,

the querying module of the processing server is further configured to execute a third query on the database of the processing server to identify a specific key-value pair where the key corresponds to the requesting key, and
the transmitting device of the processing server is configured to electronically transmit a data signal superimposed with at least the value included in the identified specific key-value pair in response to the received value request.

20. The system of claim 11, where the hashing algorithm is such that each generated key is unique with respect to all other generated keys.
<table>
<thead>
<tr>
<th>Key</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>3a235c9e60567110a80</td>
<td>license.txt</td>
</tr>
<tr>
<td>b42fe583e01d2233407</td>
<td>contract.pdf</td>
</tr>
<tr>
<td>ba790fe34692f21d08c</td>
<td>Information.dat</td>
</tr>
<tr>
<td>c1ace555578171d8bcd</td>
<td>banking.pdf</td>
</tr>
<tr>
<td>c9639f9e28c55224ae3</td>
<td>account.pdf</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Key</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>111747e71549aef071c</td>
<td>terms.txt</td>
</tr>
<tr>
<td>aad25cc1699c8a85a39</td>
<td>picture.jpg</td>
</tr>
<tr>
<td>b66955d07eb7384cf0e</td>
<td>license.dat</td>
</tr>
<tr>
<td>c6bb63293b0c58c213b</td>
<td>settings.ini</td>
</tr>
<tr>
<td>e22f53d0db4eb612929</td>
<td>sensitive.pdf</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Key</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>111747e71549aef071c</td>
<td>terms.txt</td>
</tr>
<tr>
<td>3a235c9e60567110a80</td>
<td>license.txt</td>
</tr>
<tr>
<td>aad25cc1699c8a85a39</td>
<td>picture.jpg</td>
</tr>
<tr>
<td>b42fe583e01d2233407</td>
<td>contract.pdf</td>
</tr>
<tr>
<td>b66955d07eb7384cf0e</td>
<td>license.dat</td>
</tr>
<tr>
<td>ba790fe34692f21d08c</td>
<td>Information.dat</td>
</tr>
<tr>
<td>c1ace555578171d8bcd</td>
<td>banking.pdf</td>
</tr>
<tr>
<td>c6bb63293b0c58c213b</td>
<td>settings.ini</td>
</tr>
<tr>
<td>c9639f9e28c55224ae3</td>
<td>account.pdf</td>
</tr>
<tr>
<td>e22f53d0db4eb612929</td>
<td>sensitive.pdf</td>
</tr>
</tbody>
</table>

**FIG. 4**
Receive, by a receiving device of a processing server, a data signal superimposed with a plurality of data values

Generate, by a hashing module of the processing server, a key for each of the plurality of data values, wherein the respective key is generated via application of a hashing algorithm to the associated data value

Execute, by a querying module of the processing server, a first query on a database of the processing server to store each of the plurality of data values and the associated generated key as a plurality of key-value pairs

Receive, by the receiving device of the processing server, a data signal superimposed with a plurality of additional key-value pairs, wherein each value of the plurality of additional key-value pairs is not included in the plurality of data values

Execute, by the querying module of the processing server, a second query on the database of the processing server to store each of the plurality of additional key-value pairs, wherein each key included in the plurality of additional key-value pairs is generated via application of the hashing algorithm to the associated value and is not included in the keys generated for each of the plurality of data values
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