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NEURAL NETWORK PROGRAMMER

BACKGROUND

[0001] This specification relates to neural networks.

[0002] Neural networks are machine learning models that employ one or more layers of nonlinear units to predict an output for a received input. Some neural networks include one or more hidden layers in addition to an output layer. The output of each hidden layer is used as input to the next layer in the network, i.e., the next hidden layer or the output layer. Each layer of the network generates an output from a received input in accordance with current values of a respective set of parameters.

[0003] Some neural networks are recurrent neural networks. A recurrent neural network is a neural network that receives an input sequence and generates an output sequence from the input sequence. In particular, a recurrent neural network can use some or all of the internal state of the network from a previous time step in computing an output at a current time step.

SUMMARY

[0004] This specification describes a system implemented as computer programs on one or more computers in one or more locations. The system may be a neural network system.

[0005] The system generates a system output from a system input by repeatedly performing operations from a set of operations using data from a data source.

[0006] In particular, the system includes a controller neural network configured to, for each of multiple time steps, receive a controller input for the time step and process the controller input and a representation of the system input to generate: (i) an operation score distribution that assigns a respective operation score to each operation in the set of operations, and (ii) a data score distribution that assigns a respective data score to each of multiple locations in the data source.

[0007] The system also includes an operation subsystem configured to, for each of the time steps, perform operations from the set of operations to generate a set of
operation outputs, wherein at least one of the operations is performed on data in the data source, and combine the operation outputs in accordance with the operation score distribution and the data score distribution to generate a time step output for the time step.

[0008] The operation subsystem may be further configured to, for each of the plurality of time steps: store the time step output for the time step for use in any following time steps. The system output may be the time step output for the last time step in the plurality of time steps.

[0009] The controller input for the first time step in the plurality of time steps may be a predetermined initial input, and, for each subsequent time step, the operation subsystem may be configured to: generate the controller input for the time step from the operation score distribution and the data score distribution for the preceding time step.

[0010] The controller input for the time step may comprise a weighted sum of vectors representing locations in the data source and a weighted sum of vectors representing the operations in the set of operations.

[0011] The controller neural network may comprise: a recurrent neural network configured to, for each time step, process the controller input for the time step to update a current hidden state of the recurrent neural network; one or more operation neural network layers configured to, for each time step, process the representation of the system input and the updated hidden state of the recurrent neural network to generate the operation score distribution; and one or more data neural network layers configured to, for each time step, process the representation of the system input and the updated hidden state of the recurrent neural network to generate the data score distribution.

[0012] The system input may be a sequence of inputs, and the neural network system may further comprise: an encoding recurrent neural network configured to process each input in the sequence of inputs to generate the representation of the input.

[0013] The system input may be a natural language question that relates to the data in the data source, and the system output may be an estimate of an answer to the natural language question.

[0014] One or more of the operations may take as input a value of a mask variable that points to a subset of a location in the data source. The operation subsystem may
be configured to, for each of the plurality of time steps: determine a current value of the mask variable by combining the operation outputs in accordance with the operation score distribution.

[0015] There is also described herein a method for generating a system output from a system input by repeatedly performing operations from a set of operations using data from a data source. The method comprises, for each of a plurality of time steps: processing a controller input for the time step and a representation of the system input using a controller recurrent neural network to generate: an operation score distribution that assigns a respective operation score to each operation in the set of operations, and a data score distribution that assigns a respective data score to each of a plurality of locations in the data source. The method also comprises performing operations from the set of operations to generate a plurality of operation outputs, wherein at least one of the operations is performed on data in the plurality of locations in the data source; and combining the operation outputs in accordance with the operation score distribution and the data score distribution to generate a time step output for the time step.

[0016] The method may further comprise, for each of the plurality of time steps: storing the time step output for the time step for use in any following time steps.

[0017] The system output may be the time step output for the last time step in the plurality of time steps.

[0018] The controller input for the first time step in the plurality of time steps may be a predetermined initial input. Each subsequent time step may comprise: generating the controller input for the time step from the operation score distribution and the data score distribution for the preceding time step.

[0019] The input for the time step may comprise a weighted sum of vectors representing locations in the data source and a weighted sum of vectors representing the operations in the set of operations.

[0020] The controller neural network may comprises a recurrent neural network configured to, for each time step, process the controller input for the time step to update a current hidden state of the recurrent neural network. The controller neural network may comprise one or more operation neural network layers configured to, for each time step, process the representation of the system input and the updated hidden state of the
recurrent neural network to generate the operation score distribution. The controller
neural network may comprise one or more data neural network layers configured to, for
each time step, process the representation of the system input and the updated hidden
state of the recurrent neural network to generate the data score distribution.

[0021] The system input may be a sequence of inputs. The method may further
comprise processing, by an encoding recurrent neural network of a neural network
system, each input in the sequence of inputs to generate the representation of the input.

[0022] The system input may be a natural language question that relates to the data in
the data source. The system output may be an estimate of an answer to the natural
language question.

[0023] One or more of the operations take as input a value of a mask variable that
points to a subset of a location in the data source. Each of the plurality of time steps
may comprise determining a current value of the mask variable by combining the
operation outputs in accordance with the operation score distribution.

[0024] In some implementations, the system generates the system output from the
time step output for the last time step.

[0025] Advantageous implementations can include one or more of the following
features. The system can include a recurrent neural network that is augmented with a
set of arithmetic and logical operations to perform complex reasoning. Specifically,
recurrent neural network can be implemented with multiple layers such as an operation
neural network layer and a data neural network layer. The system can use the neural
network layers to perform operations of a set of operations on data of a particular data
segment that is located in a data source. The system can be fully differentiable. As
such, the system can be trained in an end-to-end implementation to induce programs
that require little to no human supervision. The system can be applied across a variety
of different domains of data. For example, the system can be applied to multiple
different natural languages. In this instance, the system can be provided with a natural
language question as an input, and generate an answer as output that corresponds to
the natural language question.
The details of one or more embodiments of the invention are set forth in the accompanying drawings and the description below. Other features and advantages of the invention will become apparent from the description, the drawings, and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0027] FIG. 1 shows an example neural network programmer system.

[0028] FIG. 2 is a flow diagram of an example process for generating a subsequent controller input from an initial controller input.

[0029] FIG. 3 is a flow diagram of an example process for generating an operation score distribution and a data score distribution from a system input.

[0030] FIG. 4 is a flow diagram of an example process for updating a value of a mask variable.

[0031] Like reference numbers and designations in the various drawings indicate like elements.

DETAILED DESCRIPTION

[0032] FIG. 1 shows an example neural network programmer system 100. The neural network programmer system 100 is an example of a system implemented as computer programs on one or more computers in one or more locations, in which the systems, components, and techniques described below are implemented.

[0033] The neural network programmer system 100 is a machine learning system that receives system inputs and generates system outputs from the system inputs. For example, the neural network programmer system 100 can receive a system input x and generate a system output y from the system input x. The neural network programmer system 100 can store the outputs in an output data repository, provide the outputs for use as inputs by a remote system, provide the outputs or data characterizing the outputs for presentation to a user, or any combination thereof.

[0034] The neural network programmer system 100 can be applied to a variety of different domains of data. For example, the neural network programmer system 100 can be applied to natural languages in the form of utterances or text. As such, the input
to the neural network programmer system 100 can be a natural language question in
the form of an utterance, text, or any combination thereof. In this instance, the system
output generated by the neural network programmer system 100 can be an estimate of
an answer to the natural language question. As such, the neural network programmer
system 100 can be part of a question and answer system.

[0035] As another example, the neural network programmer system 100 can be part
of a semantic parsing system. That is, the input to the neural network programmer
system 100 can be a natural language question in the form of an utterance, text, or any
combination thereof. In this instance, the system output generated by the neural
network programmer system 100 can be a representation of the input question as an
executable query to a database, i.e., a query that is in a particular format required by
the database.

[0036] As another example, the neural network programmer system 100 can be part
of a context free grammar system. That is, the input to the neural network programmer
system 100 can be a natural language text segment. In this instance, the system output
generated by the neural network programmer system 100 can be a representation of
the text segment in a context free grammar.

[0037] Referring to FIG. 1, the neural network programmer system 100 includes a
controller 101, a data source 104, a data source interface subsystem 106 and an
operation subsystem 108.

[0038] Generally, the neural network programmer system 100 receives a query that
relates to data stored in the data source 104 and repeatedly applies a set of modules to
the data in the data source 104 to generate the system output. In particular, the manner
in which the system applies the set of modules is defined by outputs generated by the
controller 101.

[0039] The controller 101 is a recurrent neural network that, at each of multiple time
steps, is configured to receive a neural network input and process the neural network
input to generate a neural network output. The neural network input can also be referred
to as a controller input and the neural network output can also be referred to as a
controller output.
In certain aspects, a history recurrent neural network 102 and a selection module 103 can function as the controller 101. In this instance, the history recurrent neural network 102 can generate an updated hidden state from a neural network input. The updated hidden state can be a representation of previous operations and previous columns that have been selected by the neural network programmer system 100 at a previous time step. The updated hidden state can be provided to the selection module 103.

The selection module 103 can assign probability distributions from the updated hidden state and generate neural network outputs. As such, the history recurrent neural network 102 can operate in combination with the selection module 103 as the controller 101, to receive a neural network input and process the neural network input to generate a neural network output. During the processing of a neural network input, the selection module 103 and the history recurrent neural network 102 run for an equal number of time steps. For example, if the history recurrent neural network 102 is run for "T" steps, the selection module 103 will run for "T" steps.

In certain aspects, the neural network output o generated by the controller 101 is provided to the operation subsystem 108 as a first output o1 and to the data source interface subsystem 106 as a second output o2.

The data source interface subsystem 106 receives outputs o2 generated by the controller 101. For example, the data source interface subsystem 106 can receive the output o2, and translate the received output into erase, read, and write operations to be performed on the data source 104. That is, the data source interface subsystem 106 receives an output o2 from the controller 101 and, based on the output o2, erases data e from the data source 104, writes data w to the data source 104, and reads data r from the data source 104.

The data source 104 stores data vectors read by the data source interface subsystem 106. The data source 104 can include data segments in the form of rows and tables. The data segments may be accessed by the data source interface subsystem 106 in response to neural network outputs provided by the controller 101.
Each of the data segments may be accessed according to a particular location in the data source 104.

[0045] The operation subsystem 108 includes built in operations which enable the neural network programmer system 100 to generate powerful compositional programs. The operation subsystem 108 can be configured to receive output Oi from the controller 101. The operation subsystem 108 can also be configured to read data ri from the data source interface subsystem 106. The operation subsystem 108 can be configured to access output o of the controller 101 for every time step prior to a current time step. The operations subsystem 108 can further be configured to provide system output y. For example, the operation subsystem 108 can generate an output that includes a scalar output and a lookup output for each the multiple time steps.

[0046] The scalar output can include a scalar number that is provided as output. The lookup output can include a probability that a particular answer in the data source is part of the time step output. The neural network programmer system 100 can determine whether the system output includes a scalar output or a lookup output after a predetermined number of time steps and corresponding time step outputs.

[0047] In certain aspects, the controller 101 can maintain a mask variable that is updated at every time step. The mask variable can be used as a row selector of a particular data source, such as a particular row or column of the particular data source. As such, the mask variable can be used to enable probabilistic row and column selection, or data source selection.

[0048] The neural network programmer system 100 can also include an encoding recurrent neural network. The encoding recurrent neural network can encode the system input for processing by the controller 101. For example, the encoding neural network can be used to process system inputs such as natural language questions. The encoding recurrent neural network can convert system inputs, such as questions, to a distributed representation within the neural network programmer system 100. For example, given an input question containing Q number of words \{w_1, w_2, ..., w_Q\}, the encoding recurrent neural network can be configured to perform the following computations,
\[ z_i = \tanh (W^{\text{quesaon}} [z_{i-1}; V(w_i)]) , \forall i = 1, 2, ..., Q \]

[0049] In this instance, \( V(w_i) \) represents an embedded representation of the word \( w_i \), \([a, b]\) represents the concatenation of two vectors \( a \) and \( b \), \( W^{\text{quesaon}} \) represents a recurrent matrix of the controller 101, \( \tanh \) is the element-wise non-linearity function, \( z_i \) represents the hidden state of the encoding neural network for the \( i \)-th word in the question, and the hidden state for the last word in the question \( z_Q \) is used as the representation of the question.

[0050] The question that is input at the neural network programmer system 100 can be pre-processed by the controller 101 by removing numbers that occur in the questions and storing the numbers of each question in a separate list. Each number that is stored in the separate list can be stored with the word that immediately precedes the number in the system input. The storage of the words with the numbers can be used to compute pivot values for the comparison of operations to be performed on the output of the controller 101.

[0051] In some aspects, the controller 101 can be a bidirectional recurrent neural network. The bidirectional recurrent neural network can be used to process relatively long questions that are provided as system inputs after being processed by the encoding recurrent neural network.

[0052] The controller 101 can be configured to produce probability distributions at each time step. In certain aspects, the controller 101 can be configured to produce a first probability distribution over a set of operations of the operation subsystem 108 and a second probability distribution of a set of columns corresponding to multiple data segments stored in the data source 104. The controller 101 can also be configured to use the question representation provided by the encoding recurrent neural network as well as hidden states generated previously by the controller 101, at a current time step. The hidden states can correspond to previous operations and previous columns that have been selected by the controller 101 at a previous time step.
In certain aspects, the history recurrent neural network 102 and the selection module 103 can function to generate the probability distributions. The history recurrent neural network 102 can be configured to use the question representation provided by the encoding recurrent neural network to generate an updated hidden state for a current time step. The updated hidden state can be provided to the selection module 103 by the history recurrent neural network 102. The selection module 103 can process the updated hidden state for the current time step using multiple neural network layers. For example, the selection module 103 can process the updated hidden state using operations neural network layers and data neural network layers.

The operations neural network layers can include one or more neural network layers that generate a first probability distribution over a set of operations, otherwise referred to as operation score distribution. The first probability distribution over the set of operations can be performed by the following computations,

$$a_t^{op} = \text{softmax}(U\tanh(W^{op}q; i_t))$$

In this instance, $W^{op}$ represents a parameter matrix of the operation selection component of the controller 101, $U$ represents a matrix storing the representations of the operations, and $q^{op}$ represents the first probability distribution over the set of operations of the operation subsystem 108.

The data neural network layers can include one or more neural network layers that generate a second probability distribution over a set of data, otherwise referred to as data score distribution. The second probability distribution over the set of columns can be used to obtain vector representations for names of the columns using the parameters in the encoding recurrent neural network. The second probability distribution can be computed using word embedding or a recursive neural network phrase embedding. For example, given $P$ as the matrix storing the representations of the column names, the second probability distribution, or otherwise referred to as data selection, can be performed by the following computations,
\[ a_t^{col} = \text{softmax}(\text{P} \text{tanh}(W^{col} \mid q; \mathbb{H}_t; I)) \]

[0057] In this instance, \( W^{est} \) represents the parameter matrix of the data selection component of the controller 101, and \( a_t^{op} \) represents the second probability distribution over the set of columns stored in the data source 104.

[0058] The controller 101 can also be configured to track operations and data segments, such as columns, that were previously selected by the controller 101. This historical data can be encoded in a hidden vector for each time step. In certain aspects, the hidden vector corresponds to a hidden state of the controller 101. The data of the hidden states can be used by the controller 101 to induce the probability distributions over the operations and the data segments at subsequent time steps.

[0059] For example, given a time step \( t \), the controller 101 can obtain a neural network input. The neural input can be based on the neural network output that was produced by the system for a previous time step. For example, the neural network input can be generated by concatenating the weighted representations of the operations and the values of the columns with their corresponding probability distribution produced for the previous time step. In this instance, the probability distributions of the operations and the column names are generated by the controller 101 at time step \( t-1 \). More precisely, the neural network input can be obtained by the following computations,

\[ \frac{3}{4} = [(a_t^{op})^T, W^\frac{3}{4}] \]

[0060] In this instance, \( U \) represents the matrix storing the representations of the operations.

[0061] Further, the controller 101 can generate an updated hidden state corresponding to the current hidden state by the following computations,

\[ h_t = \text{tanh}(W^{\text{history}} [c_t; \mathbb{H}_{t-1}]), \; \forall i = 1, 2, ..., Q \]
In this instance, \( \mathbf{w} \) history represents the recurrent matrix of the controller 101, and \( h_t \) represents the current representation of the updated hidden state.

In certain aspects, the operation subsystem 108 can include a plurality of operations that are built into the operation subsystem 108. The operations can include any of the following: sum, count, difference, greater, lesser, and, or, print, reset, and the like. Each of the operations can correspond to a particular type of operation. For example, the operations of sum and count can correspond to an aggregate type of operation. In another example, the operation of difference can correspond to an arithmetic type of operation. In another example, the operations of greater and lesser can correspond to a comparison type of operation. In a further example, the operations of and and or can correspond to a logical type of operation. The operation of print can correspond to a print type of operation and the reset operation can correspond to a reset type of operation.

In some aspects, the comparison type of operation, including the operations of greater and lesser, require a pivot value as input. The pivot value can be determined by the controller 101 and be based on a particular question. The pivot value can be computed for a particular operation by adding up all the numbers that occur in the corresponding question and weighting each of the numbers with a particular probability. In this instance, the probability of each number may be assigned to each number based on a hidden vector at a position to the left of each number, as well as on an embedding vector that corresponds to the particular operation being used. For example, the pivot value can be generated by the following computations,

\[
\beta_{op} = \max(Z_U(op))
\]

\[
pivot_{op} = \sum_{i=1}^{N} \beta_{op}(i) qn_i
\]
In this instance, \( U(\text{op}) \) represents a vector representation of the operation "op" and \( Z \) is a matrix storing hidden vectors of the encoding recurrent neural network at positions to the left of the occurrence of the numbers.

The operation subsystem 108 can be configured to perform operations of a particular type at a particular time step, using a data segment that is read from data source 104 by the data source interface subsystem 106, such as a table, and a mask variable that functions as a row selector. For example, the operation subsystem 108 can be configured to generate a system output and corresponding mask variable at a particular time step by combining the operation output of each individual operation on certain data segments that are weighted with their corresponding, assigned probabilities. For example, the system outputs can be generated by the following computations,

\[
\text{scalar\_output}_{t}\ = \ \alpha_t^{\text{op}}(\text{count})\text{count}_t + \alpha_t^{\text{op}}(\text{difference})\text{diff}_t \\
+ \sum_{j=1}^{C} \alpha_t^{\text{col}}(j)\alpha_t^{\text{op}}(\text{sum})\text{sum}_t[j] \\
\]

\[
\text{lookup\_output}_{t}[i][j] = \alpha_t^{\text{col}}(j)\alpha_t^{\text{op}}(\text{print})\text{print}_{t}[i][j], V(i,j) i = 1, 2, \ldots, M, j = 1, 2, \ldots, C
\]

In this instance, \( \text{scalar\_output} \) represents the scalar output and \( \text{lookup\_output}[i][j] \) represents the lookup output. The scalar output can include a scalar number that is provided as output. The lookup output can include a probability that a particular answer in the data source is part of the time step output. In certain aspects, the scalar output or the lookup output can represent the system output.

In some aspects, outputs from previous time steps can be used as inputs by operation subsystem 108. As such, the controller 101 can track the use of previous operations as well as the previously selected data segments. The previous operations and data segments can be used to induce updated probability distributions over the operations and the data segments.
Further, the mask variable can be generated by the following computations,

\[ \text{mask}_{t[i][j]} = a_t^{op}(\text{and}) \land a_t^{op}(\text{or}) \land a_t^{op}(\text{reset}) \land a_t^{op}(\text{reset}) \]

\[ + \sum_{j=1}^{c} a_t^{col}(j)(a_t^{op}(\text{greater}) g_t[i][j] + a_t^{op}(\text{lesser}) l_t[i][j]), \forall i = 1, ..., M \]

The mask variable includes a value that may be updated at every time step. The value of the mask variable can be used as a row selector of a particular data source, such as a particular row or column of the particular data source. As such, the mask variable can be used to enable probabilistic row and column selection, or data source selection.

In certain aspects, the operations of the operation subsystem 108 can further include operations such as equal to, min, max, not, and the like. Further, the neural network programmer system 100 can be configured to handle natural language entries in an input table. As such, the operation subsystem 108 can also include a string-match operation in which the operation subsystem 108 can manipulate natural language inputs.

The neural network programmer system 100 can be trained using the system outputs that are generated by the neural network programmer system 100. As such, the neural network programmer system 100 can be trained using the generated lookup outputs and scalar outputs. For each of the types of outputs, scalar or lookup, the system 100 may be configured to determine a particular loss function. For example, if the answer is determined by the system 100 to be a scalar, the system 100 can be configured to provide a scalar output. In certain aspects, the loss function corresponding to the scalar output can be generated by the following computations,
In this instance, $a$ represents an absolute difference between a predicted answer and a true answer ($a = |\text{scalar_output} - \text{r} - y|$). Additionally, $\delta$ represents a Huber constant that is treated as a model hyper-parameter in this instance.

In other aspects, if the answer is determined by the neural network system 100 to be a set of items in a table, the answer can be converted to $y$, where $y[i,j]$ indicates whether the element $(i,j)$ is part of the lookup output. The loss function corresponding to the lookup output can be generated by the following computations,

$$L_{\text{lookup}}(\text{lookup_output}_T,y) = \sum_{i=1}^{M} \sum_{j=1}^{C} (y[i,j] \log(\text{lookup_output}_T[i,j]) + (1 - y[i,j]) \log(1 - y[i,j]))$$

The loss functions corresponding to the scalar output and the lookup output can be used in training the neural network programmer system 100. For example, the training objective of the neural network programmer system 100 can be generated by the following computations,

$$L = \frac{1}{N} \sum_{i=1}^{N} ([n_i == True] L_{\text{scalar}}^i + [n_i == False] \lambda L_{\text{lookup}}^i)$$

In this instance, $N$ represents a total number of training examples, $L_{\text{scalar}}^i$ and $L_{\text{lookup}}^i$ each represent the scalar and lookup loss values for a particular training example.
L, rii is a Boolean random variable which is set to True when the ith training example is a scalar and set to False when the ith training example is a lookup, and \( \lambda \) represents a hyper-parameters of the system 100 that allows each of the loss functions to be weighted appropriately. Because the components of the system are fully differentiable, the system 100 can train the components of the system 100 to minimize the loss function using a conventional neural network training procedure, e.g., stochastic gradient descent with backpropagation through time.

[0077] During runtime, i.e., after the components of the system 100 have been trained to determine trained values of their parameters, the computations of the neural network programmer system 100 may be altered. For example, the "softmax" layers included in the computations may be replaced with a corresponding conventional maximum operation, such as a "hardmax" layer.

[0078] FIG. 2 is a flow diagram of an example process 200 for generating a time step output from a controller input. For convenience, the process 200 will be described as being performed by a system of one or more computers located in one or more locations. For example, a neural network programmer system, e.g., the neural network programmer system 100 of FIG. 1, appropriately programmed in accordance with this specification can perform the process 200.

[0079] At step 210, the system receives a controller input for a time step. The controller input can be generated by concatenating weighted representations of operations and values of the columns with their corresponding probability distribution produced for a previous time step. The controller input can also include a representation of the system input. Thus, the controller input can include an input based on a previous neural network output and the representation of the system input. In certain aspects, the neural network programming system includes an encoding recurrent neural network configured to process a system input to generate the representation of the input. For example, the system input can include a natural language question. In this instance, each word in the natural language question can correspond to a generated representation. As such, the encoding neural network can provide the representation of the system input to the system as controller input.
At step 220, the system processes the control input and the representation of the system input. The control input and the representation of the system input can be processed with respect to the computations of the modules described in FIG. 1.

At step 230, the system generates an operation score distribution over a set of operations. The operation score distribution can be generated by the controller. The controller can be configured to determine a particular operation distribution for each operation at the time step. The particular operation distribution for each operation at each time step can be based on a current system input, as well as previous time step outputs that were provided as inputs to the neural network programming system.

At step 240, the system generates a data score distribution over locations in the data source. The data distribution score can be generated by the controller of the system. The controller can be configured to determine a particular data distribution score for each data segment at a particular location in a data source at the time step. Specifically, the data source can include data segments in the form of columns and/or rows. The particular data score distribution for each data segment can be based on a current system input, as well as previous time step outputs of the neural network programming system.

At step 250, the system performs a subset of operations on data in the data source to generate operation outputs. The subset of operations and the data in the data source can be selected by the neural network programming system based on the generated operation score distribution and the generated data score distribution. In certain aspects, the neural network programming system is configured to perform operations from the set of operations on data of the data source to generate a plurality of operation outputs for the time step.

At step 260, the system combines the operations outputs to generate a time step output for the current time step. The time step output can include a lookup output, a scalar output, or both. The scalar output can include a scalar number that is provided as output. The lookup output can include a probability that a particular answer in the data source is part of the time step output. The system can determine whether the time step output includes a scalar output or a lookup output. If the current time step is the
last time step, the system can use the lookup output or scalar output as the final system output for the system input. For example, if the predetermined system input is a natural language question that relates to the data segments in the data source, the lookup output or the scalar output can be an estimate of the answer to the question as determined by the system.

[0085] At step 270, if the time step is not the last time step, the system generates a controller input for a subsequent time step. The controller input can include a sequence of inputs. In certain aspects, the controller input can include a weighted sum of vectors representing locations in the data source and a weighted sum of vectors representing the operations in the set of operations. For example, if the predetermined system input is a natural language question that relates to the data segments in the data source, the controller input for the subsequent time step can include the combination of operation outputs at the previous time step, or time step output.

[0086] FIG. 3 is a flow diagram of an example process 300 for generating an operation score distribution and a data score distribution from a system input. For convenience, the process 300 will be described as being performed by a system of one or more computers located in one or more locations. For example, a neural network programmer system, e.g., the neural network programmer system 100 of FIG. 1, appropriately programmed in accordance with this specification can perform the process 300.

[0087] At step 310, the system receives a controller input for a time step. The controller input can be generated by concatenating weighted representations of operations and values of the columns with their corresponding probability distribution produced for a previous time step. The controller input can also include a representation of the system input. Thus, the controller input can include an input based on a previous neural network output and the representation of the system input. In certain aspects, the neural network programming system includes an encoding recurrent neural network configured to process a system input to generate the representation of the input. For example, the system input can include a natural language question. In this instance, each word in the natural language question can
correspond to a generated representation. As such, the encoding neural network can provide the representation of the system input to the system as controller input.

[0088] At step 320, the system processes the controller input to update a hidden state for the time step. The hidden state for the time step can correspond to previous time step outputs. For example, the data of the controller of the neural network programming system can be used to determine the hidden state for each time step. The controller can be configured to track previous operations and data segments that were selected by the controller.

[0089] The data of the controller can be encoded in a hidden vector at the time step. In certain aspects, the hidden vector corresponds to the hidden state of the controller. As such, the received controller input can be used to update a current hidden state of the neural network programming system.

[0090] At step 330, the system processes the representation of the system input and the updated hidden state. In processing the representation of the system input and the updated hidden state, the neural network programming system can use the data of the controller to induce probability distributions over operations and data segments.

[0091] At step 340, the system generates an operation score distribution and a data score distribution for the time step. The controller can be configured to generate the operation score distribution and the data score distribution based on data corresponding to the subset of operations, the particular data segments, and the updated hidden state of the time step.

[0092] FIG. 4 is a flow diagram of an example process 400 for updating a value of a mask variable. For convenience, the process 400 will be described as being performed by a system of one or more computers located in one or more locations. For example, a neural network programmer system, e.g., the neural network programmer system 100 of FIG. 1, appropriately programmed in accordance with this specification can perform the process 400.

[0093] At step 410, the system receives a current value of a mask variable. The current value of the mask variable can point to a subset of the locations in the data
source. The value of the mask variable can be used as a row selector of a particular data source, such as a particular row or column in the particular data source. As such, the mask variable can be used to enable probabilistic row and column selection, or in other words, data source selection.

[0094] At step 420, the system performs a subset of operations on a subset of a location in the data source to generate operation outputs. The subset of operations and the location of data in the data source can be selected by the neural network programming system based on the operation score distribution and the data score distribution. As such, the subset of operations and the location of data in the data source are dependent on the current value of the mask value. In certain aspects, the neural network programming system is configured to perform operations from the set of operations on data of the data source to generate a plurality of operation outputs for a time step.

[0095] At step 430, the neural network programmer system determines an updated value of the mask variable by combining the operation outputs in accordance with the operation score distribution. For example, the neural network programmer system can be configured to determine an updated mask variable at a particular time step by combining the operation output of each individual operation on certain data segments that are weighted with their corresponding, assigned probabilities.

[0096] A number of implementations have been described. Nevertheless, it will be understood that various modifications may be made without departing from the spirit and scope of the disclosure. For example, various forms of the flows shown above may be used, with steps re-ordered, added, or removed.

[0097] Embodiments of the invention and all of the functional operations described in this specification can be implemented in digital electronic circuitry, or in computer software, firmware, or hardware, including the structures disclosed in this specification and their structural equivalents, or in combinations of one or more of them. Embodiments of the invention can be implemented as one or more computer program products, e.g., one or more modules of computer program instructions encoded on a computer readable medium for execution by, or to control the operation of, data
processing apparatus. The computer readable medium can be a machine-readable storage device, a machine-readable storage substrate, a memory device, a composition of matter effecting a machine-readable propagated signal, or a combination of one or more of them. The term "data processing apparatus" encompasses all apparatus, devices, and machines for processing data, including by way of example a programmable processor, a computer, or multiple processors or computers. The apparatus can include, in addition to hardware, code that creates an execution environment for the computer program in question, e.g., code that constitutes processor firmware, a protocol stack, a database management system, an operating system, or a combination of one or more of them. A propagated signal is an artificially generated signal, e.g., a machine-generated electrical, optical, or electromagnetic signal that is generated to encode information for transmission to suitable receiver apparatus.

[0098] A computer program (also known as a program, software, software application, script, or code) can be written in any form of programming language, including compiled or interpreted languages, and it can be deployed in any form, including as a stand-alone program or as a module, component, subroutine, or other unit suitable for use in a computing environment. A computer program does not necessarily correspond to a file in a file system. A program can be stored in a portion of a file that holds other programs or data (e.g., one or more scripts stored in a markup language document), in a single file dedicated to the program in question, or in multiple coordinated files (e.g., files that store one or more modules, sub programs, or portions of code). A computer program can be deployed to be executed on one computer or on multiple computers that are located at one site or distributed across multiple sites and interconnected by a communication network.

[0099] The processes and logic flows described in this specification can be performed by one or more programmable processors executing one or more computer programs to perform functions by operating on input data and generating output. The processes and logic flows can also be performed by, and apparatus can also be implemented as, special purpose logic circuitry, e.g., an FPGA (field programmable gate array) or an ASIC (application specific integrated circuit).
Processors suitable for the execution of a computer program include, by way of example, both general and special purpose microprocessors, and any one or more processors of any kind of digital computer. Generally, a processor will receive instructions and data from a read only memory or a random access memory or both. The essential elements of a computer are a processor for performing instructions and one or more memory devices for storing instructions and data. Generally, a computer will also include, or be operatively coupled to receive data from or transfer data to, or both, one or more mass storage devices for storing data, e.g., magnetic, magneto optical disks, or optical disks. However, a computer need not have such devices. Moreover, a computer can be embedded in another device, e.g., a tablet computer, a mobile telephone, a personal digital assistant (PDA), a mobile audio player, a Global Positioning System (GPS) receiver, to name just a few. Computer readable media suitable for storing computer program instructions and data include all forms of non volatile memory, media and memory devices, including by way of example semiconductor memory devices, e.g., EPROM, EEPROM, and flash memory devices; magnetic disks, e.g., internal hard disks or removable disks; magneto optical disks; and CD ROM and DVD-ROM disks. The processor and the memory can be supplemented by, or incorporated in, special purpose logic circuitry.

To provide for interaction with a user, embodiments of the invention can be implemented on a computer having a display device, e.g., a CRT (cathode ray tube) or LCD (liquid crystal display) monitor, for displaying information to the user and a keyboard and a pointing device, e.g., a mouse or a trackball, by which the user can provide input to the computer. Other kinds of devices can be used to provide for interaction with a user as well; for example, feedback provided to the user can be any form of sensory feedback, e.g., visual feedback, auditory feedback, or tactile feedback; and input from the user can be received in any form, including acoustic, speech, or tactile input.

Embodiments of the invention can be implemented in a computing system that includes a back end component, e.g., as a data server, or that includes a middleware component, e.g., an application server, or that includes a front end component, e.g., a client computer having a graphical user interface or a Web browser through which a
user can interact with an implementation of the invention, or any combination of one or more such back end, middleware, or front end components. The components of the system can be interconnected by any form or medium of digital data communication, e.g., a communication network. Examples of communication networks include a local area network ("LAN") and a wide area network ("WAN"), e.g., the Internet.

[0103] The computing system can include clients and servers. A client and server are generally remote from each other and typically interact through a communication network. The relationship of client and server arises by virtue of computer programs running on the respective computers and having a client-server relationship to each other.

[0104] While this specification contains many specifics, these should not be construed as limitations on the scope of the invention or of what may be claimed, but rather as descriptions of features specific to particular embodiments of the invention. Certain features that are described in this specification in the context of separate embodiments can also be implemented in combination in a single embodiment. Conversely, various features that are described in the context of a single embodiment can also be implemented in multiple embodiments separately or in any suitable subcombination. Moreover, although features may be described above as acting in certain combinations and even initially claimed as such, one or more features from a claimed combination can in some cases be excised from the combination, and the claimed combination may be directed to a subcombination or variation of a subcombination.

[0105] Similarly, while operations are depicted in the drawings in a particular order, this should not be understood as requiring that such operations be performed in the particular order shown or in sequential order, or that all illustrated operations be performed, to achieve desirable results. In certain circumstances, multitasking and parallel processing may be advantageous. Moreover, the separation of various system components in the embodiments described above should not be understood as requiring such separation in all embodiments, and it should be understood that the described program components and systems can generally be integrated together in a single software product or packaged into multiple software products.
In each instance where an HTML file is mentioned, other file types or formats may be substituted. For instance, an HTML file may be replaced by an XML, JSON, plain text, or other types of files. Moreover, where a table or hash table is mentioned, other data structures (such as spreadsheets, relational databases, or structured files) may be used.

Particular embodiments of the invention have been described. Other embodiments are within the scope of the following claims. For example, the steps recited in the claims can be performed in a different order and still achieve desirable results.

What is claimed is:
CLAIMS

1. A neural network system for generating a system output from a system input by repeatedly performing operations from a set of operations using data from a data source, the neural network system comprising:
   a controller neural network configured to, for each of a plurality of time steps:
   receive a controller input for the time step; and
   process the controller input and a representation of the system input to generate:
   an operation score distribution that assigns a respective operation score to each operation in the set of operations, and
   a data score distribution that assigns a respective data score to each of a plurality of locations in the data source; and
   an operation subsystem configured to, for each of the plurality of time steps:
   perform operations from the set of operations to generate a plurality of operation outputs, wherein at least one of the operations is performed on data in the plurality of locations in the data source, and
   combine the operation outputs in accordance with the operation score distribution and the data score distribution to generate a time step output for the time step.

2. The neural network system of claim 1, wherein the operation subsystem is further configured to, for each of the plurality of time steps:
   store the time step output for the time step for use in any following time steps.

3. The neural network system of claim 1 or 2, wherein the system output is the time step output for the last time step in the plurality of time steps.
4. The neural network system of claim 1, 2 or 3, wherein the controller input for the first time step in the plurality of time steps is a predetermined initial input, and wherein, for each subsequent time step, the operation subsystem is configured to:
   generate the controller input for the time step from the operation score distribution and the data score distribution for the preceding time step.

5. The neural network system of claim 4, wherein the controller input for the time step comprises a weighted sum of vectors representing locations in the data source and a weighted sum of vectors representing the operations in the set of operations.

6. The neural network system of any preceding claim, wherein the controller neural network comprises:
   a recurrent neural network configured to, for each time step, process the controller input for the time step to update a current hidden state of the recurrent neural network;
   one or more operation neural network layers configured to, for each time step, process the representation of the system input and the updated hidden state of the recurrent neural network to generate the operation score distribution; and
   one or more data neural network layers configured to, for each time step, process the representation of the system input and the updated hidden state of the recurrent neural network to generate the data score distribution.

7. The neural network system of any preceding claim, wherein the system input is a sequence of inputs, and wherein the neural network system further comprises:
   an encoding recurrent neural network configured to process each input in the sequence of inputs to generate the representation of the input.

8. The neural network system of claim 7, wherein the system input is a natural language question that relates to the data in the data source, and wherein the system output is an estimate of an answer to the natural language question.
9. The neural network system of any preceding claim, wherein one or more of the operations take as input a value of a mask variable that points to a subset of a location in the data source and wherein the operation subsystem is configured to, for each of the plurality of time steps:

   determine a current value of the mask variable by combining the operation outputs in accordance with the operation score distribution.

10. A method for generating a system output from a system input by repeatedly performing operations from a set of operations using data from a data source, the method comprising, for each of a plurality of time steps:

    processing a controller input for the time step and a representation of the system input using a controller recurrent neural network to generate:

    an operation score distribution that assigns a respective operation score to each operation in the set of operations, and

    a data score distribution that assigns a respective data score to each of a plurality of locations in the data source; and

    performing operations from the set of operations to generate a plurality of operation outputs, wherein at least one of the operations is performed on data in the plurality of locations in the data source; and

    combining the operation outputs in accordance with the operation score distribution and the data score distribution to generate a time step output for the time step.

11. The method of claim 10, further comprising, for each of the plurality of time steps:

    storing the time step output for the time step for use in any following time steps.

12. The method of claim 10 or 11, wherein the system output is the time step output for the last time step in the plurality of time steps.
13. The method of claim 10, 11 or 12, wherein the controller input for the first time step in the plurality of time steps is a predetermined initial input, and wherein, each subsequent time step comprises:

   generating the controller input for the time step from the operation score distribution and the data score distribution for the preceding time step.

14. The method of claim 13, wherein the input for the time step comprises a weighted sum of vectors representing locations in the data source and a weighted sum of vectors representing the operations in the set of operations.

15. The method of any one of claims 10 to 13, wherein the controller neural network comprises:

   a recurrent neural network configured to, for each time step, process the controller input for the time step to update a current hidden state of the recurrent neural network;

   one or more operation neural network layers configured to, for each time step, process the representation of the system input and the updated hidden state of the recurrent neural network to generate the operation score distribution; and

   one or more data neural network layers configured to, for each time step, process the representation of the system input and the updated hidden state of the recurrent neural network to generate the data score distribution.

16. The method of any one of claims 10 to 15, wherein the system input is a sequence of inputs, and further comprising:

   processing, by an encoding recurrent neural network of a neural network system, each input in the sequence of inputs to generate the representation of the input.

17. The method of claim 16, wherein the system input is a natural language question that relates to the data in the data source, and wherein the system output is an estimate of an answer to the natural language question.
18. The method of any one of claims 10 to 17, wherein one or more of the operations take as input a value of a mask variable that points to a subset of a location in the data source and wherein each of the plurality of time steps comprises:

    determining a current value of the mask variable by combining the operation outputs in accordance with the operation score distribution.

19. A computer storage medium encoded with instructions that, when executed by one or more computers, cause the one or more computers to perform the method of any of claims 10 to 18.
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