METHOD, APPARATUS AND SYSTEM FOR ANALYZING MEDICAL IMAGES OF BLOOD VESSELS

Abstract: The invention relates to a method and an according apparatus and system for analyzing medical images of blood vessels, said method comprising the following steps: a) classifying a surrounding of at least one vessel represented in at least one medical image by applying a first classifier to the medical image, whereby the surrounding of the vessel is assigned to one of at least two surrounding classes, and b) segmentation of the at least one vessel dependent on the surrounding class to which the surrounding of the vessel has been assigned. The invention allows for a reliable segmentation and/or shape detection, in particular bifurcation detection, of blood vessels represented in medical images.
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Method, Apparatus and System for Analyzing Medical Images of Blood Vessels

Description

The present invention relates to a method and a corresponding apparatus and system for analyzing medical images of blood vessels according to the independent claims.

Vascular diseases such as atherosclerosis and stenosis often affect human vessels and can lead to serious problems, including heart attack, stroke, or even death. To timely diagnose and treat such diseases, medical imaging techniques are widely used with Computed Tomography Angiography (CTA) being particularly suitable for producing detailed images of blood vessels and tissues in various parts of the body.

Image processing and machine learning techniques can help to accelerate and facilitate daily routines of physicians. Robust segmentation and labeling of vessels is important for accurate calcification, plaque and lumen segmentation. Consequently, this can help to better identify symptoms and diagnose many dangerous vascular diseases. To represent the complete vessel tree morphometry, in addition to precise vessel segmentation a detection of vessel landmarks such as bifurcations is required. A vessel bifurcation is the point at which a division of the vessel into two smaller vessels occurs. An accurate algorithm for bifurcation detection could be of use for post-processing of existing tracked vessels, correcting of regressed bifurcation landmarks or be a part of a larger vessel tracking or vessel labeling system.
It is an object of the invention to provide a method, apparatus and system for analyzing medical images of blood vessels allowing for a reliable segmentation and/or shape detection, in particular bifurcation detection, of blood vessels represented in the images.

This object is achieved by a method, apparatus and system according to the independent claims.

A method for analyzing medical images of blood vessels according to an aspect of the invention comprises the following steps: classifying a surrounding of at least one vessel represented in at least one medical image by applying a first classifier to the medical image, whereby the surrounding of the vessel is assigned to one of at least two surrounding classes, and segmentation of the at least one vessel dependent on the surrounding class to which the surrounding of the vessel has been assigned.

An apparatus for analyzing medical images of blood vessels according to another aspect of the invention comprises an image processing unit which is configured to classify a surrounding of at least one vessel represented in at least one medical image by applying a first classifier to the medical image, whereby the surrounding of the vessel is assigned to one of at least two surrounding classes, and to perform a segmentation of the at least one vessel dependent on the surrounding class to which the surrounding of the vessel has been assigned.

A system for analyzing medical images of blood vessels according to yet another aspect of the invention comprises a medical imaging apparatus configured to acquire medical images of blood vessels and an apparatus according to an aspect of the invention.

Aspects of the invention are based on the approach to provide a method for automated, in particular fully automated, blood vessel segmentation and/or detec-
tion, in particular blood vessel bifurcation segmentation and/or detection, where-

in a vessel surrounding represented in the image is classified first, followed by a segmentation of the vessel represented in the image. The segmentation method used for vessel segmentation depends on the result of the classification of the vessel surrounding. For example, if a surrounding of a vessel is assigned to a first surrounding class, a first segmentation method is applied, and if the sur-

rounding of the vessel is assigned to a second surrounding class, a second segmentation method is applied which is different to the first segmentation method. In the sense of present invention, the term "surrounding" with reference to a vessel preferably relates to any region around the vessel and/or in proximity of the vessel. The classification is performed by applying a first classifier to the image. Preferably, the first classifier is trained on a set of labeled images. By applying image segmentation based on the surrounding class to which the sur-

rounding of the vessel represented in the image has been assigned, a reliable and accurate segmentation and/or detection of the blood vessel, in particular of a bifurcation of the blood vessel, in the image is achieved.

In summary, the invention allows for a reliable segmentation and/or shape detec-

tion, in particular bifurcation detection, of blood vessels represented in medical images.

Preferably, the at least two surrounding classes are different in terms of a con-

centration of bone structures being present close to and/or in proximity of the vessel. This aspect is based on the notion that vessels are often located close to bones and the intensities of vessels and bones represented in images are usu-

ally quite similar so that edges between vessels and bones are blurred. By ap-

plying different segmentation methods to images showing different kinds of ves-

sel surroundings in terms of the presence of bone structures close to the vessel, for each kind of vessel surrounding represented in an image the most appropri-

ate segmentation method can be applied to the image. As a result, a particularly reliable segmentation of the blood vessels is achieved.
It is, moreover, preferred that the at least two surrounding classes comprise a first surrounding class and a second surrounding class, wherein the concentration of bone structures being present in proximity of the vessel in the first surrounding class is higher than the concentration of bone structures being present in proximity of the vessel in the second surrounding class. By providing only two surrounding classes the classification of the vessel surrounding remains simple and is highly efficient with respect to the selection of one out of two different segmentation methods in order to achieve reliable blood vessel segmentation.

It is preferred that, if the surrounding of the vessel represented in the image is assigned to the first surrounding class, the segmentation of the vessel comprises applying a learning-based ray casting algorithm to the image. By using the learning-based ray casting algorithm for the segmentation of vessels which are in the proximity of and/or close to bone structures, a particularly reliable segmentation is achieved.

Alternatively or additionally, it is preferred that, if the surrounding of the vessel represented in the image is assigned to the second surrounding class, the segmentation of the vessel comprises applying an algorithm based on a morphological active contour without edges (MACWE) to the image. By using MACWE for the segmentation of vessels which are not in the proximity of and/or not close to bone structures, a particularly reliable segmentation is achieved.

According to another preferred embodiment, the first classifier is obtained by training a classifier with feature vectors for the at least two surrounding classes. Preferably, each feature vector is an eight-dimensional feature vector the components of which are obtained by calculating intensity differences of eight sub-patches of an image patch from a mean intensity of a reference sub-patch of the image patch. Preferably, the reference sub-patch is in the center of the image patch that is subdivided into nine sub-patches. By one or more of the aforementioned embodiments a particularly reliable distinction between two different classes of vessel surroundings is achieved in a simple way.
Preferably, the first classifier is a k-nearest neighbor (KNN) classifier which is configured to assign the surrounding of the vessel represented in an image to the surrounding class most common among its k nearest neighbors, wherein k is a positive integer. Preferably, in a training phase the KD-Tree for the KNN classifier is built on the basis of training images with feature vectors for the two surrounding classes, namely a normal case without bones located next to the vessel, also referred to as "second surrounding class", and a case where the vessel is located next to bones, also referred to as "first surrounding class". In a classification phase for each new image sample the KNN classifier is used to decide to which class this image sample more probably belongs to. Using a KNN classifier is a simple and yet reliable approach for determining the appropriate segmentation method.

According to yet another preferred embodiment, the method further comprises the step of classifying a shape of at least one section of a segmented vessel wall of the vessel by applying a second classifier to the segmented vessel wall, whereby the at least one section of the segmented vessel wall is assigned to one of at least two shape classes. Preferably, the least two shape classes comprise a first shape class relating to a vessel shape exhibiting a bifurcation. By this means, a "cascade classification" is performed in order to detect the shape, in particular bifurcation(s), of vessels, wherein the first and second classifier are trained for two separate classification steps, namely the first classifier is trained to differentiate a vessel surrounding represented in an image into different concentrations of bone structures next to the vessel (as explained in detail above), and the second classifier is trained to differentiate the segmented object (vessel) into different shapes, in particular bifurcations.

It is, moreover, preferred that the second classifier is obtained by training a classifier with one or more boundary descriptors for the at least two shape classes. Boundary descriptors contain descriptions of boundary characteristics of the segmented vessel represented in the image. Preferably, to compute the boundary descriptors the segmentation is outlined first by using morphological opera-
tors (dilation followed by subtraction) and then the minimum-bounding rectangle is fitted to the outline of the segmentation. Preferably, the one or more boundary descriptors relate to at least one of the following features of a segmented vessel wall: an elongation, an eccentricity, a convexity, a solidity, a standard deviation of radial distances. By means of one or more of the aforementioned embodiments particularly reliable shape detection, in particular bifurcation detection, of segmented vessels is achieved.

According to yet another preferred embodiment, the second classifier is based on an approximate nearest neighbor (ANN) algorithm and/or a support vector machine (SVM) algorithm.

Further advantages, features and examples of the present invention will be apparent from the following description of following figures:

Fig. 1 shows an example of an apparatus and a system according to the invention;

Fig. 2 shows examples of patches without (upper row) and with (lower row) bones or bone structures located close to or in the proximity of the vessel;

Fig. 3 shows cross-sectional images of (a) a normal vessel, (b) a bifurcation, (c) a double bifurcation, and (d) vessel passing through a bone;

Fig. 4 shows a schematic representation of a feature generation for directional derivatives of pixel intensities (DDPI) descriptors;

Fig. 5 shows a segmented vessel tree and bifurcation locations obtained in a leg study; and
Fig. 6 shows a segmented vessel tree and bifurcation locations obtained in a head and neck study.

Fig. 1 shows an example of an apparatus 10 and a system according to the invention. The system comprises a medical imaging apparatus 12, in particular a computed tomography (CT) or magnetic resonance (MR) imaging apparatus, which is configured to acquire one or more images, e.g. a plurality of two-dimensional images or a three-dimensional image, of a human or animal body and to generate a corresponding medical image data set 11. Preferably, the medical imaging apparatus 12 is configured to acquire and/or generate computed tomography angiography (CTA) or magnetic resonance angiography (MRA) images.

The apparatus 10 comprises an image processing unit 13, e.g. a workstation or a personal computer (PC), which is configured to process the image data set 11. Preferably, the image data set 11 is transferred from the medical imaging apparatus 12 to the image processing unit 13 via a data network 18, e.g. a local area network (LAN) or wireless LAN (WLAN) in a hospital environment or the internet.

The image processing unit 13 is preferably configured to generate a volume reconstruction and/or a slice image 15 of the image data set 11 on a display 14, e.g. a TFT screen of the workstation or PC, respectively.

The image processing unit 13 is further configured to perform image processing according to aspects of the present invention. Preferably, the image processing unit 13 is configured to classify a surrounding of at least one vessel represented in at least one medical image 15 by applying a first classifier to the medical image 15, whereby the surrounding of the vessel is assigned to one of at least two surrounding classes, and to perform a segmentation of the at least one vessel dependent on the surrounding class to which the surrounding of the vessel has been assigned.
This will be elucidated by means of examples of methods and/or algorithms in the following.

1. First Example

In a first example, it is assumed that a point within the vessel outer wall and a tangential vector to the vessel at the point are given. Preferably, the point is located inside the vessel lumen in order to achieve a particular reliable run of the algorithm. Preferably, the algorithm comprises the following steps:

1. An image patch with the center located at the given point is extracted using trilinear interpolation. Preferably, the image patch size is large enough to fit any possible human artery cross-section.

2. Contrast stretching of the data is performed in order to enhance the important bright structures at the patch and darken noise and other inessential structures. Depending on whether or not bone structures are present in the patch, the inside of the vessel is either darkened or enhanced.

3. K-Nearest Neighbor (KNN) classification is used to decide on the appropriate method for the vessel wall segmentation. As vessels are often located very close to the bone, and the intensities of the vessels and bones are usually quite similar, images showing different kinds of vessel surroundings are treated differently. Based on the KNN classification two segmentation methods are applied:

3a. In case a bone is present close to or in proximity of the vessel, an adaptive learning-based ray-casting algorithm is used for segmentation.

3b. In the other case, where no bone is present close to or in proximity of the vessel, the patch is smoothed first by an edge-preserving filtering algorithm. Then, a morphological active contour without edges (MACWE), which is initial-
ized preliminarily with a circle or ellipse of small radius at the given point, is used for segmentation.


This algorithm for vessel segmentation is accurate and robust to input data and shows excellent performance independent of whether or not the vessel is located close to the bone structures.

II. Second Example

A second example relates to an adaptive approach which uses both machine learning for classification of the vessel surrounding first, followed by an accurate segmentation of the vessel wall. Similarly to the first example, a morphological active contour without edges (MACWE), preferably shape-constrained, is applied in cases where the vessel is not located close to bones, and a learning based ray casting algorithm is used otherwise.

It is assumed that a point within the vessel outer wall and a tangential vector to the vessel at the point (or the cross-sectional image of the vessel) are given. To ensure the algorithm runs properly the point should be located inside the vessel lumen.

**Image patch extraction**

An image patch with the center located at the given point is extracted using trilinear interpolation, wherein a value at each position of the patch is interpolated
using values at eight direct neighboring voxels of the initial volume image data. As the algorithm does not know in advance which vessel it should expect, the image patch size is preferably large enough to fit any possible human or animal artery cross-section of vessel bifurcation or branching, which are the parts of the vascular system where vessels branch into two smaller vessels.

If the cross-sectional image at the point is given, then this step is preferably skipped.

**Patch data preprocessing**

Preferably, the patch data are standardized first by performing the following steps:

1. The data are rescaled so that the pixels intensity values lie in the range [0; 1].

2. The mean $\mu$ and standard deviation $\sigma$ of intensities for the patch are calculated.

3. Each value $p_i$ is normalized using mean $\mu$, standard deviation $\sigma$ and regularization parameter $\varepsilon$ as follows:

\[ v_i = \frac{p_i - \mu}{\sigma + \varepsilon \sqrt{\frac{1}{2}}} \]

4. The histogram is clipped such that negative values are set to zero and values larger than 1 are set to 1.

In this way, the important bright structures at the patch are enhanced and noise and other inessential structures are darkened. Depending on whether or not the
bone structures are present in the patch, the inside of the vessel is either darkened or enhanced.

**Patch classification**

Vessels are often located very close to bones, and the intensities of vessels and bones are usually quite similar. Therefore edges between vessels and bones are blurred. A fully automatic active contour based method could diverge and leak out of the vessel eventually. Therefore, images showing different kinds of vessel surroundings are treated differently.

Preferably, a K-Nearest Neighbor (KNN) classification is used to decide on the appropriate strategy or method for vessel wall segmentation. Preferably, the classification comprises two phases, i.e. a training phase, in which a classifier is determined based on a number of training samples, and classification phase, in which an image is classified by using the classifier obtained in the training phase.

In the **training phase** the following steps for each training sample are performed:

1. Subdividing the patch into nine sub-patches, \( I_{00}, I_{01}, \ldots, I_{22} \)

<table>
<thead>
<tr>
<th>( I_{00} )</th>
<th>( I_{01} )</th>
<th>( I_{02} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_{10} )</td>
<td>( I_{11} )</td>
<td>( I_{12} )</td>
</tr>
<tr>
<td>( I_{20} )</td>
<td>( I_{21} )</td>
<td>( I_{22} )</td>
</tr>
</tbody>
</table>

2. As the image patch is extracted in a way the given point is located preferably close to the center of the vessel lumen, it is assumed that the central sub-patch \( I_{11} \) lies partially or fully inside the vessel and can therefore become a "reference" sub-patch.
3. Compute the mean intensities for each sub-patch $\mu_i$

| $\mu_{00}$ | $\mu_{01}$ | $\mu_{02}$ |
| $\mu_{10}$ | $\mu_{11}$ | $\mu_{12}$ |
| $\mu_{20}$ | $\mu_{21}$ | $\mu_{22}$ |

4. Subtract the mean intensity of the reference sub-patch $I_{11}$ from mean intensities of the other sub-patches:

| $\mu_{00} - \mu_{11}$ | $\mu_{01} - \mu_{11}$ | $\mu_{02} - \mu_{11}$ |
| $\mu_{10} - \mu_{11}$ | 0 | $\mu_{12} - \mu_{11}$ |
| $\mu_{20} - \mu_{11}$ | $\mu_{21} - \mu_{11}$ | $\mu_{22} - \mu_{11}$ |

5. From the sub-patch intensity differences an eight-dimensional feature vector is formed:

$$v_k = (\mu_{00} - \mu_{11}, \mu_{01} - \mu_{11}, \ldots, \mu_{22} - \mu_{11})^T$$

6. The KNN classifier is trained with feature vectors for two classes, namely a normal case without bones located next to the vessel, also referred to as "second surrounding class", and a case where the vessel is located next to bones, also referred to as "first surrounding class".

In the classification phase for each new sample repeat the steps 1 to 5 of the training phase are repeated. The KNN classifier is used to decide to which class this patch more probably belongs to.
Learning-based ray casting

In case a bone and/or a high concentration of bone structures is present close to or in proximity of the vessel, i.e. the surrounding of a vessel represented in an image is assigned to the first surrounding class, an adaptive learning-based ray casting algorithm is used for segmentation of the vessel wall.

The algorithm preferably comprises two phases, namely a threshold learning phase and a ray casting phase.

Given a set with training samples for both cases, i.e. normal samples with vessels only, and samples with bones located next to the vessels. Figure 2 shows three examples of image patches without bones in the proximity of the vessel (upper row) and three examples of image patches with bones located close to the vessel (lower row).

At the threshold learning phase for each sample the following steps are performed:

1. Compute an average intensity $\mu_c$ value at the neighborhood of the center of the vessel. Preferably, a 5x5 kernel is used.

2. Compute several relative intensity distances between the average intensity $\mu_c$ and intensities at the pixels inside and outside of the vessel border.

3. Train two Kernel density estimators with relative intensity distances: $K_r$ relating to distances inside the vessel, and $K_{nv}$ relating to distances between $\mu_c$ and pixel intensities outside the vessel borders.
At the ray casting phase for each new patch the following steps are performed:

1. Compute an average intensity value $\mu_c$ at the neighborhood of the given point $p_c$ close to the center of the vessel. Preferably, a 5x5 kernel is used.

2. Set an angle increment $\alpha_n$ and generate rays at all angles from the set \{0, $\alpha_n$, 2$\alpha_n$, ..., 360, $-\alpha_n$\}.

3. For each ray $r_k$ find the closest point $p_k$ at which the probability of being a vessel is less than the probability of being something else:
$$p(vessel) < p(nonvessel)$$.
Then distance $d_s$ is added to the radial histogram of distances $H_d$.

4. The rays for which a local extrema has not been found are stored in a list $L_r$.
For other rays an average distance $\bar{d}$ is computed.

5. A histogram-based thresholding method is applied to the histogram of distances $H_d$. If a threshold $t_0$ is found, then the distances for all rays from the list $L_r$ are set to the threshold $t_0$. Preferably, the histogram-based thresholding method described by A. G. Shanbhag, *Utilization of information measure as a means of image thresholding*, in: Graphical Models and Image Processing (CVGIP), 56(5), 414 - 419, 1994, is applied, which is incorporated by reference herewith.

6. Use moving averages method for smoothing the contour.
Morphological active contour without edges

In case no bone and/or only a low concentration of bone structures is present close to or in proximity of the vessel, i.e. the surrounding of a vessel represented in an image is assigned to the second surrounding class, preferably a morphological active contour without edges (MACWE) is used for segmentation of the vessel wall.

By means of active contour without edges (ACWE) objects are detected where boundaries are not necessarily defined by gradient information. For details it is referred to T. F. Chan, B. Y. Sandberg, and L. A. Vese, *Active contours without edges for vector-valued images*, in: Journal of Visual Communication and Image Representation, 11(2):130-141, 2000, which is incorporated by reference here¬

with.

The active contour without edges (ACWE) functional of a curve $C$ is defined as:

$$ F(c_1, c_2; C) = \mu \text{Length}(C) + \nu \text{Area(inside}(C)) + \lambda_1 \int_{\text{inside}(C)} \| I(x) - c_1 \| \, dx \, dy + \lambda_2 \int_{\text{outside}(C)} \| I(x) - c_2 \| \, dx \, dy,$$

where $\mu \geq 0, \nu \geq 0, \lambda_1, \lambda_2 > 0$ are fixed parameters, $c_1$ and $c_2$ are the mean of the values $I(x)$ inside and outside of the contour $C$.

For determining the contour of an object the following minimization problem is considered:

$$\inf_{c_1, c_2, C} F(c_1, c_2, C).$$
As an initial object for the algorithm a small circle is used with the center at the
given centerline or starting point preferably close to the center of the vessel lumen.

The preferably used morphological active contour without edges (MACWE) cor-
responds to a morphological approximation for the aforementioned minimization
problem, which is described by L. Alvarez, L. Baumela, P. Henriquez, and P.
Marquez-Neila, *Morphological snakes*, in: Computer Vision and Pattern Recogni-
tion (CVPR), 2010 IEEE Conference, pages 2197-2202. IEEE, 2010, which is
incorporated by reference herewith. Advantageously, this morphological ap-
proximation for the aforementioned minimization problem does not require solv-
ing a numerical partial differential equation (PDE) unlike the original model and,
therefore, does not suffer from numerical stability problems. Besides, the mor-
phological operator is easier and more straightforward to implement than com-
plicated numerical algorithms.

As a result, the algorithm according to the second example is able to cope with
several problems of algorithms known in the prior art and exhibits a number of
advantages.

Advantageously, it does not require an edge stopping function, i.e. it is not based
on the gradient of the original image. Further, the initial curve can be anywhere
inside the desired structure and can have any initial shape, even if the target
object looks completely different. Moreover, the initial curve does not necessarily
have to be closed. Furthermore, the algorithm is robust to image noise.

In addition, the numerical solution of the partial differential equation (PDE) may
be approximated by successive applications of morphological operators. These
operators are fast and do not experience stability problems. Besides, morpho-
logical operators are easier to implement than multiple numerical algorithms, like
linear system solvers etc.
Moreover, the algorithm according to the second example is invariant to initialization surrounding. If it is initialized in a dark area, it will tend to bright structures. Otherwise, it will tend to dark structures.

Last but not least, the algorithm can be easily extended to higher dimensions and uses only few parameters which are easy to tune.

III. Third Example

A third example relates to a cascade classification algorithm for bifurcation detection in images of blood vessels, in particular Computed Tomography Angiography (CTA) scans of blood vessels.

The algorithm preferably analyzes the vessel surrounding by a trained classifier first, followed by an accurate segmentation of the vessel, in particular the vessel outer wall, by a morphological active contour without edges (MACWE), and finally extracts the boundary features of the segmented object and classifies its shape by an approximate K-nearest neighbor classifier.

More specifically, the third example relates to a real-time cascade classification algorithm for bifurcation detection. Preferably, two classifiers are trained for two separate steps of the algorithm. A first classifier is trained to differentiate locations with a high concentration of bone structures next to the vessel, and a second classifier is trained to differentiate bifurcations.

Advantageously, the algorithm does not necessarily require full segmentation of the vessel tree to function properly. Instead it is working with cross-sectional images orthogonal to the vessel. The algorithm can either be a part of a bigger vessel tracking algorithm to classify bifurcation locations on the fly, or be used to post process already existing vessel trees. The algorithm is fast, able to work in real-time and can be integrated into bigger vessel analysis systems. It has been
successfully applied on arteries from various parts of the body, like head, neck and legs.

As the appearance of vessels varies greatly in different human body parts it is challenging to define a generic approach able to cope with all possible scenarios. In cross-sectional images vessels usually appear as bright structures on dark surrounding, as exemplarily shown in Figure 3(a). In Figures 3(b) and 3(c) typical cross-sections of bifurcations are shown. In most cases bifurcations look like two smaller vessels merged together. Many arteries such as vertebral, basilar and carotid ones can differ in intensity as they pass through or run right next to bone structures, as exemplarily shown in Figure 3(d). In those cases intensities of bone structures and vessels are similar and therefore there is no clear border visible between them.

The algorithm according to the third example is based on the notion that there are no important large bifurcations in vessel locations next to bone structures and, therefore, image patches exhibiting bone structures close to or in proximity of a vessel can be excluded in the first step of the algorithm. At the second step, the area within the vessel outer wall is segmented first, and then the shape of the segmented region is classified.

Briefly, on each given candidate position the algorithm comprises the following main steps:

1. Reconstruct a vessel cross-section;

2. Classify whether the vessel is located next to bone structures using combination of features and classifiers;

3. Segment the interior area within vessel outer wall; and
4. Classify whether the segmented shape represents a bifurcation using a set of boundary descriptors and ANN classifier.

These steps will be elucidated in more detail in the following.

**Vessel cross-section reconstruction**

In order to generate a cross-section of a vessel, a point preferably inside the vessel lumen and a tangential vector at the point are required. If the centerline of a vessel is given, the vector can be easily computed.

Preferably, in order to extract the centerlines and hence the cross-sections of the vessel paths a method described by S. Zambal, J. Hladuvka, A. Kanitsar, and K. Buhler, *Shape and appearance models for automatic coronary artery tracking*, in: Proc. of MICCAI Workshop 3D Segmentation in the Clinic: A Grand Challenge II, 2008, is used, which is incorporated by reference herewith.

Vessel cross-sections are computed then at the centerline points. An image patch $P'$ with the center located at the given point is extracted using trilinear interpolation, wherein a value at each position of the patch is interpolated using values at eight direct neighboring voxels of the initial volume. As the size of a vessel is not known in advance the algorithm is preferably configured to generate an image patch such that any possible human artery cross-section of a vessel bifurcation would fit into it. For example, the average size of a patch is approximately 10 mm, and the maximal size is up to 40 mm for certain large arteries.
Feature representation for intensity-based cross-section classification

To train the algorithm to differentiate between patches with clearly seen vessels from patches with bone structures, preferably one or more of the following features are evaluated:

5 **Histogram of Oriented Gradients (HOG):** The descriptor counts occurrences of gradient information in localized patches of an image, as described by N. DALAL, B. TRIGGS, *Histograms of oriented gradients for human detection*, in: Computer Vision and Pattern Recognition, 2005, CVPR 2005, IEEE Computer Society Conference (June 2005), vol. 1, pp. 886-893, which is incorporated by reference herewith. HOG features are advantageously applied to detect multiple anatomical regions simultaneously. In the context with the algorithm according to the third example, HOG features are preferably used in the first classification stage, because patches showing bone structures exhibit high local gradients in the bone as well as at the bone edges. Hence, they are distinguishable from normal vessel patches, where high gradients occur mainly at the vessel borders.

10 Haralick Texture Features (HTF): A set of simple texture features based on spatial gray-scale dependencies is applied to the image classification, as described by HARALICK R., SHANMUGAM K., DINSTEIN I., *Texture features for image classification*, IEEE Transactions on Systems, Man, and Cybernetics 3, 6 (1973), which is incorporated by reference herewith. The features may be used in methods for content retrieval from medical images for tissue identification and image classification as well as for automatic diagnosis of lumbar intervertebral discs degeneration. In the original paper of Haralick et al. 14 descriptors were introduced, whereas according to the present algorithm 10 descriptors are used as follows: angular second moment, contrast, correlation, sum of squares (variance), inverse difference moment, sum average, sum variance, sum entropy, difference variance and difference entropy.
Directional Derivatives of Pixel Intensities (DDPI): A simple set of intensity-based features are used. For each patch the following steps are repeated (see also Figure 4 for illustration):

1. Subdivide the patch $P'$ into nine sub-patches $P_{jk}$ (see Figure 2) where $j, k \in [0, 2]$

2. As the image patch is extracted in a way the given point is located close to the center of the vessel lumen it is assumed that the central sub-patch lies partially or fully inside the vessel and, therefore, becomes a "reference" sub-patch.

3. For each sub-patch $P_{jk}$ compute the mean intensity $P_{jk}$ of its pixels.

4. Subtract the mean intensity of the reference sub-patch from mean intensities of the other sub-patches.

5. Form an eight-dimensional feature vector as follows:

$$V' \sim (\mu_{00} - \mu, \mu_{01} - \mu, \ldots, \mu_{22} - \mu)^T.$$

6. Make the feature rotation invariant by sorting the values of each vector $V'$ in ascending order.

7. Train the classifier with eight-dimensional feature vectors set forth above for two classes, i.e. a normal case ("second surrounding class") without bones located next to the vessel (including cases with bifurcations), and the case when the vessel is passing through or running close to bone structures ("first surrounding class").
Classification Algorithms

For the classification task at least one of the two following supervised learning classification algorithms is used.

An Approximate Nearest Neighbor Method (ANN) Priority Search K-Means algorithm belongs to a class of approximate nearest neighbor algorithms and is extremely efficient especially when either the feature space dimension or the number of training samples is large. The search tree is constructed by separating points at each tree level into M distinct regions using k-means clustering until the number of points in the region is smaller than M. For details regarding this algorithm it is referred to MUJA M., LOWE D., *Scalable nearest neighbor algorithms for high dimensional data*, in: Pattern Analysis and Machine Intelligence, IEEE Transactions on 36, 11 (Nov 2014), 2227-2240, which is incorporated by reference herewith.

A Support Vector Machine (SVM) algorithm efficiently performs a non-linear classification by constructing a hyperplane which would represent the largest separation between the classes. SVM is particularly efficient when working with HOG features in image processing particularly. For details regarding this algorithm it is referred to CORTES C., VAPNIK V., *Support-vector networks*, in: Machine learning 20, 3 (1995), 273-297, which is incorporated by reference herewith.

Preferably, at the first classification level of the scheme (see main step 2. above) each one of both classifiers, i.e. ANN or SVM, is combined with three different features.

Preferably, in the second classification part of the scheme (see main step 4. above) only the ANN on boundary features is used.
Morphological Active Contour Without Edges for Vessel Segmentation

For vessel segmentation, in particular vessel outer wall segmentation, a morphological active contour without edges (MACWE), as described above in connection with the second example, is used.

Feature representation for segmented shape classification

For classification of the segmented object, i.e. the vessel outer wall, boundary descriptors are used. In order to compute the descriptors the segmentation is outlined first by using morphological operators (dilation followed by subtraction) and then the minimum-bounding rectangle is fitted to the outline using the method described in CHAUDHURI D., SAMAL A., *A simple method for fitting of bounding rectangle to closed regions*, in: Pattern Recogn. 40, 7 (July 2007), 1981-1989, which is incorporated by reference herewith.

The following descriptors are particularly suitable for the present classification task because they are capable of differentiating between circular and elliptic shapes (shapes which vessels and bifurcations normally have) or highly concave shapes which in turn could result from a failed segmentation.

Elongation:

\[
Elongation = \frac{\text{width}_{\text{bounding-box}}}{\text{height}_{\text{bounding-box}}}
\]

Eccentricity:

\[
Eccentricity = \frac{\text{axis length}_{\text{long}}}{\text{axis length}_{\text{short}}}
\]
Convexity:

\[ \text{Convexity} = \frac{\text{convex perimeter}}{\text{perimeter}} \]

Solidity:

\[ \text{Solidity} = \frac{\text{area}}{\text{convex area}} \]

5 Standard Deviation of Radial Distances:

\[ S_\text{r} = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (d_i - \bar{d})^2} \]

where \( i \in [1, N] \), \( d_i \) is the radial distance, i.e. the distance from the center of mass of the contour points to the perimeter point \((x_i, y_i)\).

Figure 5 shows an example of a segmented vessel tree and bifurcation locations obtained in a leg study with the algorithm according to the third example. Figure 6 shows an example of a segmented vessel tree and bifurcation locations obtained in a head and neck study with the algorithm according to the third example. For the sake of clarity, the bifurcation locations are additionally marked with dotted circles.

10 In summary, the two-level algorithm according to the third example allows for reliable artery bifurcation detection in different parts of a human body in CTA images. Advantageously, the algorithm is straightforward to implement because classic and simple features are used for classification and an easy-to-tune algo-
Algorithm is used for segmentation of the vessel outer wall and further classification of the segmented shape. As the algorithm does not use any CTA-specific information, it can be easily adopted to blood vessel images from other imaging modalities, like magnetic resonance angiography (MRA) images. Last but not least, timing measures results show that the algorithm is also suitable for bigger real-time vessel analysis systems.
**Patent Claims**

1. A method for analyzing medical images of blood vessels, said method comprising the following steps:
   a) classifying a surrounding of at least one vessel represented in at least one medical image by applying a first classifier to the medical image, whereby the surrounding of the vessel is assigned to one of at least two surrounding classes, and
   b) segmentation of the at least one vessel dependent on the surrounding class to which the surrounding of the vessel has been assigned.

2. The method according to claim 1, wherein the at least two surrounding classes are different in terms of a concentration of bone structures being present in proximity of the vessel.

3. The method according to claim 2, the at least two surrounding classes comprising a first surrounding class and a second surrounding class, wherein the concentration of bone structures being present in proximity of the vessel in the first surrounding class is higher than the concentration of bone structures being present in proximity of the vessel in the second surrounding class.

4. The method according to claim 3, wherein, if the surrounding of the vessel represented in the image is assigned to the first surrounding class, the segmentation of the vessel comprises applying a learning-based ray casting algorithm to the image.
5. The method according to claim 3, wherein, if the surrounding of the vessel represented in the image is assigned to the second surrounding class, the segmentation of the vessel comprises applying an algorithm based on a morphological active contour without edges (MACWE) to the image.

6. The method according to any of the preceding claims, wherein the first classifier is obtained by training a classifier with feature vectors for the at least two surrounding classes.

7. The method according to claim 6, wherein the first classifier is a k-nearest neighbor (KNN) classifier which is configured to assign the surrounding of the vessel to the surrounding class most common among its k nearest neighbors, wherein k is a positive integer.

8. The method according to any of the preceding claims, said method further comprising the following step:
   c) classifying a shape of at least one section of a segmented vessel wall of the vessel by applying a second classifier to the segmented vessel wall, whereby the at least one section of the segmented vessel wall is assigned to one of at least two shape classes.

9. The method according to claim 8, wherein the least two shape classes comprise a first shape class relating to a vessel shape exhibiting a bifurcation.

10. The method according to claim 8 or 9, wherein the second classifier is obtained by training a classifier with one or more boundary descriptors for the at least two shape classes.
11. The method according to claim 10, wherein the one or more boundary descriptors relate to at least one of the following features of a segmented vessel wall: an elongation, an eccentricity, a convexity, a solidity, a standard deviation of radial distances.

12. The method according to any of the claims 8 to 11, wherein the second classifier is based on an approximate nearest neighbor (ANN) algorithm and/or a support vector machine (SVM) algorithm.

13. An apparatus (10) for analyzing medical images of blood vessels, said apparatus (10) comprising an image processing unit (13) which is configured to:
   a) classify a surrounding of at least one vessel represented in at least one medical image (15) by applying a first classifier to the medical image, whereby the surrounding of the vessel is assigned to one of at least two surrounding classes, and
   b) perform a segmentation of the at least one vessel dependent on the surrounding class to which the surrounding of the vessel has been assigned.

14. A system for analyzing medical images of blood vessels comprising:
   - a medical imaging apparatus (12) configured to acquire medical images (15) of blood vessels, and
   - an apparatus (10) according to preceding claim.
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