Title: DISPLAY DEVICE AND CALIBRATION METHOD THEREOF

Abstract: A display apparatus includes an image obtainer configured to photograph images; an image processor configured to process the photographed images; a display; and a controller configured to determine one of the photographed images that satisfies a preset condition and is within a predetermined range, as a background image, to control the image processor to process the determined background image corresponding to an image effect that has been transmitted to the controller regarding the background image, and to control the display to display the processed background image.
Description

Title of Invention: DISPLAY DEVICE AND CALIBRATION METHOD THEREOF

Technical Field
[1] Apparatuses and methods consistent with exemplary embodiments relate to a display apparatus and a control method thereof, and more particularly, to a display apparatus and a control method thereof for generating and displaying a background image that is consistent with a background environment.

Background Art
[2] Existing large screen systems, e.g., home smart televisions (TVs), tablet personal computers (PC), public electronic bulletin boards, and navigator systems in shopping centers display a black screen when they are turned off, even though receiving power, and this is not harmonious with the ambient environment.

[3] Chinese Patent Application No. 200820001556.2 discloses a terminal that has a dynamic background screen generator including a background screen storage portion, a background screen collection portion, a dynamic background screen monitor and a dynamic background screen controller.

[4] The background screen storage portion is used to store background screen information therein. The background screen information collection portion is used to collect the content that has been searched on a current browse window as the background screen information and registers the content with the dynamic background screen controller, in response to a user’s command. The dynamic background screen controller is used to give start/stop commands for generating and outputting a dynamic background screen, receives information of collection of the background screen information collection portion, and notifies the update of the content of the dynamic background screen monitor. If the dynamic background screen controller notifies the update of the content of the dynamic background screen monitor, the dynamic background screen monitor sequentially extracts the background screen information from the desktop container, and generates a dynamic background screen based on the extracted information, and generates and outputs the dynamic background screen by outputting the dynamic background screen to a handset monitor according to a command from the dynamic desktop controller.

Disclosure of Invention

Technical Problem
[5] However, the Chinese Patent Application no. 200820001556.2 uses the content searched from the current browse window as the background screen information and
generates a dynamic background screen through the dynamic background screen controller. This cannot be applied to a large screen system, because this will not be consistent with the ambient environment. Thus, there is a need to provide methods and apparatuses for generating a background screen in a large screen system, to provide consistency of the background screen with the ambient environment.

**Solution to Problem**

[6] One or more exemplary embodiments may provide a display apparatus and a control method thereof, in which a photograph at a rear side of the display apparatus is taken so that it is consistent with a background environment and is displayed as the background image when a screen of the display apparatus is turned off while power is supplied to the display apparatus.

[7] According to an aspect of an exemplary embodiment, there is provided a display apparatus including: an image obtainer configured to photograph images; an image processor configured to process the photographed images; a display; and a controller configured to determine one of the photographed images that satisfies a preset condition and is within a predetermined range, as a background image, to control the image processor to process the determined background image corresponding to an image effect that has been transmitted to the controller regarding the background image, and to control the display to display the processed background image.

[8] The controller may compare at least one of a depth of field of a subject, location data and image quality data of the photographed images with the preset condition.

[9] The display apparatus may further include a storage device configured to store the photographed images, wherein the controller analyzes a most recently photographed rear image of the display, and determines the most recently photographed rear image as the background image when no stored image is consistent with the analysis results and within the predetermined range.

[10] The controller may obtain data regarding at least one of a location of the display apparatus, a brightness of the display apparatus, and a depth of field of a subject, by using the most recently photographed rear image.

[11] The controller may change the background image if at least one of the location of the display apparatus, the brightness of the display apparatus, and the depth of field of the subject is changed by a predetermined value or more.

[12] The controller may analyze a most recently photographed rear image of the display and generates an analysis result, and changes a brightness setting of the display if the analysis result is equal to or exceeds a predetermined value.

[13] The controller may determine the depth of field of the subject based on a degree of clarity of the photographed image, respectively.
[14] The image obtainer may include image obtaining modules which are provided at
different locations to photograph an ambient environment around the display in at least
one of a front direction, a rear direction, and a lateral direction of the display.
[15] The controller may control the image obtainer to continuously or periodically
photograph an ambient environment of the display apparatus.
[16] The controller may store the determined background image corresponding to the
preset condition item.
[17] According to an aspect of another exemplary embodiment, there is provided a control
method of a display apparatus, the method including: photographing images of an
ambient environment of the display apparatus; determining one of the photographed
images that satisfies a preset condition and is within a predetermined range, as a
background image; receiving an input of an image effect for the background image;
processing the determined background image corresponding to the received image
effect; and displaying the processed background image.
[18] The determining the background image may include comparing at least one of a
depth of field, location data and image quality data of the photographed images, with
the preset condition.
[19] The determining the background image may include analyzing a most recently pho-
tographed image and generating an analysis result; and determining the most recently
photographed image as the background image if no stored image is consistent with the
analysis result and is within a predetermined range.
[20] The analyzing may include obtaining data regarding at least one of a location of the
display apparatus, a brightness of the display apparatus, and a depth of field of a
subject, by using the most recently photographed image.
[21] The determining the background image may include changing the background image
if at least one of the location of the display apparatus, the brightness of the display
apparatus, and the depth of field of the subject is changed by a predetermined value or
more.
[22] The determining the background image may include analyzing a most recently pho-
tographed image and generating an analysis result; and changing a brightness setting of
the display if the analysis result is equal to or exceeds a predetermined value.
[23] The comparing with the preset condition may include determining the depth of field
of a subject based on a degree of clarity of a most recently photographed image.
[24] The photographing may include photographing the ambient environment of the
display apparatus continuously or periodically.
[25] The determining the background image may include storing the determined
background image corresponding to the preset condition.
[26] According to an aspect of another exemplary embodiment, there is provided a
display apparatus including: an image obtainer configured to capture images of a scene surrounding a display; an image processor configured to process the captured images; a controller configured to determine that one of the captured images as a background image and configured to receive an input of an image effect; and a display configured to display the background image processed by the image processor to correspond to the image effect.

The controller may be configured to control the image obtainer to capture a rear image of the scene disposed behind the display apparatus, and the display is configured to display the rear image as the background image, thereby displaying the scene obstructed by the display apparatus.

According to an aspect of an exemplary embodiment, the display apparatus and the control method may photograph an image of the background environment, process the image and display the processed image as the background image that is consistent with the background environment.

**Advantageous Effects of Invention**

The present invention is conceived to solve the above-described problems, an aspect of which is to provide a display device and a calibration method thereof for photographing a rear image that is consistent with a background environment and for displaying the rear image as the background image when a screen of the display device is turned off while power is supplied to the display device.

**Brief Description of Drawings**

The above and/or other aspects will become more apparent by describing certain exemplary embodiments, with reference to the accompanying drawings, in which:

- FIG. 1 is a schematic view of a display apparatus according to an exemplary embodiment;
- FIG. 2 illustrates a detailed example of the display apparatus according to an exemplary embodiment;
- FIG. 3 illustrates an image obtainer of the display apparatus according to an exemplary embodiment;
- FIG. 4 illustrates an example of an installation location of the image obtainer according to an exemplary embodiment;
- FIG. 5 is a flowchart showing a control method according to an exemplary embodiment;
- FIG. 6 is a block diagram of a display apparatus according to an exemplary embodiment;
- FIG. 7 is a block diagram of a display apparatus according to an exemplary embodiment;
FIG. 8 is a control flowchart showing operations of the display apparatus according to an exemplary embodiment; and

FIG. 9 is a control flowchart showing operations of the display apparatus according to an exemplary embodiment.

**Best Mode for Carrying out the Invention**

Certain exemplary embodiments are described in greater detail below with reference to the accompanying drawings.

In the following description, the same drawing reference numerals are used for the same elements even in different drawings. The matters defined in the description, such as detailed construction and elements, are provided to assist in a comprehensive understanding of exemplary embodiments. Thus, it is apparent that exemplary embodiments can be carried out without those specifically defined matters. Also, well-known functions or constructions are not described in detail since they would obscure exemplary embodiments with unnecessary detail.

An exemplary embodiment relates to a large screen system including a display that may display a background image consistent with the ambient environment.

The large screen system according to an exemplary embodiment is equipment that is not very mobile. For example, the large screen system includes a home smart TV, tablet PC, public electronic bulletin board, or a navigator system at a shopping center or the like.

The background environment of the large screen system according to an exemplary embodiment is compared to a large screen system. The ambient environment, i.e., surroundings, located in front of the large screen system is called a front environment, and the ambient environment, i.e., surroundings, located behind the large screen system is called a background environment.

FIG. 1 is block diagram of the display apparatus 1 according to an exemplary embodiment. The display apparatus 1 may be included in the large screen system and may generate a dynamic background screen reflecting an image of the ambient environment or the surroundings of the display apparatus.

An image obtainer 101 collects images corresponding to the background environment of the display apparatus 1 when it is connected to the display apparatus 1. FIG. 3 illustrates the image obtainer of the display apparatus.

In an exemplary embodiment, the image obtainer 101 may be installed in a rear side of the display apparatus 1. The installation location is described in more detail below. The image obtainer 101 according to an exemplary embodiment may include a webcam or another device that may photograph an image. For example, if the image obtainer 101 is a webcam, the webcam is open and changed to a camera mode, adjusts
its focus and gives a photographing effect and has such effect that is similar to human eyes after being removed from the large screen system. Then, an aperture is adjusted so that the brightness of the image that has been photographed most recently is consistent with the ambient environment. Lastly, the webcam photographs and obtains an image.

The image processor 102 is used to process the obtained image according to the image effect selected by a user. The image effect selected by a user may include oil painting, embossing, plastering, drawing, and other effects. For example, if the image effect selected by a user is oil painting, the image processor 102 processes the image collected by the image obtainer 101 into an oil painting type.

The display 103 is used to display the image processed by the image processor 102 as a background screen of the display apparatus 1.

FIG. 1 briefly illustrates the display apparatus according to an exemplary embodiment. Hereinafter, the display apparatus according to an exemplary embodiment is described in more detail.

FIG. 2 illustrates a detailed example of a display apparatus according to an exemplary embodiment. As shown therein, the display apparatus 2 in FIG. 2 may further include other elements, in addition to the elements shown in FIG. 1.

A driver 203 is used to drive an image collected by an image obtainer 204 corresponding to the ambient environment of the display apparatus 2.

The display apparatus 2 may be controlled by a user installation module (not shown), according to a user's instruction. That is, a user may control the driving of the display apparatus 2 through the user installation module.

The driver 203 drives the image obtainer 204 to collect an image corresponding to the background environment of the display apparatus 2 when the user installation module controls the driving of the display apparatus 2 according to the user's instruction.

A location detector 202 transmits location data of the display apparatus 2 to the driver 203 when a change in the location of the display apparatus 2 is detected. The location detector 202 monitors the change in the location of the display apparatus 2 at a time interval or in real-time.

A brightness detector 201 transmits brightness data of the display apparatus 2 to the driver 203 when the brightness of the display apparatus 2 is changed. The brightness detector 201 monitors the change in the brightness of the display apparatus 2 at a time interval or in real-time.

The driver determines whether to obtain the images by the image obtainer 204 corresponding to the ambient environment of the display apparatus 2 according to the data of the display apparatus 2 and the brightness data of the display apparatus 2 transmitted by the brightness detector 201.
The location detector 202 according to an exemplary embodiment transmits current location data of the display apparatus 2 to the driver 203 when a distance between the display apparatus 2 and a fixed structure exceeds a preset value. If the distance between the display apparatus 2 and the fixed structure exceeds the preset value, the brightness detector 201 transmits current brightness data of the display apparatus 2 to the driver 203.

The fixed structure includes a wall or a facility that is not mobile. At least one of the location detector 202 and the brightness detector 201 according to an exemplary embodiment may determine the distance between the display apparatus 2 and the fixed structure in excess of the preset value as set forth below.

The image obtainer 204 obtains a depth of field of a subject that is set currently.

The image obtainer 204 obtains the depth of field of the current subject based on the image collected by the image obtainer 204. The depth of field of the subject determines whether the image collected by the image obtainer 204 is clear or unclear. In general, if a collected image is clear, the depth of field of the subject is large. If the collected image is unclear, the depth of field of the subject is small.

It is determined whether the obtained depth of field is a minimum depth of field of the subject. If yes, it is determined that the distance between the display apparatus 2 and the fixed structure is within the set distance. If no, the distance between the display apparatus 2 and the fixed structure exceeds the set distance.

The driver 203 according to an exemplary embodiment may determine whether to drive the image obtainer 204 that collects images corresponding to the display apparatus 2 as follows.

A receiver 203a receives location data of the display apparatus 2 that has been detected by the location detector 202 and receives brightness data of the display apparatus 2 that has been transmitted by the brightness detector 201.

A comparator 203c compares whether a difference between the location data of the display apparatus 2 and the set location data exceeds a location change value if no prior location data are stored in a storage device 203b. The current location data that is received by the receiver 203a is stored in the storage device.

If the storage device 203b stores prior location data, the current location data that is received by the receiver 203a is compared with the stored location data to determine whether the difference between the prior location data and the current location data exceeds the location change value. The prior location data stored in the storage device 203b is updated on the basis of the current location data received by the receiver 203a.

If no prior brightness data of the display apparatus 2 is stored in the storage device 203b, the current brightness data received by the receiver 203a is compared with the set brightness data to determine whether the difference between the current brightness
data and the set brightness data exceeds the brightness change value. The current brightness data of the display apparatus 2 received by the receiver 203a is stored in the storage device 203b.

[68] If the prior brightness data is stored in the storage device 203b, the current brightness data received by the receiver 203a is compared with the stored brightness data to determine whether the difference between the prior brightness data and the current brightness data exceeds the brightness change value. The prior brightness data stored in the storage device 203b is updated on the basis of the current brightness data received by the receiver 203a.

[69] The processor 203d determines whether to obtain the image corresponding to the ambient environment of the display apparatus 2 based on the following conditions:

[70] (1) If the difference between the current location data of the display apparatus 2 received by the receiver 203a and the set location data exceeds the location change value;

[71] (2) If the difference between the current brightness data of the display apparatus 2 received by the receiver 203a and the set brightness data exceeds the brightness change value;

[72] (3) If the difference between the current location data of the display apparatus 2 received by the receiver 203a and the location data stored in the storage device 203b exceeds the location change value; or

[73] (4) If the difference between the current brightness data of the display apparatus 2 received by the receiver 203a and the brightness data stored in the storage device 203b exceeds the brightness change value.

[74] If the above-described conditions are not met, the image obtainer 204 does not obtain the image corresponding to the ambient environment of the display apparatus 2.

[75] FIG. 3 illustrates an image obtainer 301 disposed on a rear surface 304 of the display apparatus 3 and providing a background screen 302 reflecting an image of the surroundings of the display apparatus.

[76] With reference to FIGS. 3 and 4, the location of the image obtainer 301 of the display apparatus 3 is determined as follows:

[77] If a single image obtainer is used, the image obtainer 301 may be installed at a rear side 304 of the display apparatus 3 in any location in the X-Y coordinate environment; however, this is not limiting. The image obtainer may be installed at any portion of the display apparatus 3 or in any location of immediate vicinity of the display apparatus 3.

[78] If the image obtainer 301 includes two image obtaining modules 306, the image obtaining modules 306 may be installed in symmetric B and C locations in the left and right sides of the display apparatus 3, or in symmetric A and D locations on the top and bottom.
If the image obtainer 301 includes three image obtaining modules 306, the image obtaining modules 306 may be installed in three locations in the X-Y coordinate environment.

In the X-Y coordinate environment, a horizontal line is an X axis, and a vertical line is a Y axis.

A location E refers to an intersection of the X axis and the Y axis.

Locations A and D refer to two symmetric locations that are H/2-N away from the location E in the Y axis.

Locations B and C refer to two symmetric locations that are L/2-M away from the location E in the X axis.

L and H refer to length and height, respectively, of the display apparatus 3.

M is the shortest distance from a horizontal boundary 308 for an installation location of the image obtainer 301, and is greater than 0 and is equal to or smaller than L/2.

N is the shortest distance from a vertical boundary 310 for an installation location of the image obtainer 301, and is greater than 0 and is equal to or smaller than H/2.

Hereinafter, a method of controlling the display apparatus of FIGS. 1 to 4 is described with reference to FIG. 5. FIG. 5 is a flowchart showing a method of generating a dynamic background screen according to an exemplary embodiment.

The image obtainer collects images corresponding to the background environment of the display apparatus when it is connected to the display apparatus (operation 501).

The image processor processes the collected images according to the image effect selected by a user (operation 502).

The display displays the image processed by the image processor, as the background screen of the display apparatus (operation 503).

At operation 501, the image obtainer is driven by the driver 203 to collect images corresponding to the background environment of the display apparatus.

In driving the image obtainer according to a user's command, the driver 203 executes the driving by the controller, or executes the driving based on the location data of the display apparatus transmitted by the location detector 202 and the brightness data of the display apparatus transmitted by the brightness detector 201.

For example, if a smart TV has a black screen after a user sets the smart TV at home, the overall view of the home is not very fine and the background environment of the smart TV is not seen. This obstructs the visual effect for a user.

In an exemplary embodiment described above with reference to FIGS. 1 to 5, if a user turns on the display apparatus including the smart TV, the image obtainer, e.g., the webcam, photographs the background environment of the smart TV, obtains the image, and the image processor processes the image according to the image effect selected by a user.
The display displays the image processed by the image processor, as the background screen of the display apparatus. That is, instead of the displayed black screen as in the related art, the background screen of the smart TV is the image processed by the image processor. If a user relocates the smart TV and the change in location exceeds the location change value, or if there is a change in brightness of the smart TV in the morning, at noon or in the evening, and such change exceeds the brightness change value, the image obtainer photographs the background environment of the smart TV again, obtains the image and generates a new background screen.

If the display apparatus, described above with reference to FIGS. 1 to 5, includes a navigator at a shopping center or a public place, and a user turns on the navigator, the image obtainer, e.g., the webcam, of the navigator photographs a background environment of the navigator and obtains an image, and the image processor processes the image according to the image effect selected by a user. The display displays the image processed by the image processor, as the background screen of the display apparatus. That is, instead of the displayed black screen as in the related art, the background screen of the navigator is the image processed by the image processor. If a user relocates the navigator and the change in location exceeds the location change value, or if there is change in brightness of the navigator in the morning, at noon or in the evening, and such change exceeds the brightness change value, the image obtainer photographs the background environment of the navigator again and obtains an image and generates a new background screen.

Thus, the display apparatus displays the processed background image as the background screen of the large screen system. The display apparatus displays the background screen that is consistent with the ambient environment and enables a user to view the background image of the display apparatus and helps a user to view a virtual transparent screen. That is, a user may view the background image, i.e., the image of an area disposed behind the display apparatus. If the display apparatus is relocated or brightness exceeds a predetermined range, the image obtainer collects an image again and updates the background screen.

In FIGS. 1 to 5, the display apparatuses 1, 2, and 3, the image obtainers 101, 204, and 301, the image processors 102 and 205, and the displays 103 and 206 may have substantially similar or the same configuration. However, for purpose of convenience, the same configurations have different reference numerals in drawings.

The configurations in FIGS. 1, 2, 3, 6, and 7 may correspond to each other as follows.

The display apparatuses 1, 2, and 3 may correspond to display apparatuses 6 and 7. Thus, the corresponding elements of the display apparatuses 1, 2, 3, 6, and 7 may have substantially similar or the same constructions, functions, and purposes, the repeated
descriptions of which are omitted below. However, this is not limiting, and at least some of the distinctions of the display apparatuses 6 and 7 are described in detail below and may be applicable to corresponding elements of the display apparatuses 1, 2, and 3 described above with reference to FIGS. 1 to 5.

For example, image obtainers 101, 204, and 301 may correspond to image obtainers 601 and 701.

The image processors 102 and 205 may correspond to image processors 602 and 702.

The displays 103 and 206 may correspond to displays 603 and 703.

The storage device 203b may correspond to a storage device 706.

The driver 203 may correspond to a part of controllers 604 and 705.

The receiver 203a may correspond to a part of a communicator 704.

Although the brightness detector and the location detector are not illustrated in FIGS. 6 and 7, the brightness detector and the location detector corresponding to the brightness detector 201 and the location detector 202, respectively, may be further added as separate elements or as being embodied in controller 604 or 705.

FIG. 6 is a block diagram of a display apparatus 6 according to an exemplary embodiment. The display apparatus 6 may include an image obtainer 601, an image processor 602, a display 603 and a controller 604.

The image obtainer 601 may be implemented as a camera to photograph a rear side, front side, or lateral side of the display apparatus 6 and, thus, obtain an image of the surroundings of the display apparatus 6.

The image processing operations of the image processor 602 includes, without limitation, de-multiplexing for dividing a predetermined signal into signals by nature; decoding corresponding to an image format of image signals; de-interlacing for converting interlace image signals into progressive image signals; noise reduction for improving image quality; detail enhancement; frame refresh rate conversion, etc. The image processor 602 may include a decoder (not shown) to decode a source image corresponding to an image format of an encoded source image, and a frame buffer (not shown) to store therein a decoded source image per frame.

The image processor 602 may include a system-on-chip (SoC) which integrates the aforementioned functions, or as an image processing board (not shown) that is formed by installing individual elements or modules performing the aforementioned processes on a printed circuit board (PCB) to be installed in the display apparatus 6.

The image processor 602 processes a broadcast signal including an image signal transmitted by a receiver (not shown), and a source image including an image signal supplied by an image supply source (not shown). The image processor 602 may output the processed image signal to the display apparatus 6 so that the display apparatus 6 may display a processed source image.
The display 603 may display an image based on an image signal output by the image processor 602. The display 603 may include, without limitation, a liquid crystal display (LCD), a plasma display (PD), a light-emitting diode (LED) display, an organic light-emitting diode (OLED) display, a surface-conduction electron-emitter display (SED), a carbon nanotube display, and a nanocrystal display. If the display 603 includes LCD, PD, or OLED, to display an image, the display 603 may include an LCD panel, a PD panel or an OLED panel, respectively.

The display 603 may further include additional elements. For example, the display 603 which includes an LCD may include an LCD panel, a backlight unit emitting light to the LCD panel and a driving substrate driving the LCD panel.

The display 603 may display an image and a color calibration process. The display 603 may include a display panel to display an image, and a panel driver to process an input image signal and display an image on the display panel, however, an exemplary embodiment is not limited thereto. An image signal that is provided by an external input source through an interface (not shown) may be decoded, de-interlaced and scaled to be displayed on the display 603. The controller 604 may perform color calibration according to a user's command, and the display 603 may display a color calibration process including color patch and color calibration window.

The controller 604 may control operations of the display apparatus 6, may determine one of photographed images as a background image if such determined image satisfies preset conditions and is within a predetermined range, and if an input of the image effect for the background image is received, may control the image processor 602 to process the determined background image corresponding to the received image effect and may control the display 603 to display the processed background image.

FIG. 7 is a block diagram of a display apparatus 7 according to an exemplary embodiment. The display apparatus 7 according to an exemplary embodiment may include the same configuration as in FIG. 6, and may further include a storage device 706 and a communicator 704.

The storage device 706 may include a writable ROM in which data remain even upon cutoff of power to the display apparatus 7. However, the storage device 706 may further include at least one of a flash memory, an erasable programmable read only memory (EPROM) and an electrically erasable programmable read only memory (EEPROM).

The communicator 704 may receive a signal from an external input and transmit the signal to the image processor 702 or to the controller 705. The communicator 704 may receive a signal from an external input in a wired manner when various external input cables are connected thereto, or may receive a wireless signal according to preset wireless communication standards.
The communicator 704 may include a plurality of connectors (not shown) to which respective cables are individually connected. The communicator 704 may receive signals from connected external input cables, e.g., may receive broadcast signals, image signals or data signals according to standards such as high definition multimedia interface (HDMI), universal serial bus (USB) or component video.

The communicator 704 may further include various additional elements such as a wireless communication module (not shown) for wireless communication or a tuner (not shown) to tune a broadcast signal depending on a design type of the display apparatus 7 as well as elements for receiving signals and/or data from an external input. The communicator 704 may transmit information, data, and/or signals of the display apparatus 7 to an external device as well as receiving signals from an external device. That is, the communicator 704 is not limited to the element for receiving signals from an external device, and may also be implemented as an interface for interactive communication. The communicator 704 may receive a control signal from a plurality of control devices to select a user interface (UI). The communicator 704 may include a communication module for near field communication (NFC) such as Bluetooth, infrared (IR), ultra wideband (UWB) and Zigbee, or a communication port for wired communication. The communicator 704 may be used for various purposes including transmission and reception of commands for manipulating a display and of data in addition to a control signal for selecting a UI.

The controller 705 may compare at least one of a depth of field of a photographed image, location data and image quality data with a preset condition.

The controller 705 may control the image obtainer to obtain a rear image and may analyze a rear image, i.e., an image of the surroundings of the background environment of the display 703. If none of the stored prior images is consistent with the analysis result and is within a predetermined range, the currently obtained rear image may be determined as a background image and may be stored. If there is a stored image which is consistent with the location and brightness data and the depth of field and is within the predetermined range, the stored image may be determined as a background image and may be displayed.

The controller 705 may obtain data of at least one of the location and brightness of the display apparatus 7 and the depth of field of the subject by using the photographed rear image. The data of at least one of the location and brightness of the display apparatus 7 and the depth of field of the subject may be obtained through the brightness and location detectors, described above with reference to FIG. 2, and/or by analyzing the photographed image.

If at least one of the location and brightness of the display apparatus 7 and the depth of field of the subject is changed by a predetermined range or more, the controller 705
may change the background image. If the background image displayed by the display apparatus 7 does not correspond to the current time and state, the controller 705 may change the background image. The controller 705 may analyze the photographed rear image of the display 703 and generate analysis result. If the analysis result of the photographed rear image is equal to or exceeds the predetermined range, the controller 705 may change the brightness setting of the display 703.

[126] The controller 705 may determine the depth of field of the subject based on the degree of clarity of the photographed image. If the photographed image is clear, it is an image of a close background of the display apparatus 7. If the photographed image is unclear, it is an image of a distant background.

[127] The image obtainer 701 may include multiple image obtaining modules, as described above with reference to FIGS. 2 to 5, to photograph the surroundings of the display apparatus 7 in at least one of front, rear and lateral directions of the display 703. The image obtaining modules may be able to take photographs in corresponding directions, i.e., in at least one of front, rear and lateral directions of the display 703.

[128] The controller 705 may control the image obtainer 701 to continuously or periodically photograph the ambient environment of the display apparatus 7.

[129] The controller 705 may store the determined background image corresponding to the preset condition item.

[130] FIG. 8 is a control flowchart showing operations of the display apparatus 6 according to an exemplary embodiment.

[131] The image of the ambient environment of the display apparatus is photographed (operation S801).

[132] If one of the photographed images satisfies the preset condition and is within the predetermined range, the image is determined as a background image (operation S802).

[133] The input of the image effect for the background image is received (operation S803).

[134] The determined background image is processed corresponding to the received image effect (operation S804).

[135] The processed background image is displayed on the display 603 (operation S805).

[136] FIG. 9 is a control flowchart showing operations of the display apparatus 7 according to an exemplary embodiment.

[137] The image of the ambient environment of the display apparatus 7 is photographed (operation S901). The controller 705 may control the image obtainer 701 to continuously or periodically photograph the ambient environment of the display apparatus 7.

[138] The data of at least one of the location and brightness of the display apparatus 7 and the depth of field of the subject is obtained by using the photographed rear image, and the obtained data are analyzed (operation S902).
At least one of the depth of field of the photographed image, the location data and the image quality data is compared with a preset condition (operation S903). The depth of field of the subject may be determined on the basis of the degree of clarity of the photographed image.

If at least one of the location and brightness of the display apparatus 7 and the depth of field of the subject is changed by a predetermined range or more, the background image or the brightness setting of the display 703 is changed (operation S904).

If no stored image is within the predetermined range, the rear image is determined as the background image (operation S905). The controller 705 may store the determined background image corresponding to the preset condition item.

The input of the image effect for the background image is received (operation S906).

The determined background image is processed corresponding to the received image effect (operation S907).

The processed background image is displayed on the display 703 (operation S908).

The display apparatuses 1, 2, 3, 6, and 7 may photograph images of rear and lateral sides thereof. Thus, even if the display apparatuses 1, 2, 3, 6 and 7 are turned off and have a black screen while receiving power, the background image may be displayed consistently with the background environment.

As described above, the display apparatus and the control method thereof according to exemplary embodiments may photograph an image of the background environment, process the image and display the processed image as the background image that is the same as or consistent with the background environment.

The described above exemplary embodiments and advantages are merely exemplary and are not to be construed as limiting. The present teaching can be readily applied to other types of apparatuses. The description of exemplary embodiments is intended to be illustrative, and not to limit the scope of the claims, and many alternatives, modifications, and variations will be apparent to those skilled in the art.
Claims

[Claim 1] A display apparatus comprising:
an image obtainer configured to photograph images;
an image processor configured to process the photographed images;
a display; and
a controller configured to determine one of the photographed images
that satisfies a preset condition and is within a predetermined range, as
a background image, to control the image processor to process the determined background image corresponding to an image effect that has
been transmitted to the controller regarding the background image, and
to control the display to display the processed background image.

[Claim 2] The display apparatus of claim 1, wherein the controller compares at
least one of a depth of field of a subject, location data and image
quality data of the photographed image with the at least one preset
condition.

[Claim 3] The display apparatus of claim 1, further comprising a storage device
configured to store the photographed images,
wherein the controller analyzes a most recently photographed rear image of the display, and
determines the most recently photographed rear image as the
background image when no stored image is consistent with the analysis results and within the predetermined range.

[Claim 4] The display apparatus of claim 3, wherein the controller obtains data
regarding at least one of a location of the display apparatus, a
brightness of the display apparatus, and a depth of field of a subject, by
using the most recently photographed rear image.

[Claim 5] The display apparatus of claim 4, wherein the controller changes the
background image if at least one of the location of the display apparatus, the brightness of the display apparatus, and the depth of field
of the subject is changed by a predetermined value or more.

[Claim 6] The display apparatus of claim 1, wherein the controller analyzes a
most recently photographed rear image of the display and generates an
analysis result, and
changes a brightness setting of the display if the analysis result is equal
to or exceeds a predetermined value.

[Claim 7] The display apparatus of claim 2, wherein the controller determines the
depth of field of the subject based on a degree of clarity of the pho-
toographed images, respectively.

[Claim 8] The display apparatus of claim 1, wherein the image obtainer comprises image obtaining modules which are provided at different locations to photograph an ambient environment around the display in at least one of a front direction, a rear direction, and a lateral direction of the display.

[Claim 9] The display apparatus of claim 1, wherein the controller controls the image obtainer to continuously or periodically photograph an ambient environment of the display apparatus.

[Claim 10] The display apparatus of claim 1, wherein the controller stores the determined background image corresponding to the preset condition.

[Claim 11] A control method of a display apparatus, the method comprising: photographing images an ambient environment of the display apparatus; determining one of the photographed images that satisfies a preset condition and is within a predetermined range, as a background image; receiving an input of an image effect for the background image; processing the determined background image corresponding to the received image effect; and displaying the processed background image.

[Claim 12] The control method of claim 11, wherein the determining the background image comprises: comparing at least one of a depth of field, location data and image quality data of the photographed images, with the preset condition.

[Claim 13] The control method of claim 11, wherein the determining the background image comprises: analyzing a most recently photographed image and generating an analysis result; and determining the most recently photographed image as the background image if no stored image is consistent with the analysis result and is within a predetermined range.

[Claim 14] The control method of claim 13, wherein the analyzing comprises: obtaining data regarding at least one of a location of the display apparatus, a brightness of the display apparatus, and a depth of field of a subject, by using the most recently photographed image.

[Claim 15] The control method of claim 14, wherein the determining the background image comprises: changing the background image if at least one of the location of the
display apparatus, the brightness of the display apparatus, and the depth of field of the subject is changed by a predetermined value or more.
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