Abstract: A mechanism is provided for storage enclosures to communicate with one another using pre-existing cables allowing the user to dynamically attach different types and speeds of Fibre Channel enclosures together. The mechanism uses a transmit disable line and receive loss of signal line of a small form-factor pluggable optical cable to provide a communication link between enclosures before the Fibre Channel loop is setup and stable. The mechanism on the transmit side pulses the transmit disable line to communicate configuration information. The mechanism on the receive side receives the configuration information on the receive loss of signal line. The transmit disable line and the receive loss of signal line operate as a one-wire communication scheme, providing a communication link to communicate configuration information before the Fibre Channel loop is established.
COMMUNICATING CONFIGURATION INFORMATION OVER STANDARD INTERCONNECT LINK

BACKGROUND

Technical Field

The present application relates generally to an improved data processing system and method. More specifically, the present application is directed to communicating configuration information over a standard interconnect link.

Description of Related Art

Fibre Channel (FC) is a high-speed transport technology that is used to build storage area networks (SANs). Although Fibre Channel can be used as a general-purpose network carrying asynchronous transfer mode (ATM), Internet Protocol (IP), and other protocols, FC has been primarily used for transporting small computer system interface (SCSI) traffic from servers to disk arrays. The Fibre Channel Protocol (FCP) serializes SCSI commands into Fibre Channel frames. IP may be used for in-band simple network management protocol (SNMP) network management. Fibre Channel not only supports single-mode and multi-mode fiber connections, but coaxial cable and twisted pair as well.

Fibre Channel can be configured point-to-point, via a switched topology or in a FC arbitrated loop (FC-AL) with or without a hub. In FC disk enclosure systems, there may be multiple units cascaded using optical cables to form large storage systems. Usually, there is no communication between enclosures before a valid and stable FC signal has been established. The process of establishing an arbitrated loop is referred to as loop initialization process (LIP).

There are, however, many situations where a need exists for storage enclosures to communicate with each other before a stable FC link is established. For example, storage enclosures may need to communicate speed of FC links used for negotiation and types of
enclosure system, such as controller or expansion, in order to configure the system correctly before a stable FC link can be established.

Currently, the best solution is static configurations. Before enclosures are connected to each other, a user must configure the systems correctly, such as by using information stored in vital product data (VPD) to establish the configuration. Such methods require user intervention, which is not dynamic and is susceptible to operator error.

SUMMARY

The illustrative embodiments herein recognize the disadvantages of the prior art and provide a mechanism for storage enclosures to communicate with one another using pre-existing cables allowing the user to dynamically attach different types and speeds of Fibre Channel enclosures together. The mechanism uses a transmit disable line and receive loss of signal line of a small form-factor pluggable optical cable to provide a communication link between enclosures before the Fibre Channel loop is setup and stable. The mechanism on the transmit side pulses the transmit disable line to communicate configuration information. The mechanism on the receive side receives the configuration information on the receive loss of signal line. The transmit disable line and the receive loss of signal line operate as a one-wire communication scheme, providing a communication link to communicate configuration information before the Fibre Channel loop is established.

In one illustrative embodiment, a computer program product comprises a computer useable medium having a computer readable program. The computer readable program, when executed on a computing device, causes the computing device to send configuration information from a first storage enclosure to a second storage enclosure using a transmit disable line of an optical cable connecting the first storage enclosure and the second storage enclosure, monitor a receive loss of signal line of the optical cable to receive configuration information from the second storage enclosure, and configure the first storage enclosure to communicate with the second storage enclosure over the optical cable based on the configuration information received from the second storage enclosure.
In one exemplary embodiment, the optical cable is a small form-factor pluggable optical cable.

In another exemplary embodiment, the first storage enclosure is a Fibre Channel storage enclosure comprising a Fibre Channel switch. The computer readable program, when executed on the computing device, further causes the computing device to perform loop initialization process responsive to configuring the first storage enclosure. In a further exemplary embodiment, the computer readable program, when executed on the computing device, further causes the computing device to disconnect the optical cable from the Fibre Channel switch prior to sending configuration information. In a still further exemplary embodiment, the computer readable program, when executed on the computing device, further causes the computing device to prior to performing loop initialization process, reconnect the optical cable to the Fibre Channel prior to performing loop initialization process.

In still another exemplary embodiment, the configuration information sent from the first storage enclosure to the second storage enclosure comprises a speed of the first storage enclosure. In another exemplary embodiment, the configuration information sent from the first storage enclosure to the second storage enclosure comprises a type of the first storage enclosure.

In another illustrative embodiment, a storage enclosure comprises a switch, an optical cable connector, and a control processor. The storage enclosure is a first storage enclosure connected to a second storage enclosure by an optical cable connected to the optical cable connector. The control processor is connected to the switch. The control processor is connected to a transmit disable line and a receive loss of signal line of the optical cable connector. The control processor is configured to send configuration information from the first storage enclosure to the second storage enclosure using the transmit disable line, monitor the receive loss of signal line to receive configuration information from the second storage enclosure, and configure the first storage enclosure to communicate with the second storage enclosure over the optical cable based on the configuration information received from the second storage enclosure.
In one exemplary embodiment, the optical cable is a small form-factor pluggable optical cable.

In another exemplary embodiment, the first storage enclosure is a Fibre Channel storage enclosure and wherein the switch is a Fibre Channel switch. The control processor is configured to perform loop initialization process responsive to configuring the first storage enclosure. In a further exemplary embodiment, the control processor is configured to disconnect the optical cable from the Fibre Channel switch prior to sending configuration information. In a still further exemplary embodiment, the control processor is configured to reconnect the optical cable to the Fibre Channel switch prior to performing loop initialization process.

In another exemplary embodiment, the configuration information sent from the first storage enclosure to the second storage enclosure comprises a speed of the first storage enclosure. In yet another exemplary embodiment, the configuration information sent from the first storage enclosure to the second storage enclosure comprises a type of the first storage enclosure.

In a further illustrative embodiment, a method is provided in a storage enclosure for communicating configuration information across an optical cable. The method comprises connecting a first storage enclosure to a second storage enclosure using an optical cable, wherein the optical cable has a transmit disable line and a receive loss of signal line, sending configuration information from the first storage enclosure to the second storage enclosure using the transmit disable line, monitoring the receive loss of signal line to receive configuration information from the second storage enclosure, and configuring the first storage enclosure to communicate with the second storage enclosure over the optical cable based on the configuration information received from the second storage enclosure.

In one exemplary embodiment, the first storage enclosure is a Fibre Channel storage enclosure comprising a Fibre Channel switch. The method further comprises responsive to configuring the first storage enclosure, performing loop initialization process. In a further exemplary embodiment, the method further comprises prior to sending configuration
information, disconnecting the optical cable from the Fibre Channel switch. In a still further exemplary embodiment, the method further comprises prior to performing loop initialization process, reconnecting the optical cable to the Fibre Channel switch.

In yet another exemplary embodiment, the configuration information sent from the first storage enclosure to the second storage enclosure comprises a speed of the first storage enclosure. In still another exemplary embodiment, the configuration information sent from the first storage enclosure to the second storage enclosure comprises a type of the first storage enclosure.

These and other features and advantages of the present invention will be described in, or will become apparent to those of ordinary skill in the art in view of, the following detailed description of the exemplary embodiments of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention, as well as a preferred mode of use and further objectives and advantages thereof, will best be understood by reference to the following detailed description of illustrative embodiments when read in conjunction with the accompanying drawings, wherein:

FIG. 1 depicts a pictorial representation of an exemplary distributed data processing system in which aspects of the illustrative embodiments may be implemented;

FIG. 2 is a block diagram illustrating storage enclosures with mechanisms for communicating configuration information over an optical small form-factor pluggable cable before a Fibre Channel loop is established in accordance with an illustrative embodiment; and

FIG. 3 is a flowchart illustrating an exemplary operation of communicating configuration information using pre-existing cables before a Fibre Channel loop is established in accordance with an illustrative embodiment.
DETAILED DESCRIPTION OF THE ILLUSTRATIVE EMBODIMENTS

With reference now to the figures and in particular with reference to FIG. 1, an exemplary diagram of a data processing environment is provided in which illustrative embodiments of the present invention may be implemented. It should be appreciated that FIG. 1 is only exemplary and is not intended to assert or imply any limitation with regard to the environments in which aspects or embodiments of the present invention may be implemented. Many modifications to the depicted environment may be made without departing from the spirit and scope of the present invention.

FIG. 1 depicts a pictorial representation of an exemplary distributed data processing system in which aspects of the illustrative embodiments may be implemented. Distributed data processing system 100 may include a network of computers in which aspects of the illustrative embodiments may be implemented. The distributed data processing system 100 contains at least one storage area network (SAN) 102, which is the medium used to provide communication links between various devices and computers connected together within distributed data processing system 100. The storage area network 102 may include connections, such as wire, wireless communication links, or, in one embodiment, fiber optic cables.

In the depicted example, hosts 112 and 114 are connected to SAN 102. In addition, storage enclosures 122, 126, and 130 are also connected to network 102. Storage enclosure 124 is connected to storage enclosure 122, and storage enclosure 128 is connected to storage enclosure 126. Distributed data processing system 100 may include additional hosts, storage enclosures, and other devices not shown. Storage enclosures 122-130 may be, for example, Fibre Channel (FC) storage enclosures.

In one exemplary embodiment, storage enclosures 122-130 may be connected using fiber cables, such as optical small form-factor pluggable (SFP) cables. Having an optical interconnect has numerous advantages over copper interconnect solutions, including lower electromagnetic emissions, less bulky mechanics allowing for robust strain relief and easier cable routing, and dramatically improved supported cable lengths supporting
kilometers of cable distance versus just a few meters with existing SAS solutions. The problem that exists today is how to communicate configuration information between FC storage enclosures before a FC loop is established.

In accordance with an illustrative embodiment, a mechanism is provided for storage enclosures to communicate with one another using pre-existing cables allowing the user to dynamically attach different types and speeds of Fibre Channel enclosures together. The mechanism uses a transmit disable line and receive loss of signal line of a small form-factor pluggable optical cable to provide a communication link between enclosures before the Fibre Channel loop is setup and stable. The mechanism on the transmit side pulses the transmit disable line to communicate configuration information. The mechanism on the receive side receives the configuration information on the receive loss of signal line. The transmit disable line and the receive loss of signal line operate as a one-wire communication scheme, providing a communication link to communicate configuration information before the Fibre Channel loop is established.

FIG. 2 is a block diagram illustrating storage enclosures with mechanisms for communicating configuration information over an optical small form-factor pluggable cable before a Fibre Channel loop is established in accordance with an illustrative embodiment.

Enclosure 1 210 comprises a plurality of hard disk drives (HDDs) 218 connected to FC switch 214. Enclosure 1 is connected to enclosure 2 via fiber cable 230. Enclosure 1 connects to fiber cable 230 using optical small form-factor pluggable (SFP) connector 216. Processor 212 is connected to FC switch 214 and memory 220. Processor 212 is also connected to the transmit disable line (TX_DISABLE) and receive loss of signal line (RX_LOS) of SFP connector 216.

Enclosure 2 250 comprises a plurality of HDDs 258 connected to FC switch 254. Enclosure 2 is connected to enclosure 2 via fiber cable 230. Enclosure 2 connects to fiber cable 230 using optical small form-factor pluggable (SFP) connector 256. Processor 252 is connected to FC switch 254 and memory 270. Processor 252 is also connected to the transmit disable line (TX_DISABLE) and receive loss of signal line (RX_LOS) of SFP connector 256.
In a typical SFP to SFP cabling scheme, the communication link will connect to an arbitrated loop or switch device with a controlling processor, such as processor 212 or processor 252, to oversee the link. In the embodiment illustrated in FIG. 2, once devices, enclosure 1 210 and enclosure 2 250 in this example, are powered on and the cables are inserted, the controlling processor, such as processor 212, keeps the cable link off the loop to ensure no disruption occurs behind the switch. Processor 212 and processor 252 may then communicate with each other by asserting and de-asserting the TX_DISABLE line, while monitoring the RX_LOS line. Processors 212 and 252 may use this communication scheme by pulsing the TX_DISABLE signal to communicate configuration information to the other enclosure. Once the enclosures are configured, each enclosure can start establishing FC links to allow FC traffic to be routed between FC switches.

Processor 212 in storage enclosure 1 210 or processor 252 in storage enclosure 2 250 may execute program instructions, such as firmware. For example, memory 220 or memory 270 may be read-only memory (ROM) devices that store firmware to be run on the processor. The program instructions may include configuration information and instructions that cause the processor to communicate over the TX_DISABLE line and monitor the RX_LOS line to communicate configuration information.

While the storage enclosures illustrated in FIG. 2 are Fibre Channel storage enclosure, a person of ordinary skill in the art will recognize that the exemplary aspects of the illustrative embodiment are not limited to Fibre Channel storage enclosures, protocol, or network fabrics. The illustrative embodiments may be modified to use other switches, protocols, cables, etc., without departing from the spirit and scope of the present invention.

FIG. 3 is a flowchart illustrating an exemplary operation of communicating configuration information using pre-existing cables before a Fibre Channel loop is established in accordance with an illustrative embodiment. It will be understood that each block of the flowchart illustration, and combinations of blocks in the flowchart illustration, can be implemented by computer program instructions. These computer program instructions may be provided to a processor or other programmable data processing apparatus to produce a machine, such that the instructions which execute on the processor or other programmable
data processing apparatus create means for implementing the functions specified in the
flowchart block or blocks. These computer program instructions may also be stored in a
computer-readable memory or storage medium that can direct a processor or other
programmable data processing apparatus to function in a particular manner, such that the
instructions stored in the computer-readable memory or storage medium produce an article
of manufacture including instruction means which implement the functions specified in the
flowchart block or blocks.

Accordingly, blocks of the flowchart illustration support combinations of means for
performing the specified functions, combinations of steps for performing the specified
functions and program instruction means for performing the specified functions. It will also
be understood that each block of the flowchart illustration, and combinations of blocks in the
flowchart illustration, can be implemented by special purpose hardware-based computer
systems which perform the specified functions or steps, or by combinations of special
purpose hardware, such as a state machine, and computer instructions.

Furthermore, the flowchart is provided to demonstrate the operations performed within the
illustrative embodiments. The flowchart is not meant to state or imply limitations with
regard to the specific operations or, more particularly, the order of the operations. The
operations of the flowchart may be modified to suit a particular implementation without
departing from the spirit and scope of the present invention.

With reference now to FIG. 3, operation begins and an operator powers on the devices and
inserts cables (block 302). The controlling processor removes the cable link from the FC
loop (block 304). Then, the control processor sends and receives configuration information
via the transmit disable (TX_DISABLE) line and receive loss of signal (RX_LOS) line
(block 306). The configuration information may comprise, for example, type of enclosure,
speed of FC link, etc. The processor pulses the TX_DISABLE line to communicate the
configuration information and monitors the RX_LOS line to receive configuration
information from the other storage enclosure. When all configuration information is sent
and received, and the FC link is configured, the processor connects the cable link to the FC
loop (block 308) and establishes the Fibre Channel loop (block 310). Thereafter, operation ends.

While the flowchart in FIG. 3 discloses Fibre Channel loops and links, a person of ordinary skill in the art will recognize that the exemplary aspects of the illustrative embodiment are not limited to Fibre Channel storage enclosures, protocol, or network fabrics. The illustrative embodiments may be modified to use other switches, protocols, cables, etc., without departing from the spirit and scope of the present invention.

Thus, the illustrative embodiments solve the disadvantages of the prior art by providing a mechanism for storage enclosures to communicate with one another using pre-existing cables allowing the user to dynamically attach different types and speeds of Fibre Channel enclosures together. The mechanism uses a transmit disable line and receive loss of signal line of a small form-factor pluggable optical cable to provide a communication link between enclosures before the Fibre Channel loop is setup and stable. The mechanism on the transmit side pulses the transmit disable line to communicate configuration information. The mechanism on the receive side receives the configuration information on the receive loss of signal line. The transmit disable line and the receive loss of signal line operate as a one-wire communication scheme, providing a communication link to communicate configuration information before the Fibre Channel loop is established.

It should be appreciated that the illustrative embodiments may take the form of an entirely hardware embodiment, an entirely software embodiment or an embodiment containing both hardware and software elements. In one exemplary embodiment, the mechanisms of the illustrative embodiments are implemented in software, which includes but is not limited to firmware, resident software, microcode, etc.

Furthermore, the illustrative embodiments may take the form of a computer program product accessible from a computer-usable or computer-readable medium providing program code for use by or in connection with a computer or any instruction execution system. For the purposes of this description, a computer-usable or computer-readable medium can be any
apparatus that can contain, store, communicate, propagate, or transport the program for use by or in connection with the instruction execution system, apparatus, or device.

The medium may be an electronic, magnetic, optical, electromagnetic, infrared, or semiconductor system (or apparatus or device) or a propagation medium. Examples of a computer-readable medium include a semiconductor or solid state memory, magnetic tape, a removable computer diskette, a random access memory (RAM), a read-only memory (ROM), a rigid magnetic disk and an optical disk. Current examples of optical disks include compact disk - read only memory (CD-ROM), compact disk - read/write (CD-R/W) and DVD.

A data processing system suitable for storing and/or executing program code will include at least one processor coupled directly or indirectly to memory elements through a system bus. The memory elements can include local memory employed during actual execution of the program code, bulk storage, and cache memories which provide temporary storage of at least some program code in order to reduce the number of times code must be retrieved from bulk storage during execution.

Input/output or I/O devices (including but not limited to keyboards, displays, pointing devices, etc.) can be coupled to the system either directly or through intervening I/O controllers. Network adapters may also be coupled to the system to enable the data processing system to become coupled to other data processing systems or remote printers or storage devices through intervening private or public networks. Modems, cable modem and Ethernet cards are just a few of the currently available types of network adapters.

The description of the present invention has been presented for purposes of illustration and description, and is not intended to be exhaustive or limited to the invention in the form disclosed. Many modifications and variations will be apparent to those of ordinary skill in the art. The embodiment was chosen and described in order to best explain the principles of the invention, the practical application, and to enable others of ordinary skill in the art to understand the invention for various embodiments with various modifications as are suited to the particular use contemplated.
CLAIMS

1. A method in a storage enclosure for communicating configuration information across an optical cable, the method comprising:
   connecting a first storage enclosure to a second storage enclosure using an optical cable, wherein the optical cable has a transmit disable line and a receive loss of signal line;
   sending configuration information from the first storage enclosure to the second storage enclosure using the transmit disable line;
   monitoring the receive loss of signal line to receive configuration information from the second storage enclosure; and
   configuring the first storage enclosure to communicate with the second storage enclosure over the optical cable based on the configuration information received from the second storage enclosure.

2. The method of claim 1, wherein the first storage enclosure is a Fibre Channel storage enclosure comprising a Fibre Channel switch, the method further comprising:
   responsive to configuring the first storage enclosure, performing loop initialization process.

3. The method of claim 2, further comprising:
   prior to sending configuration information, disconnecting the optical cable from the Fibre Channel switch; and/or
   prior to performing loop initialization process, reconnecting the optical cable to the Fibre Channel switch.

4. The method of claim 1, 2 or 3, wherein the configuration information sent from the first storage enclosure to the second storage enclosure comprises a speed of the first storage enclosure.

5. The method of claim 1, 2, 3 or 4, wherein the configuration information sent from the first storage enclosure to the second storage enclosure comprises a type of the first storage enclosure.
6. A storage enclosure, comprising:
   a switch;
   an optical cable connector, wherein the storage enclosure is a first storage enclosure connected to a second storage enclosure by an optical cable connected to the optical cable connector; and
   a control processor, wherein the control processor is connected to the switch and wherein the control processor is connected to a transmit disable line and a receive loss of signal line of the optical cable connector,
   wherein the control processor is configured to send configuration information from the first storage enclosure to the second storage enclosure using the transmit disable line, monitor the receive loss of signal line to receive configuration information from the second storage enclosure, and configure the first storage enclosure to communicate with the second storage enclosure over the optical cable based on the configuration information received from the second storage enclosure.

7. The storage enclosure of claim 6, wherein the optical cable is a small form-factor pluggable optical cable.

8. The storage enclosure of claim 6 or 7, wherein the first storage enclosure is a Fibre Channel storage enclosure and wherein the switch is a Fibre Channel switch, and wherein the control processor is configured to perform loop initialization process responsive to configuring the first storage enclosure.

9. A computer program product comprising a computer useable medium having a computer readable program, wherein the computer readable program, when executed on a computing device, causes the computing device to:
   send configuration information from a first storage enclosure to a second storage enclosure using a transmit disable line of an optical cable connecting the first storage enclosure and the second storage enclosure;
   monitor a receive loss of signal line of the optical cable to receive configuration information from the second storage enclosure; and
configure the first storage enclosure to communicate with the second storage enclosure over the optical cable based on the configuration information received from the second storage enclosure.
**FIG. 1**

- HOST 112
- HOST 114
- SAN 102
- STORAGE ENCLOSURE 122
- STORAGE ENCLOSURE 126
- STORAGE ENCLOSURE 130
- STORAGE ENCLOSURE 124
- STORAGE ENCLOSURE 128

**FIG. 3**

1. BEGIN
2. POWER ON DEVICES AND INSERT CABLES
3. REMOVE CABLE LINK FROM FC LOOP
4. SEND AND RECEIVE CONFIGURATION INFORMATION VIA TX_DISABLE AND RX_LOS SIGNALS
5. CONNECT CABLE LINK TO FC LOOP
6. ESTABLISH FC LOOP
7. END
**A. CLASSIFICATION OF SUBJECT MATTER**

**INV.** H04L12/56  H04B10/12

According to International Patent Classification (IPC) or to both national classification and IPC

**B. FIELDS SEARCHED**

Minimum documentation searched (classification system followed by classification symbols)

H04B  H04L

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electronic data base consulted during the international search (name of data base and, where practical, search terms used)

EPO-Internal

**C. DOCUMENTS CONSIDERED TO BE RELEVANT**

<table>
<thead>
<tr>
<th>Category</th>
<th>Citation of document, with indication, where appropriate, of the relevant passages</th>
<th>Relevant to claim No.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>the whole document</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>WO 02/063800 A (FINISAR CORP [US]) 15 August 2002 (2002-08-15)</td>
<td>1-9</td>
</tr>
<tr>
<td></td>
<td>the whole document</td>
<td></td>
</tr>
<tr>
<td></td>
<td>the whole document</td>
<td></td>
</tr>
<tr>
<td></td>
<td>the whole document</td>
<td></td>
</tr>
<tr>
<td></td>
<td>the whole document</td>
<td></td>
</tr>
</tbody>
</table>

Further documents are listed in the continuation of Box C.

See patent family annex.

* Special categories of cited documents:
  - 'A' document defining the general state of the art which is not considered to be of particular relevance
  - 'E' earlier document but published on or after the international filing date
  - 'L' document which may throw doubts on priority claim(s) or which is cited to establish the publication date of another citation or other special reason (as specified)
  - 'O' document referring to an oral disclosure, use, exhibition or other means
  - 'P' document published prior to the international filing date but later than the priority date claimed

'Y' later document published after the international filing date or priority date and not in conflict with the application but cited to understand the principle or theory underlying the invention

'X' document of particular relevance; the claimed invention cannot be considered novel or cannot be considered to involve an inventive step when the document is taken alone

'X' document of particular relevance; the claimed invention cannot be considered to involve an inventive step when the document is combined with one or more other such documents, such combination being obvious to a person skilled in the art.

'Y' document member of the same patent family

Date of the actual completion of the international search: 19 June 2008

Date of mailing of the international search report: 26/06/2008

Name and mailing address of the ISA:
European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk
Tel. (+31-70) 340-2040, Tx. 31651 epo nl,
Fax: (+31-70) 340-3016

Authorized officer

Jaskol ski, Jarosl aw
<table>
<thead>
<tr>
<th>Patent document cited in search report</th>
<th>Publication date</th>
<th>US member(s)</th>
<th>Publication date</th>
</tr>
</thead>
<tbody>
<tr>
<td>US 2004022306 A1</td>
<td>05-02-2004</td>
<td>6771694 B1</td>
<td>03-08-2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>343862 T</td>
<td>15-11-2006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2002238034 B2</td>
<td>18-08-2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2437159 A1</td>
<td>15-08-2002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1500320 A</td>
<td>26-05-2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1976261 A</td>
<td>06-06-2007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20033331 A3</td>
<td>14-04-2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60215704 T2</td>
<td>30-08-2007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60219140 T2</td>
<td>13-12-2007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1360782 A1</td>
<td>12-11-2003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2281506 T3</td>
<td>01-10-2007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2274354 T3</td>
<td>16-05-2007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1056446 A1</td>
<td>28-12-2007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1070202 A1</td>
<td>19-01-2007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3822861 B2</td>
<td>20-09-2006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2004523958 T</td>
<td>05-08-2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2006136029 A</td>
<td>25-05-2006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2006191681 A</td>
<td>20-07-2006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2005196111 A1</td>
<td>08-09-2005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2003128411 A1</td>
<td>10-07-2003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2004022543 A1</td>
<td>05-02-2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2004100687 A1</td>
<td>27-05-2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2002149821 A1</td>
<td>17-10-2002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2004175172 A1</td>
<td>09-09-2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2004240886 A1</td>
<td>02-12-2004</td>
</tr>
<tr>
<td>US 2004136721 A1</td>
<td>15-07-2004</td>
<td>NONE</td>
<td></td>
</tr>
<tr>
<td>US 2005213982 A1</td>
<td>29-09-2005</td>
<td>NONE</td>
<td></td>
</tr>
</tbody>
</table>