Embodiments relate to saving data upon loss of power. An aspect includes sizing a write cache buffer based on parameters related to carrying out this emergency data save procedure. A computer implemented method for allocating a write cache on a storage controller includes retrieving, at run-time by a processor, one or more operating parameters of a component used in a power-loss save of the write cache. The component is selected from the group consisting of an energy storage element, a non-volatile memory, and a transfer logic. A size for the write cache on the storage controller is determined, based on the one or more operating parameters. A write cache, of the determined size, is allocated from a volatile memory coupled to the storage controller.
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BACKGROUND

[0001] The present invention relates generally to saving data upon loss of power, and more specifically, to sizing a write cache buffer based on parameters related to carrying out this emergency data save procedure.

[0002] Computer systems may use a storage controller as an intermediary between a host processor and permanent storage such as a disk subsystem. The host processor sends read and write transactions to the storage controller, and the storage controller in turn issues read and write commands to the permanent storage subsystem. A typical storage controller implements a write caching policy so that a write transaction is not always immediately passed on to the permanent storage subsystem, but is instead written to a write cache allocated from volatile storage such as dynamic read access memory (DRAM). At a later point in time, the storage controller issues a command to write the data from the write cache to the permanent storage subsystem.

SUMMARY

[0003] Embodiments include a method, device, and computer program product for allocating a write cache on a storage controller. A computer program product comprises a computer readable storage medium having program instructions embodied therewith. The computer readable storage medium is not a signal and the program instructions are readable by a processing circuit to cause the processing circuit to perform a method. The method includes retrieving, at run-time, one or more operating parameters of a component used in a power-loss save of the write cache. The component is selected from the group consisting of an energy storage element, a non-volatile memory, and a transfer logic. The method also includes determining a size for the write cache on the storage controller, based on the one or more operating parameters. The method also includes allocating the write cache, of the determined size, from a volatile memory coupled to the storage controller.

[0004] A computer implemented method includes retrieving, at run-time, one or more operating parameters of a component used in a power-loss save of the write cache. The component is selected from the group consisting of an energy storage element, a non-volatile memory, and a transfer logic. The method also includes determining a size for the write cache on the storage controller, based on the one or more operating parameters. The method also includes allocating the write cache, of the determined size, from a volatile memory coupled to the storage controller.

[0005] A storage controller device includes a volatile memory, a non-volatile storage, transfer logic configured to copy, upon a power loss, contents of a write cache in the volatile memory to the non-volatile storage; an instruction memory; and a processor, communicatively coupled to the instruction memory. The storage controller device is configured to perform a method that includes retrieving, at run-time, one or more operating parameters of a component used in a power-loss save of the write cache. The component is selected from the group consisting of an energy storage element, a non-volatile memory, and a transfer logic. The method also includes determining a size for the write cache on the storage controller, based on the one or more operating parameters.

The method also includes allocating the write cache, of the determined size, from a volatile memory coupled to the storage controller.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWINGS

[0006] The subject matter which is regarded as embodiments is particularly pointed out and distinctly claimed in the claims at the conclusion of the specification. The foregoing and other features, and advantages of the embodiments are apparent from the following detailed description taken in conjunction with the accompanying drawings in which:

[0007] FIG. 1 depicts a computer system including a storage controller in accordance with an embodiment;

[0008] FIG. 2 depicts a process flow for sizing and allocating a write cache in a storage controller in accordance with an embodiment;

[0009] FIG. 3 depicts a process flow for determining an energy consumption rate during an emergency data save, in accordance with an embodiment;

[0010] FIG. 4 depicts a storage controller device in accordance with an embodiment; and

[0011] FIG. 5 depicts a computer-readable medium according to an embodiment.

DETAILED DESCRIPTION

[0012] As noted above, conventional storage processors may implement write caching. Some conventional storage processors make this caching transparent to the host by reporting a successful write transaction back to the host processor once the data is written to volatile storage. To complement this transparent write caching, some conventional storage processors provide an emergency data save facility so that if no power is available to write to the permanent storage subsystem, cached data is temporarily stored in non-volatile storage. When power is restored, the storage processor copies the data from non-volatile storage to the permanent storage subsystem, thus putting stored data into the state expected by the host processor.

[0013] Since the emergency save procedure is invoked when the normal power supply has been interrupted, power for this emergency data save is provided by an energy storage element such as a capacitor. This amount of stored energy, along with the energy consumption rate during the save, sets a maximum limit on the amount of data that can be transferred from the write cache to non-volatile storage. Embodiments disclosed herein dynamically use operating parameters obtained at run-time to determine a maximum size of the write cache. Embodiments disclosed herein then allocate the write cache buffer to have this maximum size.

[0014] In some embodiments disclosed herein, the operating parameters are used to determine the energy consumption rate of the power-off save. The maximum size of the write cache is then determined using this dynamically determined energy consumption rate.

[0015] Turning now to FIG. 1, a block diagram of a computer system 100 is generally shown. The computer system 100 includes a host processor 105, a storage controller 110, and permanent storage subsystem 115. The permanent storage subsystem 115 may include more than one disk. In such embodiments, the storage controller 110 may handle more than one disk. In multi-disk embodiments, the storage con-
controller 110 may use the disks to provide redundancy features, such as those known as Redundant Array of Inexpensive Disks (RAID).

[0016] The functionality of storage controller 110 is divided into blocks such as caching logic 120, transfer logic 125, and restore logic 130. A person of ordinary skill in the art will appreciate that the storage controller 110 may include other blocks for other functions. In embodiments in which the storage controller 110 includes a processor that executes instructions, these logic blocks may correspond to software, i.e., sections of code. In other embodiments, the logic blocks may be implemented as specialized circuits of logic gates.

[0017] The caching logic 120 handles caching of writes from the host processor 105. That is, when the host processor 105 sends a write transaction to the storage controller 110, the storage controller 110 writes the host data to a write cache 135. The write cache 135 resides in volatile memory 140, which take the form of dynamic random access memory (DRAM). This sequence is denoted with arrow 145 in FIG. 1. At a later point in time, the storage controller 110 issues a write command to the permanent storage subsystem 115 to copy data stored in the write cache 135 to the permanent storage subsystem 115. This sequence is denoted with arrow 150 in FIG. 1.

[0018] The transfer logic 125 detects a loss of power to the storage controller 110 and upon power loss, copies any data still in the write cache 135 to non-volatile memory 155. This sequence is denoted with arrow 160 in FIG. 1. As noted above, power for this sequence is provided by an energy storage element. In some embodiments, the energy storage element takes the form of an ultracapacitor, also known as a supercapacitor. In other embodiments, the energy storage element takes the form of a battery.

[0019] The restore logic 130 is invoked when power is restored. At that time, the restore logic 130 issues write commands to write the data in the non-volatile memory 155 to the permanent storage subsystem 110. This sequence is denoted with arrow 165 in FIG. 1. A person of ordinary skill in the art should understand that other state information necessary to carry out this write sequence is also stored in the non-volatile memory 155. For example, each write transaction processed by the restore logic 130 may be associated with a starting address in the non-volatile memory 155, an amount of data to be written, and information related to the target disk (e.g., disk id, location on disk, etc.).

[0020] Having described, at a high level, the overall operation of write operations in computer system 100, the allocation of the write cache 135 will now be discussed in more detail. As described herein, allocation of a buffer to be used as the write cache 135 is performed by the caching logic 120. However, a person of ordinary skill in the art will understand that this is merely one way of partitioning functionality, and that this allocation could also be performed by another portion of the storage controller 110. The caching logic 120 must allocate a buffer for the write cache 135 before any write caching occurs. Allocation of the write cache buffer may occur as part of an initialization sequence performed by the storage controller 110. In some embodiments, allocation of this buffer is performed once, at power-up. In other embodiments, this allocation is performed periodically, allowing the size of the write cache 135 to be changed dynamically at run-time.

[0021] Turning now to FIG. 2, a flow chart of a process 200 for sizing and allocating the write cache 135 is generally shown. As noted above, the transfer logic 125 moves data from the write cache 135 to the non-volatile memory 155 upon loss of power. The maximum limit on the amount of data that can be transferred depends on the amount of stored energy available to the storage controller 110, the data transfer rate of the non-volatile storage, and the energy consumption rate (ECR) of the transfer logic 125.

[0022] Each of these factors corresponds to, or is derived from, operating parameters of energy storage component, the non-volatile storage, and the transfer logic 125. At block 210, the caching logic 120 retrieves one or more of these operating parameters from system configuration data. In some embodiments, the retrieved parameter is the energy capacity of the energy storage element. In some embodiments, the retrieved parameter is the power consumption of the transfer logic 125.

[0023] At least one of these operating parameters is instance-specific. An instance-specific parameter is one that is not common to all instances of the component, but is instead specific to the particular component installed in the storage controller 110. Instance-specific parameters for a device may be obtained, for example, by reading from a predefined memory or I/O location (sometimes referred to as “bin data”).

[0024] As one example, some embodiments of the transfer logic 125 are implemented as an application specific integrated circuit (ASIC). While the transfer logic 125 on any of these ASICs is specified to operate in a particular frequency range, an individual ASIC (referred to sometimes as a “part”) may be able to run at the high or low (fast or slow) end of that range, depending on the process speed. Process speed is thus an example of an instance-specific parameter.

[0025] This process speed affects the ASIC’s power consumption because for a given frequency, a fast process part can run at that frequency using a lower voltage than a slow process part. Also, fast process ASICs have higher leakage current than slow process ASICs. However, the fast process ASICs can run at a lower voltage, so this power is somewhat reduced relative to the slow process ASICs. Also, the process ASIC consumes less switching power, because switching power is a function of frequency, capacitance, and the square of voltage. When of frequency is close to constant across the process, and the voltage is lower. In any case, for a fixed frequency ASIC, the energy consumption rate of the fast and slow part would differ even when the data transfer rate is the same (due to the fixed frequency). In a variable frequency ASIC, the fast process parts run at a faster frequency than the slow process part, given a fixed voltage. Thus, for a variable frequency ASIC, both the data transfer rate and the energy consumption rates would differ according to process speed.

[0026] With regard to parameters for the non-volatile memory 155, the data transfer speed may be a parameter that is common to all memory devices of a certain type (e.g., a specific type of NAND flash), or maybe instance-specific to a particular batch of memory devices.

[0027] Having obtained an operating parameter at block 210, at block 220 the caching logic 120 uses the operating parameter to determine an appropriate size for the write cache 135, one that will allow the transfer logic 125 to copy the entire cache to the non-volatile memory 155 given the capacity of the energy storage element. The size is calculated as the energy capacity of the non-volatile memory 155 multiplied
by the data transfer rate of the non-volatile memory 155, divided by the energy consumption rate (ECR) of the transfer logic 125. As noted above, at least one of these factors is an operating parameter retrieved at run-time by the storage controller 110. Retrieving parameters at run-time allows the storage controller 110 to customize the size of the write cache 135 for the actual hardware, rather than relying on worst case assumptions about the behavior of the components involved in the power-loss save of the write cache 135. Using instance-specific values of the operating parameters allows even more customization.

At block 230, the caching logic 120 allocates a portion of the volatile memory 140, having the size calculated at block 220, to serve as the write cache 135. Persons of ordinary skill in the art should appreciate that various techniques are available for allocating a buffer from a particular region or type of memory, depending on the platform. For example, some operating systems provide an alloc() function in which the caller specifies that the allocated buffer should come from a particular memory region rather than from the generic-purpose heap. Other operating systems provide a map function that allows the caller to map a particular region (i.e., starting address and size) of physical memory to a logical address usable by software. At block 240, the caching logic 120 handles caching of write transactions from the host processor 105, using various techniques known to persons of ordinary skill in the art. At block 250, upon receipt of a power-loss indication, the transfer logic 125 copies the contents of the write cache 135 to non-volatile memory 155. At block 260, the restore logic 130 reads from the non-volatile memory 155 and issues write commands to the permanent storage subsystem 115. As noted earlier in the system-level discussion of FIG. 1, additional state information may be saved during the power-loss save (block 250) so that various portions of the non-volatile memory 155 are written to the correct location of the correct target disk.

Turning now to FIG. 3, a flow chart of a process 300 for determining the energy consumption rate (ECR) of the transfer logic 125 is generally shown. At block 310, the caching logic 120 reads the process speed of the transfer logic 125 as bin data. At block 320, the caching logic 120 uses a predefined mapping to get from process speed to a voltage level. At block 330, the caching logic 120 calculates the ECR of the transfer logic 125 from voltage, process speed, and temperature of the transfer logic 125. The caching logic 120 may, for example, perform a calculation based on a fixed relationship between these three values, or may use a table look-up. Some embodiments use a fixed temperature value corresponding to the maximum allowed temperature of the storage controller 110. Others use a temperature sensor to read a current temperature of the transfer logic 125. Still other embodiments sense the temperature of the storage controller 110, which includes the transfer logic 125 as well as additional logic and components.

Some embodiments of the storage controller 110 may have multiple frequency and/or voltage domains. The following pseudocode illustrates a calculation of energy consumption rate, and then of write cache size, that takes into account multiple frequency and voltage domains of the storage controller 110.

```c
ECR = 0;
foreach vi of all_voltage_domains {
    foreach fj of all_freq_domains {
        cij = MapCapacitorCost(Conductivity, vi, fj);
        active_powerj = cij * vj * pj;
        leakage_powerj = MapLeakagePower(vi, fj);
        ECR = ECR + active_powerj + leakage_powerj;
    }
}
WriteCacheSize = ESE * (1/ECR) * DTR;
```

Turning now to FIG. 4, a block diagram of the storage controller 110 is generally shown. The storage controller 110 includes a processor 410, a host interface 420, a storage interface 430, a memory interface 440, and a non-volatile memory interface 450. The processor 410 communicates with the host processor 105 through the host interface 420 to receive write commands or transactions from the host processor 105. Using the memory interface 440, the processor 410 writes data provided by the host to the write cache 135 residing in the volatile memory 140. At a later time, the processor 410 writes data from the write cache 135 to the permanent storage subsystem 115 through the storage interface 430. If loss of power is detected through signal 460, the processor 410 copies the contents of the write cache 135 to the non-volatile memory 155 over the non-volatile memory interface 450. Once power is restored, the processor 410 issues write transactions to the permanent storage subsystem 115 to commit the data in non-volatile memory 155 to permanent storage.

As should be understood by a person of ordinary skill in the art, the storage controller 110 may be implemented using a variety of technologies. In one embodiment, the processor 410 is implemented as a microprocessor or microcontroller and the interfaces are implemented as specialized logic blocks (e.g., one or more ASICS). In another embodiment, the processor 410 is also incorporated into the ASIC. In other embodiments, the storage controller 110 is implemented as a System on Chip (SoC).

Technical effects and benefits include determining a maximum size for a storage controller’s write cache buffer that is tailored for the particular components of the storage controller. Sizing that takes into account the specific configuration of the storage controller is preferable to conventional solutions which make worst case assumptions about these components. For example, assuming the highest energy consumption during the power-off save procedure results in a smaller write cache buffer, and thus reduced performance.

Embodiments disclosed herein include a computer program product for allocating a write cache on a storage controller. The computer program product comprises a computer readable storage medium having program instructions embodied therewith. The computer readable storage medium is not a signal. The program instructions are readable by a processing circuit to cause the processing circuit to perform a method that includes retrieving, at run-time, one or more operating parameters of a component used in a power-loss save of the write cache. The component is selected from the group consisting of an energy storage element, a non-volatile memory, and a transfer logic. The method also includes determining a size for the write cache on the storage controller, based on the one or more operating parameters. The method also includes allocating the write cache, of the determined size, from a volatile memory coupled to the storage controller.
In addition to one or more of the features described above, or as an alternative, in further embodiments the component corresponds to the transfer logic and the one or more operating parameters corresponds to a power consumption of the transfer logic, and/or the component corresponds to the transfer logic and the one or more operating parameters corresponds to a process speed of the transfer logic. In further embodiments, the process speed is retrieved as bin data. In further embodiments, the determination of the size for the write cache on the storage controller is based on an energy consumption rate of the transfer logic, and this determination further includes determining a voltage of the transfer logic from the process speed, and calculating the energy consumption rate of the transfer logic from the determined voltage and the process speed. In further embodiments, the calculation of the energy consumption rate also uses a current temperature of the transfer logic. In further embodiments, the component corresponds to the energy storage element and the one or more operating parameters corresponds to an energy capacity of the energy storage element. In further embodiments, the component corresponds to the non-volatile memory and the one or more operating parameters correspond to a data transfer rate of the non-volatile memory.

[0035] Embodiments disclosed herein include a computer implemented method for allocating a write cache on a storage controller. The method includes retrieving, at run-time, one or more operating parameters of a component used in a power-loss save of the write cache. The component is selected from the group consisting of an energy storage element, a non-volatile memory, and a transfer logic. The method also includes retrieving, at run-time, one or more operating parameters of a component used in a power-loss save of the write cache. The component is selected from the group consisting of an energy storage element, a non-volatile memory, and a transfer logic. The method further includes determining a size for the write cache on the storage controller, based on the one or more operating parameters.

[0036] Embodiments disclosed herein include a storage controller device. The storage controller device includes a non-volatile memory, a non-volatile storage, transfer logic configured to copy, upon a power loss, contents of a write cache in the volatile memory to the non-volatile storage; an instruction memory; and a processor, communicatively coupled to said instruction memory. The storage controller is configured to perform a method that includes retrieving, at run-time, one or more operating parameters of a component used in a power-loss save of the write cache. The component is selected from the group consisting of an energy storage element, a non-volatile memory, and a transfer logic. The method also includes determining a size for the write cache on the storage controller, based on the one or more operating parameters. The method also includes allocating the write cache, of the determined size, from a memory management controller. In further embodiments, the process speed is retrieved as bin data. In further embodiments, the determination of the size for the write cache on the storage controller is based on an energy consumption rate of the transfer logic, and this determination further includes determining a voltage of the transfer logic from the process speed, and calculating the energy consumption rate of the transfer logic from the determined voltage and the process speed. In further embodiments, the calculation of the energy consumption rate also uses a current temperature of the transfer logic. In further embodiments, the component corresponds to the energy storage element and the one or more operating parameters corresponds to an energy capacity of the energy storage element. In further embodiments, the component corresponds to the non-volatile memory and the one or more operating parameters correspond to a data transfer rate of the non-volatile memory. In further embodiments, the storage controller includes an application specific integrated circuit (ASIC) and the transfer logic resides on the ASIC. In further embodiments the retrieving reads the one or more operating parameters from a stored system configuration.

[0037] The terminology used herein is for the purpose of describing particular embodiments only and is not intended to be limiting of the invention. As used herein, the singular forms “a”, “an” and “the” are intended to include the plural forms as well, unless the context clearly indicates otherwise. It will be further understood that the terms "comprises" and/or "comprising," when used in this specification, specify the presence of stated features, integers, steps, operations, elements, and/or components, but do not preclude the presence or addition of one or more other features, integers, steps, operations, elements, and/or components thereof.

[0038] The corresponding structures, materials, acts, and equivalents of all means or step plus function elements in the claims below are intended to include any structure, material, or act for performing the function in combination with other claimed elements as specifically claimed. The description of the present invention has been presented for purposes of illustration and description, but is not intended to be exhaustive or limited to the invention in the form disclosed. Many modifications and variations will be apparent to those of ordinary skill in the art without departing from the scope and spirit of the invention. The embodiment was chosen and
described in order to best explain the principles of the invention and the practical application, and to enable others of ordinary skill in the art to understand the invention for various embodiments with various modifications as are suited to the particular use contemplated.

[0039] The descriptions of the various embodiments of the present invention have been presented for purposes of illustration, but are not intended to be exhaustive or limited to the embodiments disclosed. Many modifications and variations will be apparent to those of ordinary skill in the art without departing from the scope and spirit of the described embodiments. The terminology used herein was chosen to best explain the principles of the embodiments, the practical application or technical improvement over technologies found in the marketplace, or to enable others of ordinary skill in the art to understand the embodiments disclosed herein.

[0040] Referring now to FIG. 5, a computer program product 500 in accordance with an embodiment that includes a computer readable storage medium 502 and program instructions 504 is generally shown. The present invention may be a system, a method, and/or a computer program product. The computer program product may include a computer readable storage medium (or media) having computer readable program instructions thereon for causing a processor to carry out aspects of the present invention.

[0041] The computer readable storage medium can be a tangible device that can retain and store instructions for use by an instruction execution device. The computer readable storage medium may be, for example, but is not limited to, an electronic storage device, a magnetic storage device, an optical storage device, an electromagnetic storage device, a semiconductor storage device, or any suitable combination of the foregoing. A non-exhaustive list of more specific examples of the computer readable storage medium includes the following: a portable computer diskette, a hard disk, a random access memory (RAM), a read-only memory (ROM), an erasable programmable read-only memory (EPROM or Flash memory), a static random access memory (SRAM), a portable compact disc read-only memory (CD-ROM), a digital versatile disk (DVD), a memory stick, a floppy disk, a mechanically encoded device such as punch-cards or raised structures in a groove having instructions recorded thereon, and any suitable combination of the foregoing. A computer readable storage medium, as used herein, is not to be construed as being transitory signals per se, such as radio waves or other freely propagating electromagnetic waves, electromagnetic waves propagating through a waveguide or other transmission media (e.g., light pulses passing through a fiber-optic cable), or electrical signals transmitted through a wire.

[0042] Computer readable program instructions described herein can be downloaded to respective computing/processing devices from a computer readable storage medium or to an external computer or external storage device via a network, for example, the Internet, a local area network, a wide area network and/or a wireless network. The network may comprise copper transmission cables, optical transmission fibers, wireless transmission, routers, switches, switches, gateway computers and/or edge servers. A network adapter card or network interface in each computing/processing device receives computer readable program instructions from the network and forwards the computer readable program instructions for storage in a computer readable storage medium within the respective computing/processing device.

[0043] Computer readable program instructions for carrying out operations of the present invention may be assembler instructions, instruction-set-architecture (ISA) instructions, machine instructions, machine dependent instructions, microcode, firmware instructions, state-setting data, or other source code or object code written in any combination of one or more programming languages, including an object oriented programming language such as Smalltalk, C++ or the like, and conventional procedural programming languages, such as the "C" programming language or similar programming languages. The computer readable program instructions may execute entirely on the user’s computer, partly on the user’s computer, as a stand-alone software package, partly on the user’s computer and partly on a remote computer or entirely on the remote computer or server. In the latter scenario, the remote computer may be connected to the user’s computer through any type of network, including a local area network (LAN) or a wide area network (WAN), or the connection may be made to an external computer (for example, through the Internet using an Internet Service Provider). In some embodiments, electronic instructions are, for example, programmable logic circuitry, field-programmable gate arrays (FPGA), or programmable logic arrays (PLA) may execute the computer readable program instructions by utilizing state information of the computer readable program instructions to personalize the electronic circuitry, in order to perform aspects of the present invention.

[0044] Aspects of the present invention are described herein with reference to flowchart illustrations and/or block diagrams of methods, apparatus (systems), and computer program products according to embodiments of the invention. It will be understood that each block of the flowchart illustrations and/or block diagrams, and combinations of blocks in the flowchart illustrations and/or block diagrams, can be implemented by computer readable program instructions.

[0045] These computer readable program instructions may be provided to a processor of a general purpose computer, special purpose computer, or other programmable data processing apparatus to produce a machine, such that the instructions, which execute via the processor of the computer or other programmable data processing apparatus, create means for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks. These computer readable program instructions may also be stored in a computer readable storage medium that can direct a computer, a programmable data processing apparatus, and/or other devices to function in a particular manner, such that the computer readable storage medium having instructions stored therein comprises an article of manufacture including instructions which implement aspects of the function/act specified in the flowchart and/or block diagram block or blocks.

[0046] The computer readable program instructions may also be loaded onto a computer, other programmable data processing apparatus, or other device to cause a series of operational steps to be performed on the computer, other programmable apparatus or other device to produce a computer implemented process, such that the instructions which execute on the computer, other programmable apparatus, or other device implement the functions/acts specified in the flowchart and/or block diagram block or blocks.

[0047] The flowchart and block diagrams in the Figures illustrate the architecture, functionality, and operation of possible implementations of systems, methods, and computer program products according to various embodiments of the
present invention. In this regard, each block in the flowchart or block diagrams may represent a module, segment, or portion of instructions, which comprises one or more executable instructions for implementing the specified logical function(s). In some alternative implementations, the functions noted in the block may occur out of the order noted in the figures. For example, two blocks shown in succession may, in fact, be executed substantially concurrently, or the blocks may sometimes be executed in the reverse order, depending upon the functionality involved. It will also be noted that each block of the block diagrams and/or flowchart illustration, and combinations of blocks in the block diagrams and/or flowchart illustration, can be implemented by special purpose hardware-based systems that perform the specified functions or acts or carry out combinations of special purpose hardware and computer instructions.

1. A computer program product for allocating a write cache on a storage controller, the computer program product comprising:
   a computer readable storage medium having program instructions embodied therewith, wherein the computer readable storage medium is not a signal, the program instructions readable by a processing circuit to cause the processing circuit to perform a method comprising:
   retrieving, at run-time, one or more operating parameters of a component used in a power-loss save of the write cache, the component selected from the group consisting of an energy storage element, a non-volatile memory, and a transfer logic;
   determining a size for the write cache on the storage controller, based on the one or more operating parameters; and
   allocating the write cache, of the determined size, from a volatile memory coupled to the storage controller.

2. The computer program product of claim 1, wherein the component corresponds to the transfer logic and the one or more operating parameters corresponds to a power consumption of the transfer logic.

3. The computer program product of claim 1, wherein the component corresponds to the transfer logic and the one or more operating parameters corresponds to a process speed of the transfer logic.

4. The computer program product of claim 3, wherein the process speed is attained by executing binary code.

5. The computer program product of claim 3, wherein the determining a size for the write cache on the storage controller is based on an energy consumption rate of the transfer logic and further comprising:
   determining a voltage of the transfer logic from the process speed and
   calculating the energy consumption rate of the transfer logic from the determined voltage and the process speed.

6. The computer program product of claim 5, wherein the calculating the energy consumption rate also uses a current temperature of the transfer logic.

7. The computer program product of claim 1, wherein the component corresponds to the energy storage element and the one or more operating parameters corresponds to an energy capacity of the energy storage element.

8. The computer program product of claim 1, wherein the component corresponds to the non-volatile memory and the one or more operating parameters corresponds to a data transfer rate of the non-volatile memory.

9. A computer implemented method for allocating a write cache on a storage controller, the method comprising:
   retrieving, at run-time by a processor, one or more operating parameters of a component used in a power-loss save of the write cache, the component selected from the group consisting of an energy storage element, a non-volatile memory, and a transfer logic;
   determining a size for the write cache on the storage controller, based on the one or more operating parameters; and
   allocating the write cache, of the determined size, from a volatile memory coupled to the storage controller.

10. The computer implemented method of claim 9, wherein the component corresponds to the transfer logic and the one or more operating parameters corresponds to a power consumption of the transfer logic.

11. The computer implemented method of claim 9, wherein the component corresponds to the transfer logic and the one or more operating parameters corresponds to a process speed of the transfer logic.

12. The computer implemented method of claim 11, wherein the process speed is stored on the transfer logic as bin data.

13. The computer implemented method of claim 11, wherein the determining a size for the write cache on the storage controller is based on an energy consumption rate of the transfer logic and further comprising:
   determining a voltage of the transfer logic from the process speed and
   calculating the energy consumption rate of the transfer logic from the determined voltage and the process speed.

14. The computer implemented method of claim 13, wherein the calculating of the energy consumption rate accounts for multiple voltage domains of the storage controller.

15. The computer implemented method of claim 13, wherein the calculating of the energy consumption rate accounts for multiple frequency domains of the storage controller.

16. A storage controller device, the storage controller device comprising:
   a volatile memory;
   a non-volatile storage;
   transfer logic configured to copy, upon a power loss, contents of a write cache in the volatile memory to the non-volatile storage
   an instruction memory; and
   a processor, communicatively coupled to said instruction memory, the storage controller configured to perform a method comprising:
   determining an energy consumption rate of the transfer logic during the copy upon power loss, wherein the determining of the energy consumption rate is based on one or more operating parameters of the transfer logic that are obtained at runtime;
   determining a size for the write cache in the volatile memory, based on the energy consumption rate and an amount of energy in an energy storage element that powers the power-loss save; and
   allocating the write cache, of the determined size, from the volatile memory.
17. The storage controller device of claim 16, wherein the component corresponds to the transfer logic and the one or more operating parameters corresponds to a process speed of the transfer logic.

18. The storage controller device of claim 17, wherein the determining a size for the write cache on the storage controller is based on an energy consumption rate of the transfer logic, and further comprising:
   determining a voltage of the transfer logic from the process speed; and
   calculating the energy consumption rate of the transfer logic from the determined voltage and the process speed.

19. The storage controller device of claim 16, further comprising an application specific integrated circuit (ASIC), wherein the transfer logic resides on the ASIC.

20. The storage controller device of claim 16, wherein the retrieving comprises reading the one or more operating parameters from a stored system configuration.