A communication device including a communication unit; and a control unit controlling the communication unit to inquire if one upload service allows direct upload to a server storing service information of each of a plurality of upload services, to have the communication unit obtain desired information from the server for directly uploading data to the one upload service when the one upload service allows direct upload, and to have the communication unit directly upload data to the one upload service according to the desired information.
<table>
<thead>
<tr>
<th>LOGIN PARAMETER</th>
<th>EMAIL ADDRESS/PASSWORD</th>
<th>ID/PASSWORD</th>
<th>EMAIL ADDRESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>TAG INPUT</td>
<td>x</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>IMAGE DESCRIPTION INPUT</td>
<td>o</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>IMAGE TITLE INPUT</td>
<td>o</td>
<td>0</td>
<td>o</td>
</tr>
<tr>
<td>ALBUM TITLE INPUT</td>
<td>o</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ALBUM FUNCTION</td>
<td>o</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>SUPPORTED FORMAT</td>
<td>o</td>
<td>x</td>
<td>0</td>
</tr>
<tr>
<td>STILL IMAGE</td>
<td>o</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>UPLOAD SERVICE A</td>
<td>x</td>
<td>0</td>
<td>o</td>
</tr>
<tr>
<td>UPLOAD SERVICE B</td>
<td>o</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>UPLOAD SERVICE C</td>
<td>o</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Feature</td>
<td>Value</td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------------</td>
<td>----------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Automatic Process in Server</td>
<td>Automatically select video as category</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct Upload Support</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upload Order</td>
<td>ASCENDING ORDER</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service Trademark Text</td>
<td>UPLOAD SERVICE A trademark</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service Logo</td>
<td>serviceA.jpg</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum Number of Contents</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum Time Period</td>
<td>10 MINUTES</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum Video Size</td>
<td>100 MB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Still Image Maximum Size</td>
<td>5 MB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upload Service A</td>
<td>serviceA.jpg</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upload Service B</td>
<td>serviceB.jpg</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upload Service C</td>
<td>serviceC.jpg</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum Video Size</td>
<td>100 MB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Still Image Maximum Size</td>
<td>10 MB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upload Service C</td>
<td>serviceC.jpg</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
FIG. 10
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<response version = "1">
  <request>
    <content name = "api_key">**************</content>
    <content name = "name">MOV.00007.MPG</content>
    <content name = "resolution">high</content>
    <content name = "is_public">false</content>
    <content name = "description">this is a test on upload</content>
    <content name = "Content-Type">"video/*;filename = 'MOV00007.MPG';name = "movie"</content>
    <header name = "Content-Type">multipart/form-data</header>
    <header name = "Authorization">WSSE profile = &quot;UsernameToken&quot;</header>
    <header name = "X-Wsse">UsernameToken Username = &quot;ABC@mail.com&quot;PasswordDigest = &quot;**************&quot; Nonce = &quot;**************&quot; Created = &quot;2008-08-11T23:49:5Z&quot;</header>
    <url>http://***.jp/api/services/movie</url>
  </request>
</response>
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COMMUNICATION DEVICE, SERVER, PROGRAM, AND COMMUNICATION SYSTEM

CROSS-REFERENCE TO RELATED APPLICATIONS


BACKGROUND OF THE INVENTION

[0002] 1. Field of the Invention

[0003] The present invention relates to a communication device, a server, a program, and a communication system, which are suitably applicable when, for example, data is uploaded from a communication device.

[0004] 2. Description of the Related Art

[0005] Recently, various services are provided via networks. As an example, there is a service of uploading content data, such as a video image taken by a user, from a terminal of the user (which may also be referred to as a client) to a server on a network for making an archive. Such a service may also be referred to as an upload service. The server to which to upload content data in a service of this type may also be referred to as the service providing server.

[0006] In many upload services, it is possible to publish content data uploaded to the service providing server to other users, and the content data can then be shared by a plurality of users.

[0007] In order to let many users utilize an upload service as described above, it is desirable to enable upload quickly and easily.

[0008] In many existing upload services, however, the user usually searches for a web page of a desired service by utilizing a web browser to upload content data, so it is hard to say that upload can be carried out quickly and easily.

[0009] In view of the above situation, a system is proposed, not to upload directly from the client to the service providing server, but to upload via a relay server to the service providing server (for example, refer to Japanese Unexamined Patent Application Publication No. 2008-211732).

[0010] In this system, the relay server maintains information of various services (such as the address of the service providing server), and a desired service can be selected by accessing from the client to the relay server. When the desired service is selected and the content data to be uploaded is submitted from the client, the relay server transfers it to the service providing server of the selected service for upload.

[0011] In this way, in this system, a desired service can be selected just by accessing a relay server; a time, for example, to search for a web page of a desired service can be saved.

SUMMARY OF THE INVENTION

[0012] However, in the system described above, since content data is designed to be uploaded to the service providing server of a desired service via the relay server, accesses from clients are concentrated on the relay server. As a result, the load on the relay server increases, and time taken for uploading becomes longer than in direct upload.

[0013] In upload services of related art, it is hard to say that uploading can be carried out quickly and easily.

[0014] It is desirable to propose a communication device, a server, a program, and a communication system that can perform upload quickly and easily.

[0015] According to an embodiment of the present invention, a communication device controls a communication unit to inquire if one upload service allows direct upload to a server having service information of each of a plurality of upload services maintained therein, to make it obtain desired information from the server for directly uploading data to the upload service when the one upload service allows direct upload, and to make it directly upload data to the upload service according to the desired information.

[0016] Thus, compared to a case of uploading via a server as in related art, access concentration on the server can be reduced. Even when an upload service is added or deleted or an upload method is changed, it suffices to update the service information in the server and it is possible to prevent an increase in user tasks in a communication device.

[0017] That is, while keeping the ease of upload, which is an advantage in a case of uploading via a server as in related art, upload can be carried out quickly.

[0018] Accordingly, it is possible to provide a communication device, a server, a program, and a communication system that enable to upload quickly and easily.

BRIEF DESCRIPTION OF THE DRAWINGS

[0019] FIG. 1 is a block diagram showing the configuration of a communication system as an outline of an embodiment;

[0020] FIG. 2 illustrates configuration of an upload system as a specific example of the embodiment;

[0021] FIG. 3 is a table for comparing service forms of upload services;

[0022] FIG. 4 is another table for comparing service forms of the upload services;

[0023] FIG. 5 illustrates a mechanism of direct upload;

[0024] FIG. 6 illustrates a mechanism of relay upload;

[0025] FIG. 7 is block diagrams showing the configurations of a client, a relay server, and a service providing server;

[0026] FIG. 8 is a schematic diagram showing an upload sequence;

[0027] FIG. 9 illustrates the configuration of a GUI screen;

[0028] FIG. 10 is a schematic diagram showing a sequence that follows the sequence in FIG. 8;

[0029] FIG. 11 illustrates desired information for direct upload;

[0030] FIG. 12 is a schematic diagram showing a sequence that follows the sequence in FIG. 10;

[0031] FIG. 13 is a schematic diagram showing an upload sequence in a case of uploading metadata separately;

[0032] FIG. 14 is a schematic diagram showing an upload sequence in a case of relay upload;

[0033] FIG. 15 is a flowchart illustrating an upload processing procedure executed by a client;

[0034] FIG. 16 is a flowchart following the flowchart in FIG. 15;

[0035] FIG. 17 is a flowchart illustrating an upload processing procedure executed by a client in another embodiment; and

[0036] FIG. 18 is a flowchart following the flowchart in FIG. 17.
DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0037] A description is given below to preferred modes (referred to below as embodiments) for carrying out embodiments of the present invention. The description is given in the following order:

[0038] 1. Embodiment
[0039] 2. Another Embodiment
[0040] 3. Still Another Embodiments

Embodiment

1-1. Outline of Embodiment

[0041] First, a description is given to an outline of an embodiment. After describing the outline, the description moves to specific examples of the embodiment.

[0042] In FIG. 1, the communication system 1 includes a communication device 10 uploading data to an arbitrary upload service and a server 20 storing and maintaining service information of each of a plurality of upload services.

[0043] The communication device 10 has a communication unit 11 communicating via a network and a control unit 12 controlling the communication unit 11.

[0044] The control unit 12 of the communication device 10 is designed to control the communication unit 11 to inquire if one upload service allows direct upload to the server 20.

[0045] When the one upload service allows direct upload as a result of the inquiry, the control unit 12 controls the communication unit 11 to obtain desired information for uploading data directly to the one upload service from the server 20.

[0046] The control unit 12 then controls the communication unit 11 according to the desired information to upload data directly to the one upload service. Specifically, it transfers data to an upload location specified by the one upload service.

[0047] The server 20 has a communication unit 21 communicating via a network, a control unit 22 controlling the communication unit 21, and a memory unit 23 storing and maintaining service information of each of the plurality of upload services.

[0048] The control unit 22 of the server 20 then controls the communication unit 21 to respond to the inquiry if the one upload service allows direct upload from the communication device 10 according to the service information stored and maintained in the memory unit 23.

[0049] Further, when the one upload service allows direct upload, the control unit 22 controls the communication unit 21 according to the service information stored and maintained to submit desired information, to the communication device 10, for uploading data directly to the one upload service.

[0050] With such a configuration, in the communication system 1, compared to a case of uploading via the server 20 as in related art, it is possible to reduce access concentration on the server 20. In the communication system 1, even when an upload service is added or deleted or an upload method is changed, it suffices to update the service information in the server 20 and it is possible to prevent an increase in user tasks in the communication device 10.

[0051] That is, in the communication system 1, while keeping the ease of upload, which is an advantage in a case of uploading via the server 20 as in related art, upload can be carried out quickly.

[0052] A detailed description is given below to specific examples of the communication system 1 with such a configuration.

1-2. Specific Examples of Embodiment

1-2-1. Configuration of Upload System

[0053] Next, a description is given to a configuration of an upload system 100 as a specific example of the present embodiment using FIG. 2.

[0054] As illustrated in FIG. 2, the upload system 100 is configured with clients 101 (101A, 101B), a web server 102, a relay server 103, and service providing servers 104 (104A to 104C). These devices have a function of communicating via a network, such as the Internet. Here, the clients 101 are the specific examples of the communication device 10 described above. The relay server 103 is a specific example of the server 20 described above.

[0055] The service providing servers 104A to 104C are servers operated respectively by providers A to C providing upload services to users. Specifically, the service providing servers 104A to 104C archive image data uploaded from the clients 101. The image data uploaded to the service providing servers 104A to 104C is managed per uploading user and can not only be browsed freely by the uploading user but also be published to other users via the network.

[0056] Although the respective providers A to C operating each of the service providing servers 104A to 104C are common in the point of providing an upload service for image data, they are different in service forms of the upload services.

[0057] Here, a specific description is given to the differences in the service forms of the upload services A to C provided by the providers A to C using FIGS. 3 and 4. As shown in FIGS. 3 and 4, the service forms of each of the upload services A to C can be represented by a plurality of items. In other words, each of the upload services A to C is different in at least a part of the contents shown by the plurality of items, and this indicates the differences in the service forms.

[0058] For example, “SUPPORTED FORMAT” is one of the items, which shows which of still image data upload and video image data upload is supported by each of the upload services A to C. For example, the upload service A only supports still image data upload, and that is shown in “SUPPORTED FORMAT”. The upload service C supports both still image data upload and video image data upload, and that is shown in “SUPPORTED FORMAT”.

[0059] “PUBLISH/UNPUBLISH SETTING” shows whether or not each of the upload services A to C allows setting of publishing/unpublishing uploaded image data. For example, the upload service A allows setting of publishing/unpublishing image data, and that is shown in “PUBLISH/UNPUBLISH SETTING”. The upload service B does not allow setting of publishing/unpublishing image data, and that is shown in “PUBLISH/UNPUBLISH SETTING”.

[0060] “ALBUM FUNCTION” shows whether or not each of the upload services A to C has a function of managing a plurality of uploaded image data pieces as an album (which may also be referred to as an album function). For example, the upload service A has an album function, and that is shown in “ALBUM FUNCTION”. The upload service B does not have an album function, and that is shown in “ALBUM FUNCTION”.

“ALBUM TITLE INPUT” shows whether or not each of the upload services A to C allows inputting a title of an album (that is, an album title) for managing a plurality of uploaded images as an album. For example, the upload service A allows inputting an album title, and that is shown in “ALBUM TITLE INPUT”. The upload service B does not allow inputting an album title, and that is shown in “ALBUM TITLE INPUT”.

“IMAGE TITLE INPUT” shows whether or not each of the upload services A to C allows inputting a title of uploaded image data (that is, an image title). For example, the upload service A allows inputting an image title, and that is shown in “IMAGE TITLE INPUT”.

“IMAGE DESCRIPTION INPUT” shows whether or not each of the upload services A to C allows inputting a description of uploaded image data (that is, an image description). For example, the upload service A allows inputting an image description, and that is shown in “IMAGE DESCRIPTION INPUT”. The upload service B does not allow inputting an image description, and that is shown in “IMAGE DESCRIPTION INPUT”.

“TAG INPUT” shows whether or not each of the upload services A to C allows inputting a tag of uploaded image data. A tag is information as a key for searching image data.

For example, the upload service A does not allow inputting a tag, and that is shown in “TAG INPUT”. The upload service B allows inputting a tag, and that is shown in “TAG INPUT”.

“LOGIN PARAMETER” shows a type of a login parameter that each of the upload services A to C requests to the client when uploading image data. For example, the upload service A requests an email address and a password as such a login parameter, and that is shown in “LOGIN PARAMETER”. The upload service B requests an ID and a password as such a login parameter, and that is shown in “LOGIN PARAMETER”.

“STILL IMAGE MAXIMUM SIZE” in FIG. 4 shows the maximum size of still image data that each of the upload services A to C allows for upload. For example, the upload service A allows uploading still image data of 5 MB at a maximum, and that is shown in “STILL IMAGE MAXIMUM SIZE”.

“VIDEO IMAGE MAXIMUM SIZE” shows the maximum size of video image data that each of the upload services A to C allows for upload. For example, the upload service A allows uploading video image data of 100 MB at a maximum, and that is shown in “VIDEO IMAGE MAXIMUM SIZE”.

“VIDEO IMAGE MAXIMUM TIME PERIOD” shows the maximum time period of video image data that each of the upload services A to C allows for upload. For example, the upload service B allows uploading video image data of 10 minutes at a maximum, and that is shown in “VIDEO IMAGE MAXIMUM TIME PERIOD”.

“MAXIMUM NUMBER OF CONTENTS” shows the maximum number of image data pieces that each of the upload services A to C allows each user to upload. For example, the upload service B allows each user to upload up to 20 image data pieces, and that is shown in “MAXIMUM NUMBER OF CONTENTS”.

“SERVICE LOGO” shows an image file of a service logo that is used in each of the upload services A to C.

“SERVICE TRADEMARK TEXT” shows a content of a service trademark text that is used in each of the upload services A to C.

“UPLOAD ORDER” shows the order of uploading image data pieces in each of the upload services A to C.

“DIRECT UPLOAD SUPPORT” shows whether or not each of the upload services A to C supports direct upload.

The direct upload is, as illustrated in FIG. 5, to upload image data from one of the clients 101 to one of the service providing servers 104 via the relay server 103. In contrast, as illustrated in FIG. 6, to upload image data from one of the clients 101 to one of the service providing servers 104 via the relay server 103 may also be referred to as relay upload.

Although described in detail later, either direct upload or relay upload does login, issuing of an session ID, and the like, via the relay server 103 from the clients 101 to the service providing servers 104. In other words, the relay server 103 plays a role as a common contact point (portal) when utilizing each of the upload services A to C from the clients 101.

Here, for example, the upload service B supports direct upload, and that is shown in “DIRECT UPLOAD SUPPORT”. The upload service A does not support direct upload, and that is shown in “DIRECT UPLOAD SUPPORT”.

“AUTOMATIC PROCESS IN SERVER” shows a process automatically executed by the service providing servers 104A to 104C when each of the upload services A to C uploads image data.

In such a way, the upload services A to C provided by the providers A to C are respectively different in the service forms, so that they employ different methods of uploading image data.

For example, although both upload services B and C support direct upload, they employ different upload methods.

In other words, the clients 101 are desired to execute direct upload in a method corresponding to each of the upload services B and C.

Accordingly, for example, it is considered to store information desired for direct upload (which may also be referred to as desired information) for utilizing each of the upload services B and C in the clients 101 in advance.

However, in this case, it is not allowed to support adding and deleting an upload service, changing an upload method, and the like. To enable supporting, the desired information should be updated in the clients 101 every time, forcing the users to do such a task.

In the upload system 100, the clients 101 are designed to obtain the desired information corresponding to the utilized upload service from the relay server 103 upon direct upload.

Actually, the relay server 103 is designed to maintain service information related to each of the upload services A to C, and the desired information is obtained from the service information to provide it to the clients 101.

Upon direct upload, the clients 101 access the relay server 103 to obtain desired information corresponding to the utilized upload service and perform direct upload according to the obtained desired information.

Thus, in the upload system 100, even when an upload service is added or deleted or an upload method is changed, it suffices to update the service information in the relay server 103 and labor on the clients 101 can be reduced.
[0088] By directly uploading image data to the service providing servers 104 not via the relay server 103 in such a way, it is possible to reduce access concentration on the relay server 103 and a case of uploading image data via the relay server 103.

[0089] On the other hand, as the upload service A, there is also a service not supporting direct upload. In a case of utilizing such a service, relay upload via the relay server 103 is carried out.

[0090] That is, one of the clients 101 submits image data to the relay server 103. The relay server 103 uploads the image data submitted from the client 101 to the service providing server 104A of the upload service A.

[0091] The client 101A has a function of directly accessing the relay server 103 and the service providing servers 104A to 104C to upload image data, whereas the client 101B does not have such a function.

[0092] Instead, the client 101B has a web browser function, and is designed to be able to upload image data by accessing from a web page provided by the web server 102 to the relay server 103 and the service providing servers 104A to 104C. In other words, the client 101B is designed to provide a function equivalent to the client 101A in cooperation with the web server 102.

[0093] In such a way, in the upload system 100, both clients 101A and 101B are designed to be able to upload image data similarly.

1-2-2. Configuration of Clients, Relay Server, and Service Providing Servers

[0094] Next, using FIG. 7, a description is given to a configuration of the clients 101, the relay server 103, and the service providing servers 104. The clients 101A and 101B are considered to have an identical configuration. The service providing servers 104A to 104C are also considered to have each identical configuration.

[0095] Each of the clients 101 has a control unit 110, a communication unit 111, a memory unit 112, a display unit 113, and an operation input unit 114.

[0096] The control unit 110 is configured with, for example, a CPU, a ROM, and a RAM, and integrates the whole according to various programs and various APIs, and also executes various processes relating to image data upload (described later in detail). API stands for an application programming interface, which is a program called for executing a particular process. CPU, ROM, and RAM stand for respectively a central processing unit, a read only memory, and a random access memory.

[0097] The communication unit 111 communicates with the relay server 103 and the service providing servers 104A to 104C via the network under the control of the control unit 110. The memory unit 112 is, for example, a hard disk drive or a flash memory, and stores various programs, various APIs, various image data pieces, and the like.

[0098] The display unit 113 is, for example, a liquid crystal display, and displays a GUI screen with images, icons, and the like disposed thereon under the control of the control unit 110. GUI stands for a graphical user interface. The operation input unit 114 is, for example, operation buttons or touch panels, and accepts a user operation as an input to send a command corresponding to the input to the control unit 110.

[0099] Although the client 101B basically has a configuration identical to that of the client 101A, it has a weaker function of executing programs and APIs in comparison with that of the client 101A. The client 101B is designed to provide an execution function equivalent to that of the client 101A by cooperating with the web server 102.

[0100] The relay server 103 has a control unit 120, a communication unit 121, and a memory unit 122. The control unit 120 is configured with, for example, a CPU, a ROM, and a RAM, and integrally controls the whole according to various programs and various APIs, and also executes various processes relating to image data upload (described later in detail).

[0101] The communication unit 121 communicates with the client 101A, the web server 102, and the service providing server 104A to 104C via the network under the control of the control unit 120. The memory unit 122 is, for example, a hard disk drive or a flash memory, and stores various programs, various APIs, various image data pieces, service information related to each of the upload services A to C, and the like.

[0102] Each of the service providing servers 104 has a control unit 130, a communication unit 131, and a memory unit 132. The control unit 130 is configured with, for example, a CPU, a ROM, and a RAM, and integrally controls the whole according to various programs and various APIs, and also executes various processes relating to image data upload (described later in detail).

[0103] The communication unit 131 communicates with the client 101A, the web server 102, and the relay server 103 via the network under the control of the control unit 130. The memory unit 132 is, for example, a hard disk drive or a flash memory, and stores various programs, various APIs, various image data pieces, service information of the upload services A to C, and the like. In the memory unit 132, a database is built for managing the uploaded image data.

[0104] The web server 102 is considered to have a configuration, for example, of omitting the display unit 113 and the operation input unit 114 from the configuration of the client 101A. That is, the web server 102 has an execution function equivalent to that of the client 101A. The web server 102 is then designed to execute various processes relating to image data upload (described later in detail) corresponding to a request from the client 101B.

1-2-3. Upload Sequence

[0105] Next, using FIGS. 8 to 14, a description is given to sequences for uploading image data from one of the clients 101 to one of the service providing servers 104 (which may also be referred to as upload sequences). Here, a description is given to an example of directly uploading image data from the client 101A to the service providing server 104B of the upload service B, which supports direct upload. The upload sequences are executed mainly by the control unit 110 of the client 101A, the control unit 120 of the relay server 103, and the control unit 130 of the service providing server 104B in cooperation.

[0106] First, in step S1 shown in FIG. 8, it is assumed that a user instructs the client 101A to start an upload program via the operation input unit 114. The control unit 110 of the client 101A then starts the upload program stored in the memory unit 112 in step S2. The upload program is a program common in each of the upload services A to C (which may also be referred to as a common program).

[0107] The control unit 110 of the client 101A requests a list of currently available upload services to the relay server 103 via the communication unit 111 in step S3 according to the upload program.
[0108] Upon receiving the request via the communication unit 121, the control unit 120 of the relay server 103 generates a list of currently available upload services in step SP4 to reply to the client 101A with the list via the communication unit 121.

[0109] The relay server 103 is designed to occasionally obtain service information in which the latest service forms and the like are shown from each of the service providing servers 104A to 104C to store it in the memory unit 122. The control unit 120 of the relay server 103 then generates the list of upload services on the basis of the service information to submit it to the client 101A. In the list, a name of the provider and a part of the service forms (for example, supported format), for example, are entered per currently available upload service.

[0110] Upon receiving the list via the communication unit 111, the control unit 110 of the client 101A makes the display unit 113 display the list as a GUI screen (not shown) in step SP5. The client 101A can thus let the user confirm the currently available upload services.

[0111] The GUI screen is designed to allow selecting a desired upload service from the list. The user is then assumed to select a desired upload service (for example, the upload service B) from the list via the operation input unit 114 in step SP6. The control unit 110 of the client 101A then requests detailed information on the selected upload service to the relay server 103 via the communication unit 111 in step SP7.

[0112] Such a request for the detailed information is executed in such a manner that the control unit 110 of the client 101A calls an API for obtaining detailed information stored in the memory unit 112. Such an API for obtaining detailed information is an API common in each of the upload services A to C (which may also be referred to as a common API).

[0113] Upon receiving the request via the communication unit 121, the control unit 120 of the relay server 103 replies to the client 101A via the communication unit 121 with the detailed information on the selected upload service in step SP8.

[0114] Here, the control unit 120 of the relay server 103 is designed to extract information corresponding to the selected upload service from the service information of each of the upload services A to C stored in the memory unit 122 to reply with it as the detailed information.

[0115] In other words, in the detailed information, the contents shown in each of the items shown in FIGS. 3 and 4 are included as the information related to the service forms of the selected upload service. Accordingly, the service forms of the selected upload service (which of still image upload and video image upload is supported, if direct upload is supported, and the like) are understood from the detailed information.

[0116] The detailed information is, for example, text data described in an XML format, and also includes information to configure a GUI screen displayed by the display unit 113 of the client 101A when utilizing the selected upload service.

[0117] Upon receiving the detailed information via the communication unit 111, the control unit 110 of the client 101A makes the display unit 113 display a GUI screen based on the detailed information in step SP9. The GUI screen displayed at this point differs depending on the selected upload service. FIG. 9 illustrates a GUI screen 200 displayed at this point. The GUI screen 200 is a GUI screen displayed when the upload service B is selected.

[0118] In the GUI screen 200, icon and logo 201 of the provider B of the upload service B is displayed at the upper left. To the right of the icon and logo 201, a login information input field 202 for inputting information desired for login (which may also be referred to as login information) and a submit button 203 for giving an instruction to submit the inputted login information are provided.

[0119] Further in the GUI screen 200, at the center, an upload image display region 204 is provided to display a listing of image data to be uploaded. Below the upload image display region 204, a size display region 205 is provided to display the size of the image data to be uploaded.

[0120] Still below the size display region 205, an album specification check box 206 is provided to specify whether uploading the image data as a new album or by adding to an existing album.

[0121] Still below the album specification check box 206, a title input field 207 is provided to input a title of the image data. Yet below the title input field 207, a comment input field 208 is provided to input a description (comment) of the image data.

[0122] Further in the GUI screen 200, at the lower right, an upload execution button 209 is provided to give an instruction for upload execution.

[0123] It is designed that, via the GUI screen 200, the user can input the login information, select the image data to be uploaded, specify the album to store the image data, input the title and the description, execute upload, and the like.

[0124] The GUI screen 200 illustrated in FIG. 9 is one example, and an input field to input a tag, a check box to specify a publish/unpublish setting of the image data to be uploaded, and the like may also be provided based on the detailed information.

[0125] The user is then assumed to input the login information in the login information input field 202 via the operation input unit 114 and presses the submit button 203 in step SP10 shown in FIG. 10. The control unit 110 of the client 101A then sends the inputted login information to the relay server 103 via the communication unit 111 in step SP11.

[0126] The submission of the login information by the client 101A is executed in such a manner that the control unit 110 of the client 101A calls an API for processing login stored in the memory unit 112. This API for processing login is also a common API. However, the login information to be submitted differs depending on the selected upload service.

[0127] Upon receiving the login information via the communication unit 121, the control unit 120 of the relay server 103 transfers the login information to the service providing server 104B of the selected upload service B via the communication unit 121 in step SP12.

[0128] The transfer of the login information to the service providing server 104B by the relay server 103 is executed by calling an API for processing login. Such an API for processing login is an API unique to each of the upload services A to C (which may also be referred to as a unique API). Such unique APIs are, for example, provided from each of the service providing servers 104A to 104C to be stored in the memory unit 122 of the relay server 103.

[0129] Upon receiving the login information via the communication unit 131, the control unit 130 of the service providing server 104B verifies the login information in step SP13. If it is confirmed as a login request from a user having a valid uploading authority as a result of the verification, the control unit 130 then issues a session ID for the relay server
103. The control unit 130 then submits the issued session ID and the login result indicating the login permission to the relay server 103 via the communication unit 131 in step SP14.

[0130] The session ID issued by the service providing server 104B is an ID utilized for keeping a session between the service providing server 104B and the relay server 103. That is, the following communication between the service providing server 104B and the relay server 103 is executed by assigning this session ID. Such a process can be thus omitted to submit the login information every time the relay server 103 accesses the service providing server 104B for verification of the login information in the service providing server 104B. Such a session ID may also be referred to as a session ID for a service providing server.

[0131] Upon receiving the login result and the session ID for a service providing server via the communication unit 121, the control unit 120 of the relay server 103 issues a session ID for the client 101A. The control unit 120 stores the session ID for a service providing server in the memory unit 122. The control unit 120 then submits the issued session ID and the received login result to the client 101A via the communication unit 121 in step SP15.

[0132] The session ID issued by the relay server 103 is an ID utilized for keeping a session between the relay server 103 and the client 101A. That is, the following communication between the relay server 103 and the client 101A is executed by assigning this session ID. Such a session ID may also be referred to as a session ID for a relay server.

[0133] Upon receiving the login result and the session ID for a relay server via the communication unit 111, the control unit 110 of the client 101A stores the session ID for a relay server in the memory unit 112. The control unit 110 displays on the GUI screen 200 that, for example, it has logged in normally on the basis of the received login result in step SP16.

[0134] Then in step SP17, it is assumed that the user presses the upload execution button 209 via the GUI screen 200, after carrying out a preparatory task for upload, such as selection of image data to be uploaded and inputs of a title and a description.

[0135] The control unit 110 of the client 101A then carries out direct upload because the detailed information on the upload service B received in advance indicates that the upload service B supports direct upload.

[0136] That is, the control unit 110 of the client 101A, firstly in step SP18, submits metadata of the uploading image data and its parameter composed of a file name and a size to the relay server 103 via the communication unit 111.

[0137] Here, the metadata is the title and the description of the image data, the ID of the album to store the image data, the publish/unpublish setting of the image data, and the like, inputted or specified via the GUI screen 200.

[0138] The submission of the metadata and the parameter is executed in such a manner that the control unit 110 of the client 101A calls a direct upload initiation API stored in the memory unit 112. Such a direct upload initiation API is a common API. The content of the submitted data is however different.

[0139] Upon receiving the metadata and the parameter, the control unit 120 of the relay server 103 submits the desired information for direct upload to the service providing server 104B to the client 101A in step SP19.

[0140] The desired information is generated on the basis of the metadata and the parameter received from the client 101A, the service information and the session ID for a service providing server obtained from the service providing server 104B of the upload location.

[0141] That is, the desired information includes, for example, the metadata and the parameter, the address of the upload location (the service providing server 104B, in this case), the data format of the image data, desired header information, the session ID for a service providing server, and the like.

[0142] FIG. 11 shows a specific example of the desired information. The desired information is, for example, text data described in an XML format. The desired information shown in FIG. 11 is an example of describing the session ID for a service providing server, the title, the description, the publish/unpublish setting, the data format, and the file name of the image data, the desired header information, and the like.

[0143] Upon receiving the desired information from the relay server 103, the control unit 110 of the client 101A appropriately processes the image data and metadata to be uploaded according to the desired information. For example, in a case of the image data to be uploaded not being in a specified data format, it converts to the specified data format.

[0144] Taking the image data and metadata as upload data, the control unit 110 further gives the specified information to the upload data according to the desired information. For example, the header information and the session ID for a service providing server entered in the desired information are given.

[0145] The control unit 110 then directly uploads the upload data, in step SP20 (FIG. 10), to the address of the upload location described in the desired information, in other words, the service providing server 104B. In other words, direct upload to the service providing server 104B is carried out.

[0146] Upon receiving the upload data from the client 101A via the communication unit 131, the control unit 130 of the service providing server 104B makes the memory unit 132 store the upload data and register it in a database for management.

[0147] Upon terminating direct upload from the client 101A, the control unit 130 then replies to the client 101A via the communication unit 131 with the result (which may also be referred to as an upload result) in step SP21.

[0148] Upon receiving the upload result, the control unit 110 of the client 101A transfers the upload result to the relay server 103 together with the metadata and the parameter of the uploaded image data in step SP22 (FIG. 12).

[0149] Here, the upload result provided from the service providing server 104B is in a format unique to each of the upload services (in this case, upload service B), and it is difficult for the client 101A to understand the contents directly.

[0150] In the upload system 100, it is designed that the client 101A submits the upload result to the relay server 103 to make the relay server 103 convert to a common format that can be recognized by the client 101A.

[0151] The submission of the metadata, the parameter, and the upload result is executed in such a manner that the control unit 110 of the client 101A calls a direct upload termination API stored in the memory unit 112. Such a direct upload termination API is an API identical to the direct upload initiation API other than the point of submitting the upload result, and is a common API.
Upon receiving the upload result of the metadata, the control unit 120 of the relay server 103 converts the upload result to the common format that can be recognized by the client 101A in step SP23.

The conversion of the upload result is executed in such a manner that the control unit 120 of the relay server 103 calls an API for converting an upload result stored in the memory unit 122. Such an API for converting an upload result is a unique API, and for example, is provided from each of the service providing servers 104A to 104C to be stored in the memory unit 122 of the relay server 103.

The control unit 120 then replies to the client 101A via the communication unit 121 with the upload result in the common format in step SP24.

Upon receiving the upload result in the common format, the control unit 110 of the client 101A displays that the upload is succeeded or failed on, for example, the GUI screen 200 on the basis of the upload result in step SP25.

With such an upload sequence, the upload system 100 is designed to support two-phase upload of image data and metadata as well.

In the upload sequence described using FIGS. 8 to 12, the image data and the metadata are taken as the upload data for uploading in one time. However, depending on the upload service, there may be a request for two-phase upload, such as uploading image data followed by uploading the metadata separately.

For example, it is assumed that the upload service C is a service requesting such two-phase upload.

In this case, the control unit 110 of the client 101A directly uploads the image data to the service providing server 104C in step SP20 described above (FIG. 10) according to the desired information received from the relay server 103. At this point, the control unit 110 does not upload the metadata.

After that, in step SP21, the result of uploading the image data is replied to the client 101A. Further in step SP22 (FIG. 13), the client 101A submits the upload result and the metadata and the parameter of the uploaded image data to the relay server 103.

Upon receiving the upload result, the metadata, and the parameter, the control unit 120 of the relay server 103 uploads the metadata to the service providing server 104C in step SP100 shown in FIG. 13.

In such a way, when two-phase upload of image data upload and metadata upload is requested, the image data is directly uploaded from the client 101A via the relay server 103 to the upload location.

The upload of metadata by the relay server 103 to the service providing server 104C is executed by calling an upload API. Such an upload API is a unique API, and for example, is provided from each of the service providing servers 104A to 104C and stored in the memory unit 122 of the relay server 103.

Upon receiving the metadata, the control unit 130 of the service providing server 104C makes the memory unit 132 store the metadata and register it in the database by matching with the image data uploaded in advance for management.

Upon terminating the upload of the metadata from the relay server 103, the control unit 130 replies to the relay server 103 via the communication unit 131 with the upload result of the metadata in step SP101.

Upon receiving the upload result of the metadata, the control unit 120 of the relay server 103 converts the upload result and the upload result of the image data received in advance from the client 101A to the common format in step SP102.

The control unit 120 replies to the client 101A via the communication unit 121 with the upload result in the common format in step SP24. The control unit 110 of the client 101A displays that the upload is succeeded or failed on, for example, the GUI screen 200 in step SP25 on the basis of the upload result.

With such an upload sequence, the upload system 100 is designed to support two-phase upload of image data and metadata as well.

In the upload sequence described using FIGS. 8 to 12, the upload data is directly uploaded to the upload location. However, there is also an upload service not supporting direct upload. In a case of utilizing such an upload service, relay upload is carried out.

Here, for example, it is assumed that the upload service A is a service not supporting direct upload.

In this case, the control unit 110 of the client 101A submits the metadata and parameter of the image data to the relay server 103 in step SP18 described above (FIG. 10).

Upon receiving the metadata and parameter of the image data, the control unit 120 of the relay server 103 uploads them as the upload data to the service providing server 104A in step SP200 shown in FIG. 14.

At this point, the control unit 120 of the relay server 103 appropriately processes the image data and the metadata and/or gives desired information to the upload data according to the service information obtained from the service providing server 104A.

This upload is executed in such a manner that the control unit 120 of the relay server 103 calls a relay upload API stored in the memory unit 112. Such a relay upload API is a unique API.

Upon receiving the upload data from the relay server 103, the control unit 130 of the service providing server 104A makes the memory unit 132 to store the upload data and register it in the database for management.

Upon terminating the upload from the relay server 103, the control unit 130 replies to the relay server 103 with the upload result in step SP201.

Upon receiving the upload result, the control unit 120 of the relay server 103 converts the upload result to the common format that can be understood by the client 101A in step SP23.

The control unit 120 replies to the client 101A with the upload result in the common format in step SP24.

Upon receiving the upload result in the common format, the control unit 110 of the client 101A displays that the upload is succeeded or failed on, for example, the GUI screen 200 on the basis of the upload result in step SP25.

With such an upload sequence, the upload system 100 is designed to relay upload the image data from the client 101A via the relay server 103 to the service providing server 104A.

As thus far described, in the upload system 100, this relay server 103 is designed to store and maintain the service information related to each of the upload services A to C.

The relay server 103 is then designed to obtain the desired information for direct upload from the service information to submit it to the client 101A.
The client 101A performs direct upload to the specified upload location according to the desired information.

Thus, in the upload system 100, the access concentration on the relay server 103 can be reduced compared to a case of uploading via the relay server 103 as in related art. As a result, the time taken for upload can be remarkably cut compared to a system that carries out relay upload for each time.

In the upload system 100, even when an upload service is added or deleted or an upload method is changed, it suffices to update the service information in the relay server 103 and the labors on the client 101A can be reduced.

In such a way, the upload system 100, it is designed to allow quick and easy upload.

In the upload system 100, in case of utilizing an upload service not supporting direct upload, it is designed to carry out relay upload via the relay server 103 similar to related art.

In the upload system 100, it is thus possible to provide both services of allowing direct upload and allowing only relay upload, and diverse upload services can be provided for users.

1-2-4. Procedure of Upload Processes Executed by Client

Next, using FIGS. 15 and 16, a description is given to a procedure RT1 of upload processes executed by the client 101A in the upload sequence described above (which may also be referred to as an upload processing procedure).

The upload processing procedure RT1 is a processing procedure executed in accordance with the upload program started by the control unit 110 of the client 101A.

As the upload program is instructed to start, the control unit 110 of the client 101A initiates the upload processing procedure RT1. The control unit 110 obtains a list of currently available upload services from the relay server 103 to display it on the display unit 113 and the sequence proceeds to step SP300.

In step SP300, the control unit 110 stands by for the selection of an upload service to be utilized from the displayed list, and when selected, it obtains a positive result in step SP300 and the sequence proceeds to step SP301.

In step SP301, the control unit 110 obtains detailed information on the selected upload service from the relay server 103 and the sequence proceeds to step SP302. In step SP302, the control unit 110 displays the GUI screen 200 as illustrated in FIG. 9 according to the obtained detailed information on the display unit 113 and the sequence proceeds to step SP303.

In step SP303, the control unit 110 stands by for an instruction of upload via the displayed GUI screen 200, and when instructed, it obtains a positive result in step SP303 and the sequence proceeds to step SP304.

In step SP304, the control unit 110 determines whether or not the upload service utilized at this time is a service supporting direct upload on the basis of the detailed information received in advance.

When the control unit 110 obtains a positive result in step SP304 because the upload service utilized at this time is a service supporting direct upload, the sequence proceeds to step SP305.

In step SP305, the control unit 110 submits the metadata of the image data to be uploaded and its parameter (the file name and the size of the image data) to the relay server 103 and the sequence proceeds to step SP306.

In step SP306, the control unit 110 receives the desired information for direct upload that is in a reply from the relay server 103 as a result of the submission of the metadata and the parameter and the sequence proceeds to step SP307.

In step SP307, the control unit 110 submits the image data and the metadata to be uploaded as the upload data to the specified address on the basis of the received desired information (in other words, carries out direct upload) and the sequence proceeds to step SP308.

In step SP308, the control unit 110 receives the upload result in a reply from the service providing server 104 of the upload location and the sequence proceeds to step SP309. In step SP309, the control unit 110 transfers the received upload result to the relay server 103 and the sequence proceeds to step SP310 (FIG. 16).

In contrast, when the control unit 110 obtains a negative result in step SP304 described above (FIG. 15) because the upload service utilized at this time is a service not supporting direct upload, the sequence proceeds to step SP311.

In step SP311, the control unit 110 submits the image data and the metadata to be uploaded to the relay server 103 (in other words, carries out relay upload) and the sequence proceeds to step SP310 (FIG. 16).

In step SP310, the control unit 110 receives the upload result in the common format in a reply from the relay server 103 and the sequence proceeds to step SP312. In step SP312, the control unit 110 determines whether or not the contents of the upload result in the common format indicates a success of the upload.

When the control unit 110 obtains a positive result in step SP312 because the contents of the upload result indicate a success of the upload, the sequence proceeds to step SP313. In step SP313, the control unit 110 displays that the upload is succeeded on the GUI screen 200 to terminate the upload processing procedure RT1.

In contrast, when the control unit 110 obtains a negative result in step SP312 described above because the contents of the upload result indicate a failure of the upload, the sequence proceeds to step SP314. In step SP314, the control unit 110 displays that the upload is failed on the GUI screen 200 to terminate the upload processing procedure RT1.

In accordance with such an upload processing procedure RT1, the client 101A is designed to carry out direct upload or relay upload.

1-2-5. Behavior and Effects

In the above configuration, in the upload system 100, the relay server 103 stores and maintains the service information related to each of the upload services A to C. The relay server 103 is then designed to obtain the desired information for direct upload from the service information to provide it to the client 101A.

On the other hand, the client 101A determines whether or not the upload service selected by the user supports direct upload on the basis of the detailed information obtained from the relay server 103. Then, in a case of the selected upload service supporting direct upload, the client 101A utilizes the selected upload service to carry out direct upload.
At this point, the client 101A firstly obtains the desired information from the relay server 103 for direct upload utilizing the upload service.

The client 101A then carries out direct upload to the upload location specified by the upload service according to the desired information. In other words, data is uploaded not via the relay server 103, but directly to the upload location.

Thus, in the upload system 100, access concentration on the relay server 103 can be reduced compared to a case of uploading via the relay server 103. As a result, the time taken for upload can be remarkably cut compared to a system that carries out relay upload for each time.

In the upload system 100, even when an upload service is added or deleted or an upload method is changed, it suffices to update the service information in the relay server 103 and labor on the client 101A can be reduced. In other words, it can prevent an increase in user tasks in the client 101A.

Accordingly, in the upload system 100, it is possible to upload quickly and easily.

According to the above configuration, the upload system 100 can remarkably cut the time taken for upload compared to a system that carries out relay upload for each time as in related art. In the upload system 100, even when an upload service is added or deleted or an upload method is changed, it suffices to update the service information in the relay server 103, and it is possible to prevent an increase in user tasks in the client 101A. That is, in the upload system 100, it is possible to upload quickly while keeping the ease of upload, which is an advantage in a case of relay upload as in related art.

2. Another Embodiment

Next, a description is given to another embodiment. In the embodiment described earlier, direct upload is carried out when the utilized upload service supports direct upload. In contrast, in the other embodiment, it is designed to select either of direct upload and relay upload according to the network traffic.

Since the configurations of the upload system 100, the clients 101A and 101B, the relay server 103, and the service providing servers 104A to 104C are similar to those of the embodiment described earlier, they should be referred to the embodiment described earlier. Therefore, a description is given here only to an upload processing procedure RT2 executed by the client 101A using FIGS. 17 and 18.

In the upload processing procedure RT2 shown in FIGS. 17 and 18, steps identical to those in the upload processing procedure RT1 in the embodiment described earlier are assigned identical step numbers.

2-1. Procedure of Upload Processes Executed by Client

As the upload program is instructed to start, the control unit 110 of the client 101A initiates the upload processing procedure RT2. The control unit 110 then carries out the processes in steps SP300 to SP303 as in the upload processing procedure RT1 of the embodiment described earlier, and the sequence proceeds to step SP304.

In the other embodiment, the address of the upload location is assumed to be included, in addition to the service forms of the selected upload service, in the detailed information on the upload service obtained from the relay server 103 in step SP301.

In step SP304, the control unit 110 determines whether or not the upload service utilized at this time supports direct upload on the basis of the detailed information received in advance.

When the control unit 110 obtains a positive result in step SP304 because the upload service utilized at this time is a service supporting direct upload, the sequence proceeds to step SP400 at this point.

In step SP400, the control unit 110 submits dummy data directly to the service providing server 104 of the upload location on the basis of the address of the upload location included in the detailed information. Such dummy data is dummy upload data, and assumed to be data smaller in size compared to an actual upload data (for example, several tens in kilobyte).

The service providing server 104, which receives the dummy data, returns some response (for example, an error) to the client 101A. The control unit 110 of the client 101A measures the time from when submitting the dummy data until the response is returned (that is, a communication time). The communication time indicates the traffic in a case of direct communication of the client 101A with the service providing server 104 of the upload location. The control unit 110 then stores the communication time as a direct upload time in the memory unit 112 and the sequence proceeds to step SP401.

In step SP401, the control unit 110 submits the dummy data, which is identical to the dummy data submitted in step SP400, to the relay server 103. The relay server 103, which has received the dummy data, submits the dummy data to the service providing server 104 to which the client 101A has directly submitted the dummy data.

The service providing server 104 which has received the dummy data returns some response (for example, an error) to the relay server 103. This response is then transferred from the relay server 103 to the client 101A. The control unit 110 of the client 101A measures the time from when the dummy data is submitted until the response is returned (that is, a communication time). The communication time indicates the traffic when the client 101A communicates with the service providing server 104 of the upload location via the relay server 103. The control unit 110 then stores the communication time as a relay upload time in the memory unit 112 and the sequence proceeds to step SP402.

In step SP402, the control unit 110 compares the direct upload time with the relay upload time and the sequence proceeds to step SP403. In step SP403, the control unit 110 determines whether to perform direct upload or not on the basis of the result of comparison in step SP402.

Specifically, the control unit 110 estimates that, when the direct upload time is shorter than the relay upload time, there is less traffic in direct upload than in relay upload. In other words, it estimates that the direct upload takes a shorter time for upload and is more effective. At this point, the control unit 110 is designed to determine that direct upload should be carried out.

In contrast, when the expected direct upload time is longer than the expected relay upload time, the control unit 110 estimates that there is a loss traffic in relay upload than in direct upload. In other words, it estimates that the relay upload takes a shorter time for upload and is more effective.
At this point, the control unit 110 is designed to determine that relay upload should be carried out.

[0229] When the control unit 110 determines execution of direct upload and obtains a positive result in step SP403, the sequence proceeds to step SP305 (FIG. 18). The control unit 110 then carries out direct upload of the upload data by processing steps SP305 to SP309 as in the upload processing procedure RT1 of the embodiment described earlier and the sequence proceeds to step SP310.

[0230] In contrast, when the control unit 110 determines execution of relay upload and obtains a negative result in step SP403 described above, the sequence proceeds to step SP311. The control unit 110 then carries out relay upload of the upload data in cooperation with the relay server 103 in step SP311 and the sequence proceeds to step SP310.

[0231] The control unit 110 then performs processes in steps SP310 to SP313 or SP314 as in the upload processing procedure RT2 of the embodiment described earlier, and then terminates the upload processing procedure RT2.

[0232] In accordance with such an upload processing procedure RT2, the client 101A is designed to carry out direct upload or relay upload.

[0233] In such a way, in the other embodiment, the client 101A is designed to select the one which is estimated to terminate upload in a shorter time from direct upload and relay upload according to the network traffic.

[0234] That is, the client 101A carries out relay upload as long as relay upload is estimated to terminate in a shorter upload time even for a service supporting direct upload.

[0235] Thus in the other embodiment, it is possible to upload more quickly compared to a case of carrying out direct upload for each time utilizing a service supporting direct upload.

[0236] There may be a case in which the physical distance between the relay server 103 and the service providing server 104 is longer than the physical distance between the client 101A and the service providing server 104. In such a case, the time for upload may take longer in direct upload than in relay upload. Even in this case, the other embodiment can upload more quickly in such a manner that the client 101A estimates the situation from the comparison of the communication times described above and selects relay upload.

3. Still Another Embodiments

3-1. Still Another Embodiment 1

[0237] In the embodiment described first, when direct upload is failed, the client 101A indicates the failure on the GUI screen 200 and terminates the upload processing.

[0238] Without limiting to this, when direct upload is failed, the client 101 may also relay upload the same upload data again.

[0239] That is, when the upload result received from the relay server 103 shows a failure of direct upload, the control unit 110 of the client 101A submits the same image data and metadata to the relay server 103.

[0240] The relay server 103 uploads the image data and the metadata as the upload data to the service providing server 104.

[0241] In such a way, by designing to carry out relay upload when direct upload is failed, data can be uploaded more certainly.

[0242] Without limiting to this, when an upload result is not returned even after passing a predetermined time since direct upload has initiated, the client 101 may also cancel the direct upload, and instead, carry out relay upload.

[0243] The predetermined time in such a case (which may also be referred to as a timeout period) is assumed to be set per upload service corresponding to, for example, the format (video image or still image), the size, and the like of the image data to be uploaded.

[0244] The timeout period is then stored and maintained in the relay server 103 as, for example, the service information of each of the upload services to be also provided to the client 101A as the detailed information.

[0245] That is, the control unit 110 of the client 101A cancels direct upload when the upload result is not returned even after passing a timeout period included in the detailed information since the direct upload has initiated.

[0246] The control unit 110 of the client 101A then submits the same image data and metadata to the relay server 103. The relay server 103 uploads the image data and the metadata as the upload data to the service providing server 104.

[0247] In such a way, although depending on the traffic condition, it is possible to upload data more quickly than continuing direct upload in many cases.

[0248] Without limiting to this, direct upload and relay upload may also be carried out in parallel not cancelling the direct upload after passing the timeout period.

[0249] In this case, when either upload result is returned, the control unit 110 of the client 101A cancels the other upload.

3-2. Still Another Embodiment 2

[0250] In the embodiment described first, upon receiving the upload result from the service providing server 104, the client 101A transfers it, together with the metadata and the parameter of the uploaded image data, to the relay server 103.

[0251] Without limiting to this, only the upload result may also be transferred to the relay server 103 at this point.

[0252] Actually, the client 101A has submitted the metadata and the parameter of the image data to be uploaded also immediately before obtaining the desired information from the relay server 103. Therefore, as long as the relay server 103 makes the memory unit 122 store the metadata and the parameter received at this point, they may not be transferred from the client 101A to the relay server 103 again.

3-3. Still Another Embodiment 3

[0253] Further in the embodiment described first, in a case of utilizing a service in which the image data and the metadata should be uploaded separately, the image data is directly uploaded and the metadata is relay uploaded.

[0254] Without limiting to this, the metadata may also be directly uploaded. In this case, however, the relay server 103 also provides the desired information to the client 101A for direct upload of the metadata.

3-4. Still Another Embodiment 4

[0255] Further in the embodiment described first, the relay server 103 provides the text data, which is described in an XML format as the desired information for direct upload, to the client 101A.

[0256] Without limiting to this, the relay server 103 may also provide a direct upload API to the client 101A as the desired information. Such an API is a unique API, and for
example, is provided from each of the service providing servers 104A to 104C and stored in the memory unit 122 of the relay server 103.

[0257] In this case, the client 101A may then carry out direct upload by calling the direct upload API.

3-5. Still Another Embodiment 5

[0258] Further in the embodiment described first, in a case of carrying out direct upload from the client 101A, the service providing server 104 directly replies to the client 101A with the upload result.

[0259] Without limiting to this, the upload result may also be in a reply to the relay server 103 for each time, and the relay server 103 may also convert the upload result to the common format and then transfer to the client 101A.

[0260] In such a way, the client 101A does not have to transfer the upload result in a reply from the service providing server 104 to the relay server 103, and the load on the client 101A can be more reduced.

3-6. Still Another Embodiment 6

[0261] Further in the embodiment described first, the client 101A obtains the detailed information in which whether or not the upload service to be utilized supports direct upload and the like are shown from the relay server 103. Then, from the detailed information, the client 101A determines whether or not the upload service to be utilized supports direct upload.

[0262] In other words, in the embodiment described first, the relay server 103 notifies the client 101A of whether or not the upload service to be utilized supports direct upload via the detailed information.

[0263] Without limiting to this, the client 101A may also directly inquire to the relay server 103 whether or not the upload service to be utilized supports direct upload.

[0264] In this case, the control unit 120 of the relay server 103 determines whether or not the upload service to be utilized supports direct upload on the basis of the stored and maintained service information. It may then reply to the client 101A with the result of determination.

3-7. Still Another Embodiment 7

[0265] Further in the other embodiment described earlier, either of the direct upload and relay upload is selected based on the network traffic.

[0266] Without limiting to this, either of direct upload and relay upload may also be selected based on, for example, the image data format.

[0267] In this case, the client 101A selects direct upload, for example, when the format of the image data to be uploaded is a video image, to directly upload the image data. In contrast, when the format of the image data to be uploaded is still image, the client 101A selects relay upload to relay upload the image data.

[0268] In such a way as well, access concentration on the relay server 103 can also be reduced compared to a system that only carries out relay upload. By changing an upload path corresponding to the format of the image data in such a way, the network traffic can be distributed.

[0269] Without limiting to this, the selection of either direct upload or relay upload may also be made based on, for example, the size of the image data.

[0270] In this case, the client 101A selects direct upload, when, for example, the size of the image data to be uploaded is not less than a predetermined size to direct upload the image data. In contrast, when the size of the image data to be uploaded is less than the predetermined size, the client 101A selects relay upload to relay upload the image data.

[0271] In such a way as well, access concentration on the relay server 103 can also be reduced compared to a system that only carries out relay upload. By changing an upload path corresponding to the size of the image data in such a way, the network traffic can be distributed.

3-8. Still Another Embodiment 8

[0272] The present invention is not limited to the embodiments described so far. That is, embodiments of the present invention also include various combinations of parts of or all of these embodiments described so far, and forms of extracting part of them.

[0273] For example, the other embodiment described earlier and still the other embodiment 1 may also be combined. In other words, as in the other embodiment described earlier, the client 101A selects either of direct upload and relay upload. As a result of carrying out the selected upload, it is assumed that selected upload is failed. Then, the client 101A may also carry out the other type of upload as in still the other embodiment 1.

[0274] It should be understood by those skilled in the art that various modifications, combinations, sub-combinations and alterations may occur depending on design requirements and other factors insofar as they are within the scope of the appended claims or the equivalents thereof.

1. (canceled)

2. A communication device comprising:
   circuitry configured to:
   upload data to one upload service according to information obtained from a server storing service information of each of a plurality of upload services; and
   receive an upload result from the server, the upload result originating in a reply from the one upload service as a result of carrying out the upload and having been converted in the server to a format that the communication device can recognize.

3. The communication device according to claim 2, wherein the upload result is in a format unique to the one upload service before being converted.

4. The communication device according to claim 2, wherein the circuitry is configured to transfer the upload result to the server after receiving it from the one upload service and before being converted.

5. The communication device according to claim 2, wherein when the one upload service allows a direct upload and also upload via the server, the circuitry is configured to select either the direct upload or the upload via the server.

6. The communication device according to claim 2, wherein when the one upload service does not allow a direct upload and allows upload via the server, the circuitry is configured to select the upload via the server.

7. The communication device according to claim 5, wherein the circuitry is configured to select either the direct upload or the upload via the server based upon an image data format of the data.

8. The communication device according to claim 5, wherein the circuitry is configured to select either the direct upload or the upload via the server according to a network traffic.
9. The communication device according to claim 8, wherein when uploading the data, the circuitry is configured to measure a first communication time taken for the direct upload using dummy data and a second communication time taken for the upload via the server using the dummy data, and determine the network traffic according to the first communication time and the second communication time.

10. The communication device according to claim 5, wherein when the direct upload fails, the circuitry is configured to select the upload via the server.

11. The communication device according to claim 10, wherein when the upload result is not returned in response to the direct upload, the circuitry is configured to determine that the direct upload has failed.

12. The communication device according to claim 10, wherein when the upload result is not returned in response to the direct upload after passing of a predetermined time, the circuitry is configured to determine that the direct upload has failed.

13. The communication device according to claim 2, wherein:
   the data includes content data and metadata; and
   the circuitry is configured to upload the content data by a direct upload while uploading the metadata by upload via the server.

14. The communication device according to claim 2, wherein the plurality of upload services are connected to a network separate from the server.

15. The communication device according to claim 5, wherein the direct upload is an upload of the data from the communication device to the one upload service not via the server.

16. A server comprising:
   a memory storing information of each of a plurality of upload services; and
   circuitry configured to:
       transfer information to a communication device regarding uploading data to one upload service among the plurality of upload services;
       convert an upload result to a format that the communication device can recognize, the upload result having originated in a reply from the one upload service as a result of carrying out the upload; and
       transfer the upload result to the communication device.

17. The server according to claim 16, wherein the upload result is in a format unique to the one upload service before being converted.

18. The server according to claim 16, wherein the upload result is received from the communication device before it is converted.

19. The communication system according to claim 16, wherein the circuitry is configured to update the information of memory when an upload service of the plurality of upload services is added, deleted, or changed.

20. A non-transitory medium storing a program which when executed causes a communication device execute steps comprising:
       uploading data to one upload service according to information obtained from a server storing service information of each of a plurality of upload services; and
       receiving an upload result from the server, the upload result originating in a reply from the one upload service as a result of carrying out the upload and having been converted in the server to a format that the communication device can recognize.

21. A communication system comprising a communication device and a server, wherein
   the communication device includes circuitry configured to:
       upload data to one upload service according to information obtained from a server storing service information of each of a plurality of upload services; and
       receive an upload result from the server, the upload result originating in a reply from the one upload service as a result of carrying out the upload and having been converted in the server to a format that the communication device can recognize, and
   the server includes a memory storing information of each of the plurality of upload services; and
   circuitry configured to:
       transfer the information to the communication device regarding uploading data to one upload service among the plurality of upload services;
       convert the upload result to the format that the communication device can recognize; and
       transfer the upload result to the communication device.

* * * * *