A method and apparatus for realistically playing content stimulating sight and hearing senses of a user corresponding to a location of the user, by determining a first location of a user, mapping a content space displayed on a display unit corresponding with an actual space in which the user is positioned based on the first determined location, determining a virtual viewpoint in the content space corresponding to a second location of the user, and playing content corresponding to the determined virtual viewpoint.
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BACKGROUND OF THE INVENTION

The present invention relates generally to a content playing method and apparatus, and more particularly, to a method for playing content corresponding to a location of a user and an apparatus thereof.

In recent years, the demand for Three-Dimensional (3D) image technology has increased and with more common use of digital broadcasting, stereoscopic image use in 3D TV and 3D information terminals is being actively researched. In general, the stereoscopic image implemented through 3D technology is formed by a stereo sight principle as experienced through two eyes. Because two eyes are spaced apart from each other by approximately 65 mm, a binocular parallax acts as a main factor of depth. When the left and right eyes view different stereoscopic images, the two different stereoscopic images are transferred to a brain through a retina, wherein the brain combines the two different stereoscopic image such that the user experiences the depth of the stereoscopic image. However, while a 3D TV is capable of showing a 3D image having a fixed viewpoint regardless of a location of a user, the TV cannot provide a realistic image where the user is present in the TV.

SUMMARY OF THE INVENTION

Accordingly, the present invention has been made to solve the above mentioned problems occurring in the prior art, and the present invention provides a method for playing realistic content stimulating at least one of the senses of a user, corresponding to a location of the user, and an apparatus thereof.

According to an aspect of the present invention, there is provided a content playing method including determining a first location of a user; mapping a content space displayed on a display unit to correspond with an actual space in which the user is present based on the first determined location; determining a virtual viewpoint in the content space corresponding to a second location of the user; and playing content corresponding to the determined virtual viewpoint.

According to another aspect of the present invention, there is provided a content playing apparatus including a content collecting unit for collecting content stimulating senses of a user; a content processor for performing a processing operation such that content input from the content collecting unit is played; a content playing unit for playing content input from the content collecting unit; a sensor for collecting information associated with a location of the user such that the content is played corresponding to the location of the user; and a controller for determining a virtual viewpoint in a virtual content space corresponding to the location of the user based on received information from the sensor and controlling such that content corresponding to the determined virtual viewpoint are played.

BRIEF DESCRIPTION OF THE DRAWINGS

Fig. 1 is a block diagram illustrating a configuration of a content playing apparatus according to an embodiment of the present invention;

Fig. 2 is a diagram illustrating a three-dimensional coordinate system according to an embodiment of the present invention;

Figs. 3A, 3B, and 3C are diagrams illustrating a perspective view, a plan view, and a side view, respectively, of an actual space according to an embodiment of the present invention;

Figs. 4A and 4B are diagrams illustrating a perspective view and a plan view, respectively, of a virtual content space according to an embodiment of the present invention;

Fig. 5 is a block diagram illustrating a realistic type playing unit according to an embodiment of the present invention;

Fig. 6 is a diagram illustrating a space mapping method according to an embodiment of the present invention;

Fig. 7 is a diagram illustrating a space mapping method according to an embodiment of the present invention;

Fig. 8 is a diagram illustrating a virtual viewpoint determining method according to an embodiment of the present invention;

Fig. 9 is a diagram illustrating an angle control method of a virtual camera according to an embodiment of the present invention;

Fig. 10 is a diagram illustrating a stereoscopic image control method according to an embodiment of the present invention;

Fig. 11 is a diagram illustrating a stereoscopic sound control method according to an embodiment of the present invention;

Fig. 12 is a block diagram illustrating a network of a home network system to which a content playing apparatus is applied according to an embodiment of the present invention;

Fig. 13 is a flowchart illustrating a content playing method according to an embodiment of the present invention; and

Fig. 14 is a flowchart illustrating a content playing method according to an embodiment of the present invention.

DETAILED DESCRIPTION OF EMBODIMENTS OF THE PRESENT INVENTION

Hereinafter, various embodiments of the content playing method and apparatus according to the present invention are described in detail with reference to the accompanying drawings. The same reference numbers are used throughout the drawings to refer to the same or similar elements. Detailed description of well-known functions and structures is omitted to avoid obscuring the subject matter of the present invention.
As used herein, the term “content” refers to an operation for stimulating senses of a user, such as a sense of sight, a sense of hearing, and a sense of touch. For example, the content may be an image, light, voice, and wind. Further, realistic type playback may refer to playing content corresponding to a location of the user. That is, the user may experience the same content differently in different locations of the user. For example, when the content is a car displayed on a screen, a front surface or a side surface of the car is viewed by the user depending on the user location. The content playing method and apparatus are applicable to an electronic device having a function playing content stimulating senses of the user. Specifically, the content playing method and apparatus is applicable to a notebook computer, a desktop PC, a tablet PC, a smart phone, a High Definition Television (HDTV), a smart TV, a 3-Dimensional (3D) TV, an Internet Protocol Television (IPTV), a stereoscopic sound system, a theater system, a home theater, a home network system and the like.

The content playing method and apparatus provide a function for tracking location variation of the user, and a function for realistically playing content corresponding to the tracked location of the user. The content playing method and apparatus according to an embodiment of the present invention may provide a function that receives content, such as images from a content provided through Local Area Network (LAN), wireless LAN, 3-Generation (3G) or 4-Generation (4G) wireless communication network, stores and plays a database including the received images in a real-time manner. The images may include stereoscopic image. The stereoscopic image may become 3D movie, 3D animation, or 3D computer graphics. Further, the stereoscopic image may be a multi-media combined with the stereoscopic sound.

FIG. 1 is a block diagram illustrating a configuration of a content playing apparatus according to an embodiment of the present invention. It is assumed that the content playing apparatus of FIG. 1 is a 3D TV, which enables content to appear to exist in a space between a screen and the user. Referring to FIG. 1, a content playing apparatus 100 according to an embodiment of the present invention includes an input unit 110, a remote controller 120, a remote controller receiver 125, a sensor 130, a content collecting unit 140, a content processor 150, a sound output unit 161, an image display unit 162, a memory 170, an interface unit 180, and a controller 190.

The input unit 110 may include a plurality of input keys and function keys for receiving input of numeral or character information, and for setting various functions. The functions may include arrow keys, side keys, and hot keys set to a predetermined function. Further, the input unit 110 creates and transfers a key event associated with user setting and function control of the content playing apparatus 100. The key event may include a power on/off event, a volume control event, a screen on/off event, etc. The controller 190 controls the foregoing elements in response to the key event.

The remote controller 120 creates various key events for operating the content playing apparatus 100, converts the created key event into a wireless signal, and transmits the wireless signal to the remote controller receiver 125. Specifically, the remote controller 120 of the present invention may create a start event for requesting realistic type playback and a termination event for terminating the realistic type playback. As illustrated above, the realistic type playback may be defined to play content corresponding to a location of the user. The remote controller receiver 125 converts a received wireless signal into an original key event, and transfers the original key event to the controller 190.

The sensor 130 collects information associated with the location of the user such that the user may track the location of the user, and transfers the collected information to the controller 190. Specifically, the sensor 130 may be implemented by an image sensor or an optical sensor for sensing light of a predetermined wavelength such as infrared ray. Moreover, the sensor 130 converts a sensed physical amount into an electric signal, and an Analog to Digital Converter (ADC) converts the electric signal into data, and transfers the data to the controller 190.

The content collecting unit 140 performs a function for collecting content stimulating senses of the user. Specifically, the content collecting unit 140 performs a function for collecting images and sounds from a network or a peripheral device. That is, the content collecting unit 140 may include a broadcasting receiver 141 and an Internet communication unit 142. Specifically, the broadcasting receiver 141 selects one from a plurality of broadcasting channels, and demodulates a broadcasting signal of the selected broadcasting channel to original broadcasting content. The Internet communication unit 142 includes a wired modem or a wireless modem for receiving various information for home shopping, home banking, and on-line gaming, and MP3 use and additional information with respect thereto. The Internet communication unit 142 may include a mobile communication module (e.g., 3G mobile communication module, 3.5G mobile communication module, and 4G mobile communication module) and a near distance communication module (e.g., a Wi-Fi module).

The content processor 150 performs a processing function to play content from a content collecting unit 140. Specifically, the content processor 150 classifies input content into a stereoscopic image and a stereoscopic sound. The content processor 150 may include a sound processor for decoding and outputting the classified stereoscopic sound to a sound output unit 161, and an image processor for decoding the classified stereoscopic sound into a left image and a right image and outputting the left image and the right image to the image processor 152. Further, the content processor 150 may compress and transfer input content to the controller 190 under the control of the controller 190. Accordingly, the controller 190 transfers compressed content to the memory 170. Specifically, the sound processor 150 may control a direction or a distance of a stereoscopic sound according to the location of the user. In other words, the sound processor 150 may change a type of the sound output from the sound output unit 161 according to a location of the user or change the volume according to a type of the sound. The image processor 160 may control brightness, stereoscopic sensation, and depth according to the location of the user.

The content playing unit 160 performs a function for playing content processed by the content processor 150. The content playing unit 160 may include a sound output unit 161 and an image display unit 162. The sound output unit 161 outputs a decoded stereoscopic sound, and includes a plurality of speakers, for example, 5.1 channel speakers. The image display unit 161 displays a stereoscopic image. The image display unit 162 displays a stereoscopic image with depth, as the stereoscopic image actually exists in a three-dimensional space between the image display unit 162 and the screen.
through a display unit for displaying a stereoscopic image and a 2D implementing unit for allowing a user to experience depth with respect to a displayed stereoscopic image. The display unit may be implemented as a Liquid Crystal Display (LCD), Organic Light Emitting Diodes (OLED), or Active Matrix Organic Light Emitting Diodes (AMOLED). The 3D implementing unit is a structural element formed in an accumulated with the display unit making different images to be recognized at binocular right and left eyes. Generally, the 3D implementing scheme is divided into a glass scheme and a glass-free scheme. The glass scheme includes a color filter scheme, a deflection filter scheme, and a shutter glass scheme. The glass-free scheme includes a lenticular lens scheme and a pattern element. Because the 3D implementing scheme is known in the art, a detailed description thereof is omitted.

[0034] The memory 170 stores programs and data necessary for an operation of the content playing apparatus 100. The memory 170 may be configured by a volatile storage medium, a nonvolatile storage medium, or a combination thereof. The volatile storage medium includes a semiconductor memory such as RAM, DRAM, or SRAM. The nonvolatile storage medium may include a hard disk. Further, the memory 170 may be divided into a data area and a program area. Specifically, a data area of the memory 170 may store data created by the controller 160 according to use of the content playing apparatus 100. The data area may store content compressed in a predetermined format provided from the controller 160. The program area of the memory 140 may store an operating system (OS) for hosting the content playing apparatus 100 and operating respective elements, and applications for supporting various user functions, for example, a web browser for accessing an Internet server, an MP3 user function for playing other sound sources, an image output function for playing photographs, and a moving playback function. Specifically, the program area of the present invention may store a realistic type playback program. The realistic type playing program may include a routine for determining an initial location of a user, a routine for mapping an actual space with a content space based on the initial location, a routine for tracking location variation, a routine for determining a virtual viewpoint in a content space corresponding to the location of the user, and a routine for playing content corresponding to a time point in the content space. The initial location is defined as a reference value for mapping a content space to an actual space. The actual space is a 3D space in which the user and the display unit are located. The content space is a virtual space in which content displayed through a display unit exists. Further, the virtual viewpoint is defined as a viewpoint of the user in a content space mapped with an actual space.

[0035] The interface unit 180 performs a function for connecting the content playing apparatus 100 with a peripheral device in a wired or wireless scheme. The interface unit 180 may include a ZigBee® module, a Wi-Fi module, or a Bluetooth® module. Specifically, the interface unit 180 may receive and transfer a control signal for realistic type playback from the controller 190 to a peripheral device. That is, the controller 190 may control a peripheral device through the interface unit 180. The peripheral device may become a home network device, a stereoscopic sound device, a lamp, an air conditioner, and a heater. In other words, the controller 190 may control the peripheral device to play content for stimulating senses of the user, for example, a touch sense, a sight sense, and a smell sense.

[0036] The controller 190 may control an overall operation of the content playing apparatus 100, and signal flow between internal structural elements of the content playing apparatus 100. Further, the controller 190 may control power supply to internal elements in a battery. Moreover, the controller 190 may execute various application stored in the program area. Specifically, in the present invention, if a start event for realistic type playback is sensed, the controller 190 may execute the foregoing realistic type playback program. That is, if the realistic type playback program is executed, the controller 190 determines an initial location of the user and tracks location variation of the user. Further, the controller 190 maps a content space with an actual space based on the initial location, determines a virtual viewpoint corresponding to the tracked location, and controls the content playing apparatus 100 to play content corresponding to the virtual viewpoint. Furthermore, the controller 190 may control a peripheral device through the interface unit 180 to play content corresponding to the virtual viewpoint. The realistic type playback function of the controller 190 will be described in detail.

[0037] FIG. 2 is a diagram illustrating a three dimensional coordinate system according to an embodiment of the present invention. As illustrated in FIG. 2, a method for expressing a 3D space according to the present may use a three-dimensional coordinate system. A solid line expresses a positive value, and a dotted line expresses a negative value. In addition, coordinates of the user in an actual space at time t are expressed as (x_u, y_u, z_u), and coordinates of a camera in a content space at time t are expressed as (x_c, y_c, z_c).

[0038] FIGS. 3A, 3B, and 3C are diagrams illustrating a perspective view, a plan view, and a side view of an actual space according to an embodiment of the present invention. Referring to FIG. 3A, a central point of a screen 301 of a display unit in an actual space is set to (0,0,0) of a coordinate system. A right direction and a left direction of the central point 302 become a positive direction and a negative direction of an X_u axis with reference to a direction that the user views a screen, respectively. An upward direction and a downward direction in the central point 302 become a positive direction and a negative direction of a Y_u axis. A direction to the user 303 on the screen 301 becomes a positive direction of the Z_u axis, and an opposite direction thereof becomes a negative direction of the Z_u axis. The location of the user may be expressed with (x_u, y_u, z_u). Referring to FIGS. 3B and 3C, a horizontal length of the screen 301 may be expressed with Display Screen Width (DSW), a vertical length of the screen 302 be with Display Screen Height (DSH), and a straight distance between the screen 301 and the user 303 be expressed with Watching Distance (WD).

[0039] FIGS. 4A and 4B are diagrams illustrating a perspective view and a plan view illustrating a virtual content space. First, a virtual camera described herein is not a real camera, but refers to a user in a content space corresponding to that in an actual space. Referring to FIG. 4A, a focus 402 on a focus surface 401 in a content space is set to (0,0,0) of a coordinate system. A right direction and a left direction of the focus 402 become a positive direction and a negative direction of an X_c axis based on a direction that the camera 430 directs the focus surface 401, respectively. An upward direction and a downward direction of the focus 402 become a positive direction and a negative direction of a Y_c axis, respectively. A direction of the focus surface 401 to the virtual camera 403 becomes a positive direction of the Z_c axis and an opposite direction thereof becomes a negative direction of the
Z axis. The location of the virtual camera 403 may be expressed with \((x_v, \ y_v, \ z_v)\). A horizontal length of the focus surface 401 may be expressed with Focal Width (FW), a vertical length of the focus surface 401 be expressed with Focal Height (FH), and a straight distance between the focus surface 401 and the virtual camera 430 be expressed with Focal Length (FL). The FL may be set by the user. The size of the focus surface 401 may be set by adjusting an angle of the camera. That is, because the virtual camera 403 is virtual, the distance of the focus and the angle of the camera may be set as needed.

**[0040]** FIG. 5 is a block diagram illustrating a realistic playing unit according to an embodiment of the present invention. The realistic type playing unit 500 may be configured inside the controller 190 or be separately configured. It is assumed that the realistic playing unit 500 may be configured inside the controller 190. Referring to FIG. 5, the realistic playing unit 500 of the present invention, such as a controller 190 may include a tracker 510, an initiator 520, a space mapper 530, a virtual viewpoint determinator 540, and a content processing determinator 550. The tracker 510 tracks a location of a user 303. That is, the tracker 510 tracks coordinates \((x_v, \ y_v, \ z_v)\) of the user using data received from the sensor 130. Specifically, the tracker 510 detects characteristic information, for example, a face of the user 303 from received sensing information, and determines a central point of the detected face as coordinates \((x_v, \ y_v, \ z_v)\) of the user 303. In this case, \(z_v\) WD may be computed using the size of the detected face.

**[0041]** The initiator 520 determines an initial location of the user being a reference value for mapping a content space with an actual space. That is, if a start event for realistic type playback is sensed, the initiator 520 determines coordinates input from the tracker 510 an initial location of the user. Specifically, if the location of the user 303 is not changed within a preset error after watching the content starts, the initiator 520 may determine the location of the user 303 as an initial location. Further, if a predetermined key value is input from the remote controller 120, the initiator 520 may determine a location of the user in the input time of the predetermined key value as the initial location. Further, if a start event is input from the tracker 510, the initiator 520 may determine a location of the user in the input time of the predetermined key value as the initial location. To do this, the tracker 510 may detect a predetermined gesture of the user, for example, action taking a hand down after lifting it using a template matching manner. If the predetermined gesture is detected, the tracker 510 informs the initiator 520 of this.

**[0042]** FIG. 6 is a diagram illustrating a space mapping method according to an embodiment of the present invention. A following Equation (1) expresses a relative ratio of a content space coordinate system to an actual space coordinate system in a space mapping method according to an embodiment of the present invention. In the equation, \(t_0\) represents a time point determined as an initial location by the initiator 520.

\[ F_L = Z \text{ Ratio} * \text{FD} \text{ at time } 0(t_0), \ Z \text{ Ratio} = F_L / 2D \text{ at } t_0 \text{ Equation (1)} \]

**[0043]** As illustrated in FIG. 6, the space mapper 530 maps the content space 603 to the actual space 602 based on an initial location of the user 601. That is, the space mapper 530 determines FW, FH, and FL and then converts \(X\text{ Ratio}, Y\text{ Ratio}, \text{ and } Z\text{ Ratio} \text{ (at } t_0\text{) as illustrated in the Equation (1)).**

**[0044]** FIG. 7 is a diagram illustrating a space mapping method according to an embodiment of the present invention. A following Equation (2) expresses a relative ratio of a content space coordinate system to an actual space coordinate system in a space mapping method according to an embodiment of the present invention.

\[ F_W = X \text{ Ratio} * \text{DSW} / X \text{ Ratio} = FW / DSW \text{ (X axis conversion)} \]

\[ F_H = Y \text{ Ratio} * \text{DSH} / Y \text{ Ratio} = FH / DSH \text{ (Y axis conversion)} \]

\[ F_L = Z \text{ Ratio} * \text{WD} / Z \text{ Ratio} = FL / WD \text{ (Z axis conversion)} \]

**[0045]** DSW, DSH, and WD are values depending on the size of the display unit and an actual space. As illustrated in the Equation (2), the space mapper 530 may add or subtract a predetermined adjustment to or from the foregoing values to extend or shorten an actual space mapped to the content space. In other words, the space mapper 530 may control the size of displayed content using the adjustment. The space mapper 530 may receive the adjustment from the remote controller 120 through the receiver 125 at any time, before start or during start of realistic type playback.

**[0046]** FIG. 8 is a diagram illustrating a virtual viewpoint determining method according to an embodiment of the present invention. A following Equation (3) is a calculation equation of the virtual viewpoint determining method.

\[ X_{v1} = X_{c1} - X_{c2} \]
\[ Y_{v1} = Y_{c1} - Y_{c2} \]
\[ Z_{v1} = Z_{c1} - Z_{c2} \]

**[0047]** Referring to FIG. 8, a virtual viewpoint determinator 540 receives coordinates \((X_{c1}, Y_{c1}, Z_{c1})\) of the user 801 from the tracker 510, and receives coordinate transformation values, namely, \(X\text{ Ratio}, Y\text{ Ratio}, \text{ and } Z\text{ Ratio} \text{ from the space mapper 530. As illustrated in the Equation (3), the virtual viewpoint determinator 540 computes coordinates \((X_{v1}, Y_{v1}, Z_{v1})\) of the virtual camera 702 mapped to coordinates of the user 801 using the foregoing received information. Although the user still stands, the location of the user may be slightly changed or changed to a predetermined degree due to error of a sensor or recognition. Accordingly, if displayed content is changed in consideration of the location variation, the user may experience the inconvenience. A Minimum Transition Threshold (MTT) for moving a location of the camera may be previously set in the present invention. The MTT may be an option item that the user may directly set. When a location variation amount of the user 801, namely,
$\Delta x$, $\Delta y$, or $\Delta z$, is the MTT, the virtual viewpoint determinator 540 may compute coordinates of the virtual camera 802. The MTT may be differently set for X, Y, Z axes. For example, the MTT for the Z axis may be set to have the greatest value. For example, when the user stands up while watching from a seat, coordinates of the virtual camera 802 may be computed.

[0048] FIG. 9 is a diagram illustrating an angle control method of a virtual camera according to an embodiment of the present invention. Referring to FIG. 9, the virtual viewpoint determinator 540 calculates angle variation amounts $0(0, 0, 0)$ of the user 902 based on a central point 901 of a screen. That is, the virtual viewpoint determinator 540 calculates location amounts $\Delta x_o,\Delta y_o,\Delta z_o$ of a virtual camera from a virtual viewpoint determinator 540. Accordingly, another part of the object is displayed according to location variation of a virtual camera. If the user moves from 1005 to 1007, the camera moves from 1007 to 1008. If the camera is located at 1008, because an object is separated from an angle of a virtual camera, it is not displayed longer. However, the content processing controller 550 rotates the camera in a direction of the object 1009 by an angle control value $\theta$ to continuously display the object 1009.

[0051] FIG. 11 is a diagram illustrating a stereoscopic sound control method according to an embodiment of the present invention.

[0052] The content processing controller 550 controls the content processor 150 to adjust a direction and a distance of a stereoscopic sound. Referring to FIG. 11, when the user is located at 1101, the content processing controller 550 may adjust a distance in a manner that a sound of a car is gradually increased such that the user experiences the earocahoming. When the user is located at 1102, the content processing controller 550 may adjust a distance in a manner that a sound of a car is gradually reduced such that the user experiences the earocahoming. Further, when the user is located at 1101, the content processing controller 550 controls a direction of a stereoscopic sound such that a sound of the car is output from a front speaker and a centre speaker. When the user is located at 1102, the content processing controller 550 controls the direction of a stereoscopic sound such that a sound of the car is output from a rear speaker.

[0053] The foregoing content playing apparatus 100 may further include constructions that are not mentioned such as a camera, a microphone, and a GPS receiving module. Since the structural elements can be variously changed according to convergence trend of a digital device, no elements can be listed. However, the content playing apparatus 100 may include structural elements equivalent to the foregoing structural elements. Further, the content playing apparatus 100 of the present invention may be substituted by specific constructions in the foregoing arrangements according to the provided form or another structure. This can be easily understood to those skilled in the present art.

[0054] FIG. 12 is a block diagram illustrating a network of a home network system to which a content playing apparatus is applied according to an embodiment of the present invention. Referring to FIG. 12, a home network system according to the present invention may include a content playing apparatus 1200, a home network server 1210, and a plurality of home network devices. The content playing apparatus may include the foregoing structural elements. The content playing apparatus 1200 may communicate with a home network server 1210 in a communication scheme such as a ZigBee scheme, a Bluetooth scheme, or a Wireless LAN scheme. If a start event for realistic type playback is sensed, the content playing apparatus 1200 executes a realistic type playing program. That is, the content playing apparatus 1200 may control the home network device to play the content corresponding to a location of the user. The home network server 1210 controls home network devices. The home network server 1210 may drive home network devices under the control of the content playing apparatus 1200. The home network devices have unique addresses, respectively, and are controlled through the addresses by the home network server 1210. The home network device plays content stimulating senses of the user under the control of the content playing apparatus 1200. For example, as illustrated, the home network devices may include an air conditioner 1220, a humidifier 1230, a heater 1240, and a lamp 1250. The content playing apparatus 1200 may control the air conditioner 1220, the humidifier 1230, the heater 1240, and the lamp according to location variation of the user to adjust an intensity of wind, peripheral brightness, temperature, and humidity. For example, referring to FIG. 11, when the user is located at 1102, the content playing apparatus 1200 may increase the intensity of wind such as the user experiences the car being near the user.

[0055] That is, the user may be stimulated with a touch sense, and experience to be present in a real content space.

[0056] FIG. 13 is a flowchart illustrating a content playing method according to an embodiment of the present invention. Referring to FIGS. 1 to 13, a controller 190 may firstly be in an idle state. The idle state may be defined as a state displaying an image before a realistic type playback step. If the user operates a remote controller 120 in the idle state, the controller 190 senses a start event for realistic playback. As illustrated previously, if a start event is sensed, an initiator 520 determines coordinates input from a tracker 510 as an initial location of a user in step 1301. The tracker 510 may track a location of the user before a realistic type playing step.

[0057] A space mapper 530 maps a content space to an actual space based on the determined initial location in step 1302. A virtual viewpoint determinator 540 computes loca-
tion variation amounts ($\Delta x_1$, $\Delta y_1$, $\Delta z$) of the user in step 1303. Next, the virtual viewpoint determinator 540 compares the computed location variation amounts of the user with an MTT in step 1304. As a comparison result of step 1304, when the computed location variation amounts of the user is greater than the MTT, the process proceeds to step 1305. The virtual viewpoint determinator 540 determines and transfers location, or brightness, and $\epsilon_{\text{v}2}$ of a virtual camera, namely, a virtual viewpoint to the content processing controller 550 using the Equation (3) in step 1305.

[0058] The content processing controller 550 controls the content processor 150 based on the received virtual viewpoint in step 1306. That is, the content processing controller 550 controls the content processor 150 to play content corresponding to the received virtual viewpoint. Further, the content processing controller 550 controls the content processor 150 based on the received virtual viewpoint to adjust a direction or a distance of a stereoscopic sound in step 1306. The content processing controller 550 may control a peripheral device, such as home network devices based on the virtual viewpoint to adjust an intensity of wind, temperature, humidity, or brightness.

[0059] Next, the content processing controller 550 determines whether a termination event of realistic type playback is sensed in step 1307. If the termination event of realistic type playback is sensed at step 1307, a process for realistic playback is terminated. Conversely, if the termination event is not sensed, the process returns to step 1303.

[0060] FIG. 14 is a flowchart illustrating a content playing method according to another embodiment of the present invention. Referring to FIG. 14, a content playing method according to another embodiment of the present invention may include steps 1401 to 1407. Because steps 1401, 1402, 1404, 1405, and 1407 correlate with the forgoing steps 1301, 1302, 1304, 1305, and 1307, a description thereof will be omitted. Step 1403 is a step in which a virtual viewpoint determinator 540 calculates an angle variation amount $\theta$ of FIG. 9 together with location variation amounts $\Delta x_1$, $\Delta y_1$, and $\Delta z$ of the user. In step 1406, the content processing controller 550 plays content corresponding to a received virtual viewpoint, rotates a direction of the virtual viewpoint by the computed angel variation amount $\theta$, and plays content corresponding to the rotated virtual viewpoint.

[0061] A method for providing a user interface in a portable terminal according to an embodiment of the present invention as described above may be implemented in an executable program command form by various computer means and be recorded in a computer readable recording medium. The computer readable recording medium may include a program command, a data file, and a data structure individually or a combination thereof. In the meantime, the program command recorded in a recording medium may be specially designed or configured for the present invention or be known to a person having ordinary skill in a computer software field to be used.

[0062] The computer readable recording medium includes Magnetic Media such as hard disk, floppy disk, or magnetic tape, Optical Media such as Compact Disc Read Only Memory (CD-ROM) or Digital Versatile Disc (DVD), Magneto-Optical Media such as frotical disk, and a hardware device such as ROM, RAM, flash memory storing and executing program commands. Further, the program command includes a machine language code created by a compiler and a high-level language code executable by a computer using an interpreter. The foregoing hardware device may be configured to be operated as at least one software module to perform an operation of the present invention, and a reverse operation thereof is the same.

[0063] A content playing method and an apparatus thereof according to the present invention have an effect that they may realistically play content stimulating a sense of the user.

[0064] Although various embodiments of the present invention have been described in detail herein, many variations and modifications may be made without departing from the spirit and scope of the present invention, as defined by the appended claims.

What is claimed is:

1. A content playing method, the method comprising:
   determining a first location of a user;
   mapping a content space displayed on a display unit to correspond with an actual space in which the user is positioned based on the first determined location;
   determining a virtual viewpoint in the content space corresponding to a second location of the user; and
   playing content corresponding to the determined virtual viewpoint.

2. The method of claim 1, wherein playing content comprises displaying an image based on the determined virtual viewpoint.

3. The method of claim 2, wherein displaying an image comprises controlling at least one of brightness, stereoscopic sensation, and depth of the image to display the controlled image.

4. The method of claim 1, wherein playing content comprises outputting a sound based on the determined virtual viewpoint.

5. The method of claim 4, wherein outputting a sound comprises controlling at least one of a direction sense and a distance sense to output the controlled sound.

6. The method of claim 1, wherein the played content includes an image and a sound for stimulating at least a sight sense and a hearing sense of the user.

7. The method of claim 1, wherein determining a virtual viewpoint comprises:
   computing an amount of location variation of the user; and
   determining the virtual viewpoint corresponding to a changed location of the user when the computed location variation amount is greater than a preset Minimum Transition Threshold (MTT).

8. The method of claim 1, wherein mapping a content space comprises computing a coordinate transformation value between a coordinate system of the actual space and a coordinate system of the content space.

9. The method of claim 8, wherein determining a virtual viewpoint comprises determining the virtual viewpoint corresponding to the second location of the user using the coordinate transformation value.

10. The method of claim 8, wherein mapping a content space comprises:
   setting the coordinate system of the actual space using a horizontal length Display Screen Width (DSW) of a screen of the display unit, a vertical length Display Screen Height (DSH) of the screen, and a direct distance Watching Distance (WD) between the screen and the user;
   setting the coordinate system of the content space using a horizontal length Focal Width (FW) of a focus surface and a vertical length Focal Height (FH) of the focus.
surface, and a straight distance focal length (FL) between the focus surface and the virtual viewpoint; and computing the coordinate transformation value using the first location when the first location is determined.

11. The method of claim 10, wherein setting the coordinate system of the actual space comprises mapping the actual space reduced or enlarged to the virtual space by adding or subtracting an adjustment for at least one of the horizontal length, the vertical length, and the straight distance.

12. The method of claim 1, further comprising:
computing an amount of location variation of the user based on the first location of the user;
applying the computed location variation amount to a trigonometric function to compute an angle variation amount;
rotating a direction of the virtual viewpoint by the computed angle variation amount; and
playing content corresponding to the virtual viewpoint the direction of which is rotated.

13. The method of claim 1, wherein determining a virtual viewpoint comprises:
tracking a location of the user; and
determining a fixed location of the user as a first location of the mapping when the location of the user is fixed within a preset error for a preset time as the tracked result.

14. The method of claim 1, wherein determining a virtual viewpoint comprises determining the tracked location as the first location of the mapping when a start event for realistic type playback is sensed while tracking a location of the user.

15. The method of claim 1, wherein determining a virtual viewpoint comprises determining the tracked location as the first location of the mapping when a predetermined gesture of the user is sensed while tracking a location of the user.

16. A content playing apparatus, comprising:
a content collecting unit for collecting content stimulating senses of a user;
a content processor for processing the content obtained by the content collecting unit;
a virtual viewpoint determinator for determining a virtual viewpoint in the content space corresponding to a second location of the user; and
a content processing controller for controlling the content processor to play content corresponding to the determined virtual viewpoint.

17. The apparatus of claim 16, wherein setting the coordinate system of the actual space comprises mapping the actual space reduced or enlarged to the virtual space by adding or subtracting an adjustment for at least one of the horizontal length, the vertical length, and the straight distance.

18. The apparatus of claim 17 wherein the content playing unit comprises an image display unit for displaying an image based on the determined virtual point.

19. The apparatus of claim 18, wherein the image display unit displays an image controlling at least one of brightness, stereoscopic sensation, and depth of the image to display the controlled image.

20. The apparatus of claim 17, wherein the content playing unit outputs a sound based on the determined virtual viewpoint.

21. The apparatus of claim 20, wherein the sound output unit controls at least one of a direction sense and a distance sense to output the controlled sound.

22. The apparatus of claim 16, wherein the content playing unit plays an image and a sound for stimulating at least one of a sight sense and a hearing sense of the user.

23. The apparatus of claim 17 wherein the virtual viewpoint determinator computes a location variation amount of the user based on the first location, applies the computed location variation amount to a trigonometric function to compute an angle variation amount, rotates a direction of the virtual viewpoint by the computed angle variation amount, and controlling such that content corresponding to a virtual viewpoint the direction of which is rotated are played.

24. The apparatus of claim 17 wherein the controller further comprises a tracker for tracking the location of the user using the received information from the sensor, and the initiator determines a fixed location of the user as a first location of the mapping when the location of the user is fixed within a preset error for a preset time during location tracking of the user.

25. The apparatus of claim 17 wherein the controller further comprises a tracker for tracking the location of the user using the received information from the sensor, and the initiator determines a fixed location of the user as a first location of the mapping when a start event for realistic playback is sensed during location tracking of the user.

26. The apparatus of claim 17 wherein the controller further comprises a tracker for tracking the location of the user using the received information from the sensor, and the initiator determines the tracked location of the user as a first location of the mapping when a preset gesture of the user is sensed during location tracking of the user.

27. The apparatus of claim 17, further comprising an interface unit connecting with a peripheral device having a content playing function,
wherein the content processing controller controls the peripheral device through the interface unit to play content corresponding to the virtual viewpoint.