The method makes use of a given ontology to select keywords representative of a given document. The method finds all the terms in an ontology that occur in a document, and computes their frequency of occurrences in the document. The method then propagates these values from the leaves upwards to the root of the ontology during which it weights them. The method then selects a subset of terms of the ontology structure as keywords representative of the document based on these weights.
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SELECTING KEYWORDS REPRESENTATIVE OF
A DOCUMENT

FIELD OF THE INVENTION

[0001] The present invention relates to a method of selecting keywords representative of a document from an ontology. The invention also relates to a computer program product comprising code means for implementing the steps of the method, and a computer system for performing the steps of the method.

BACKGROUND

[0002] Traditionally, a major tool in searching collections of documents has been the use of indexing. Indexing is the practice of establishing correspondences between a set of keywords or index terms and individual documents or sections thereof. Keywords are meant to indicate the topic or the content of the text, where the set of terms of keywords is chosen to reflect the topical structure of the collection, such as it can be determined. Typically, indexing is done manually by persons who read documents and assign key-
words to them. Manual indexing is often both difficult and
undemanding, as it demands great demands on consistency from indexing session to indexing session and between different indexers.

It is the sort of job that is a prime candidate for automation.

[0003] Relatively recently, automatic indexing methods have been proposed. Some of these methods are based on Learning, Training, Collocation (window of text). Others use both documents and ontological structure(s) as information sources in order to select the keywords. However, all these methods suffer from the drawback in that they do not consistently select keywords that are most representative of the documents.

SUMMARY

[0004] The methods of the invention make use of a given ontology to select keywords representative of a given document. The methods find all the terms in an ontology that occur in a document, and computes their frequency of occurrences in the document. The methods then select a subset of terms of the ontology structure as keywords for the document based on these frequency of occurrence values. In this fashion, given a document D and a domain ontology O (taxonomy), the method assigns (selects) k representative keywords from the ontology to the document.

[0005] The method in accordance with a first arrangement, computes the frequency of occurrences of all the terms of the ontology that occur in the document and assigns these frequency of occurrence values to corresponding vertices in the ontology structure. The first arrangement then propagates these frequency of occurrence values from the leaves upwards to the root of the ontology structure, during which it weights them with a propagation factor. The first arrange-
ment then outputs the words of the ontology structure having the k largest values as the keywords representative of the document.

[0006] The method in accordance with a second arrange-
ment, computes the frequency of occurrences of all the terms of the ontology that occur in the document and assigns these frequency of occurrence values to corresponding vertices in the ontology structure. The second arrangement then propagates these frequency of occurrence values from the leaves upwards to the root of the ontology structure, during which it weights them with a propagation factor. The second arrange-
ment then selects a sub-structure of the ontology structure, which sub-structure comprises a set of unique paths from the root to the terms having non-zero weights. This selection step disambiguates the context of these terms. The second arrangement then performs an optimization sub-process, where k vertices are selected such that a sum of weighted distances of all the vertices having non-zero weights to associated selected k vertices is minimized. The k terms associated with these selected k vertices are selected as keywords representative of the document.

[0007] The method in accordance with a third arrange-
ment, computes the frequency of occurrences of all the terms of the ontology that occur in the document and assigns these frequency of occurrence values to corresponding vertices in the ontology structure. The third arrangement then performs an optimization sub-process, where k vertices are selected such that a sum of weighted distances of all the vertices having non-zero weights to associated selected k vertices is minimized. The k terms associated with these selected k vertices are selected as keywords representative of the document.

[0008] The methods in accordance with the first, second and third arrangements make use of domain ontology, and generate ontology dependent keywords. These approaches provide for the selection of keywords from the ontology structure that are representative of the document but are not necessarily in the document themselves. Such ontologies are typically created and agreed upon by experts and are there-
fore “standardized”. Furthermore, the methods in accordance with the arrangements can be used to pipeline with other domain dependent analysis, which uses the same ontology. Since the methods in accordance with the arrangements do not rely on NLP-based techniques, they do not suffer from the limitations of such approaches. In addition, the present methods explicitly exploit the structure of an ontology in order to consistently select the keywords.

[0009] Another advantage of these approaches is that one can plug in different ontologies. In addition, the methods in accordance with the arrangements support various ontology structures, such as: Directed Acyclic Graphs (DAGs), Collection of Trees (CT) and Collection of DAGs (CD).

[0010] The steps of the methods in accordance with the arrangements are preferably implemented as software code for execution on a computer system.

DESCRIPTION OF DRAWINGS

[0011] A number of preferred embodiments of the present invention will now be described with reference to the drawings, in which:

[0012] FIG. 1 illustrates a flow chart of a method of selecting keywords representative of a document using an ontology in accordance with a first arrangement.

[0013] FIG. 2 illustrates a flow chart of a method of selecting keywords representative of a document using an ontology in accordance with a second arrangement.
FIG. 3 illustrates a flow chart of a method of selecting keywords representative of a document using an ontology in accordance with a third arrangement.

FIG. 4 illustrates a flow chart of the sub-process 'propagate_wt(vertex v)' of step 130 of the method 100 of FIG. 1, and step 240 of the method 200 of FIG. 2.

FIG. 5 illustrates a flow chart of the sub-process 'select_context(vertex v, vertex t)' used in step 250 of the method of FIG. 2.

FIG. 6 illustrates a flow chart of the sub-process 'locate_face(T, C, integer k)' used in step 360 of the method of FIG. 2, and step 330 of FIG. 3.

FIG. 7 is a schematic representation of a computer system suitable for performing the techniques described herein.

DETAILED DESCRIPTION

A brief review of terminology and notation used herein is first undertaken, then there is provided a detailed description of the methods of selecting keywords representative of a document using an ontology in accordance with first, second and third arrangements, a detailed description of computer software for implementing the steps of the methods, and a detailed description of computer hardware that is suitable for executing such computer software.

Terminology

Ontology

In this document, the term “ontology” and “taxonomy” are used synonymously. An Ontology can have many possible structures; the most common among which are directed acyclic graphs (DAGs) and a collection of trees (CT). The methods described in this document work with both of them and a third structure, collection of DAGs (CD).

A common feature of these Ontology structures is that they each comprise one or more root vertices, a plurality of descendent vertices, and a plurality of descendent leaves, where the descendent vertices and leaves correspond to respective terms, that is words, in the ontology. An ontology that has a DAG structure may have a vertex that has multiple parents, which is a source of ambiguity. An ontology that has a CT structure comprises a number of vertices, where each vertex has only one parent. A vertex may appear in multiple trees. In this CT structure, transitivity does not hold across trees. An ontology that has a CD structure comprises multiple DAGs. In this CD structure a vertex may have multiple parents and may appear in multiple DAGs. Also transitivity does not hold across the DAGs.

Ambiguity

A term is ambiguous when there are several paths in the ontology leading to it. Ambiguity arises in a DAG ontology structure when there are several paths to a single vertex. Ambiguity arises in CT/CD ontology structures where there are multiple vertices denoting the same term.

Notation

P denotes the set of all paths from the root to a term t in the entire ontology.

w_t denotes the frequency of occurrence of term t in the document.

f is a propagation factor in [0, 1] and is independent of the weight w_t. Namely, the propagation factor f can take a value between 0 and 1 inclusive. The propagation factor f determines what fraction of the weight w_t contributes to the parent in the tree. Preferably, f is a constant, however, in alternative embodiments(f), f can be tunable, namely a function of the level in the tree, the number of children, a weight on the edge, or just any arbitrary number. Furthermore, these edge-weights may be used to incorporate an experts domain knowledge. For example, in the MeSH ontology, “Cyclin A” is a child of “cyclin” which is a child of “growth substances”. As the former parent-child relationship is “stronger” than the latter, this can be captured by assigning weight to the edges, which can be used in defining the propagation factor f.

Methods

Turning now to FIG. 1, there is shown a flow chart of a method 100 of selecting keywords representative of a document using an ontology in accordance with a first arrangement. For ease of explanation, the method 100 is described with reference to a single ontology structure comprising a Directed Acyclic Graph (DAG), however the method 100 is not intended to be limited to a single ontology structure or an ontology structure comprising a DAG. The method 100 can also be used on a plurality of ontologies and also on other ontology structures such as collection of trees (CT) and a collection of DAGs (CD). Furthermore, the method 100 can also be used on a part of document. Generally speaking, the method 100 computes the frequency of occurrences of all the terms of the ontology that occur in the document and assigns these frequency of occurrence values to corresponding vertices in the ontology structure. The method 100 then propagates these frequency of occurrence values from the leaves upwards to the root of the ontology structure, during which it weights them with a propagation factor. The method 100 then outputs the words of the ontology structure having the k largest weighted values as the keywords representative of the document. In this way, the present method 100 consistently selects k keywords from the ontology structure that are generally the most representative of the document. It will also be apparent that the keywords are selected from the ontology structure and not from the document itself thus enabling the selection of representative keywords that do not necessarily appear in the document.

The method 100 commences at step 110 where the document and ontology are retrieved and any necessary parameters are initialised. The method 100 then proceeds to step 120, where the method 100 scans the document and computes the frequency of occurrence wt of each term t of the ontology in the document.

After completion of step 120, the method 100 then proceeds to step 130, where the method 100 calls a sub-process 400 ‘propagate_wt(vertex v)’ and passes the root vertex of the DAG of the ontology structure as the vertex v to this sub-process 400.
[0029] The sub-process `propagate_wt(root) - 400 recomputes and stores for each leaf and vertex v of the DAG an updated frequency occurrence value \( w_v \). This updated frequency occurrence value \( w_v \) in the case of a vertex v equals the sum of the old frequency occurrence value \( w_v \) associated with that vertex v and the updated frequency occurrence values of its immediate descendants times the propagation factor(s) \( f_{i,v} \) for those descendants. The frequency occurrence value for a leaf v remains unchanged. This sub-process 400 will be described below in more detail with reference to FIG. 4.

[0030] After completion of the sub-process 400, the method 100 proceeds to step 140, where the method 100 calls a sub-process select_keywords(k) - 140. This sub-process 140 takes as input an integer value k and then traverses the DAG ontology structure and selects and returns those words with the k largest updated values \( w_v \) as the keywords representative of the document. Specifically, the sub-process 140 scans the entire DAG ontology structure and generates a list of k terms having the largest updated values in the DAG ontology structure, and then returns that list. After completion of the sub-process 140, the method 100 then terminates 150. In this arrangement, the method utilizes purely fractional weight-propagation, i.e., the notion that a fraction of the weight may be transferred from a vertex to its parent, progressively, with the intention that the vertex which has a lot of weighted descendants gets chosen as the keywords. To ensure that the effect of a vertex does not show up “unabatedly” in a high ancestor, at each level, the weight is multiplied by a fraction.

[0031] Turning now to FIG. 2, there is shown a flow chart of a method 200 of selecting keywords in a document using an ontology in accordance with a second arrangement. For ease of explanation, the method 200 is described with reference to a single ontology structure comprising a Directed Acyclic Graph (DAG), however the method 200 is not intended to be limited to a single ontology structure or a ontology structure comprising a DAG. The method 200 can also be used on a plurality of ontologies and also on other ontology structures such as collection of trees (CT) and a collection of DAGs (CD). Furthermore, the method 200 can also be used on a part of document. Generally speaking, the method 200 computes the frequency of occurrences of all the terms of the ontology that occur in the document and assigns these frequency of occurrence values to corresponding vertices in the ontology structure. The second arrangement then propagates these frequency of occurrence values from the leaves upwards to the root of the ontology structure, during which it weights them with a propagation factor. The second arrangement then selects a sub-structure of the ontology structure, which sub-structure comprises a set of unique paths from the root to the terms t having non-zero weights. This second step disambiguates the context of these terms t. Finally, the second arrangement performs a greedy facility location sub-process, wherein all vertices having non-zero weights are considered as clients that have to be served by opening k facilities at k vertices such that a sum of weighted distances of all the clients to their associated facilities is minimized.

[0032] In this way, the present method 200 consistently selects k facilities, that is k keywords, from the ontology structure that are generally the most representative of the document. It will also be apparent that the keywords are selected from the ontology structure and not from the document itself thus enabling the selection of representative keywords that do not necessarily appear in the document.

[0033] The method 200 commences at step 210 where the document and ontology are retrieved and any necessary parameters are initialized. The method 200 then proceeds to step 220, where the method 200 scans the document and computes the frequency of occurrence wt of each term t of the ontology in the document. The method 200 then proceeds to step 230 where a variable T for storing the indices of the vertices of a sub-tree of the DAG ontology structure is initialized and set to Null. Also, during step 230 a variable C, for storing a sub-list of the vertices of the DAG is initialized and set to Null.

[0034] After these two variables T and C have been set to Null, the method 200 then proceeds to step 240, where the method 200 calls the sub-process 400 `propagate_wt(vertex v)`, and passes the root vertex of the DAG of the ontology structure as the vertex v to this sub-process 400.

[0035] As mentioned above, the sub-process `propagate_wt(root) - 400 recomputes and stores for each leaf and vertex v of the DAG an updated frequency occurrence value \( w_v \). This updated frequency occurrence value \( w_v \) in the case of a vertex v equals the sum of the old frequency occurrence value \( w_v \) associated with that vertex v and the updated frequency occurrence values of its immediate descendants times the propagation factor(s) \( f_{i,v} \) for those descendants. The frequency occurrence value for a leaf v remains unchanged. This sub-process 400 will be described below in more detail with reference to FIG. 4.

[0036] After completion of step 240, the method 200 then proceeds to step 250. This step 250 is a loop and performs a first sub-step C=C+1, and then performs a second sub-step T=T+select_context(root,t) for each ontology term t that occurs in the document. It should be noted that these sub-steps are not performed on ontology terms t that do not occur in the document. Specifically, the loop traverses the DAG structure and performs these sub-steps only on those terms t associated with vertices t that have non-zero weights \( w_v \).

[0037] During a pass of the loop for a current vertex t that has a non-zero weight \( w_v \), the first sub-step C=C+1, appends the current vertex t to the list C. Thus after completion of the loop the variable C contains a list of all those vertices of the DAG that have non-zero weights \( w_v \). Also, the operation T=T+select_context(root,t) appends to a sub-tree T the unique path from the root to the term t associated with the current vertex t. Thus after the completion of the loop, the variable T contains a sub-tree T of the DAG ontology, which sub-tree T comprises a list of the unique paths from the root to the terms t that have non-zero weights. In this fashion, the T=T+select_context(root,t) is used to disambiguate the context of the terms t so that unique paths from the root to the respective terms are selected from the set of all paths Pt. The operation T=T+select_context(root,t) achieves this by calling a sub-process `select_context(context,context,context,context,t) - 500 for each current vertex t that has a non-zero weight, which sub-process 500 returns a list of vertices defining the unique path from the root to that term. This sub-process `select_context(context,context,t) - 500 is described in more detail with reference to FIG. 5. In principle other disambiguation sub-processes may be used as alternatives.
After completion of step 250, the method 200 then proceeds to step 260 where a sub-process 'locate_fac(T, C, k)' 600 is performed. This sub-process 'locate_fac(T, C, k)' 600 is a fractional greedy optimal facility location sub-process and takes as input the variable T, the variable C, and an integral variable k that indicates the number of keywords to be selected. This sub-process then returns k key words that are representative of the document. This sub-process 600 will be described in more detail with reference to FIG. 6. After completion of the sub-process 260, the method 200 then terminates 270.

Turning now to FIG. 3, there is shown a flow chart of a method 300 of selecting keywords representative of a document using an ontology in accordance with a third arrangement. For ease of explanation, the method 300 is again described with reference to a single ontology structure comprising a Directed Acyclic Graph (DAG), however the method 300 is not intended to be limited to a single ontology structure or a ontology structure comprising a DAG. The method 300 can also be used on a plurality of ontologies and also on other ontology structures such as collection of trees (CT) and a collection of DAGs (CD). Furthermore, the method 300 can also be used on a part of a document.

Generally speaking, the method 300 computes the frequency of occurrences of all the terms of the ontology that occur in the document and assigns these frequency of occurrence values to corresponding vertices in the ontology structure. The third arrangement then performs a greedy facility location sub-process, wherein all vertices having non-zero frequency of occurrence values are considered as clients that have to be served by opening facilities such that a sum of weighted distances of all the clients to their associated facilities is minimized. In this way, the present method 300 consistently selects k keywords from the ontology structure that are generally the most representative of the document. It will also be apparent that the keywords are selected from the ontology structure and not from the document itself thus enabling the selection of representative keywords that do not necessarily appear in the document.

The method 300 commences at step 310 where the document and ontology are retrieved and any necessary parameters are initialized. The method 300 then proceeds to step 320, where the method 300 scans the document and computes and stores the frequency of occurrence w_i of each term t of the ontology in the document. After completion of step 320, the method 300 then proceeds to step 330 where the sub-process 'locate_fac(O, C, k)' 600 is performed. This sub-process 'locate_fac(O, C, k)' 600 is the same fractional greedy optimal facility location sub-process that is used in the second arrangement but in this third arrangement takes as input the ontology structure O, a variable C and an integral variable k. The variable C is a list of all vertices v that have non-zero weights and the variable k is an integer that indicates the number of keywords to be selected. This sub-process 600 then returns k key words that are representative of the document. The sub-process 'locate_fac(O, C, k)' 600 is described below in more detail with reference to FIG. 6. After completion of step 330, the method 300 then terminates 340.

Turning now to FIG. 4, there is shown a flow chart of the sub-process 'propagate_wt vertex v)' as used in steps 130 and 240 of the methods of FIGS. 1 and 2 respectively. The sub-process 400(propagate_wt vertex v)' is a recursive sub-process and commences at steps 130 and 240 where the root vertex is initially passed to the sub-process 400 as the current vertex v. The sub-process 400 then proceeds to a decision block 420, where a check is made whether the current vertex v is a leaf. If the decision block 420 determines that the current vertex v is a leaf then the sub-process 400 proceeds to step 450 where the sub-process 400 returns the value f_w_v, which value is equal to the propagation factor f for the current leaf times the frequency of occurrence value w_v for the current leaf v. As mentioned above the propagation factor f is a value independent of the weight w_v and can be a predetermined constant, or may be variable whose value is decided based upon the consideration of many factors. If on the other hand, the decision block 420 determines the current vertex v is not a leaf, then the sub-process 400 proceeds to step 430.

The sub-process 400 during step 430 computes the updated frequency of occurrence value w_v for the current vertex v. As mentioned above, this updated frequency occurrence value w_v in the ease of a vertex v equals the sum of the old frequency occurrence value w_v associated with that vertex v and the updated frequency occurrence values of its immediate descendant times the propagation factor(s) f_v associated with those descendants. Namely, the updated frequency occurrence value w_v for a vertex v equals

\[ w_v = w_v + \sum f_v \cdot w_v, \]

where w_v are the previously updated frequency occurrences values for the child vertices of the vertex v. The step 430 achieves this by determining, for each child vertex c of the current vertex v, the sum w_v\_c = w_v + propagate_wt(v), where the sum recursively calls the sub-process propagate_wt(c) for each child vertex c of the current vertex v. After the completion of step 430, the sub-process 400 proceeds to step 440, where the sub-process 400 returns the current value of the frequency occurrence value f_w_v. After the completion of either of the steps 450 or step 440, the sub-process 400 then terminates 460, and then the respective methods of FIGS. 1 and 2 then proceeds to steps 140 and 250. In this fashion, the sub-process 400 computes the updated frequency of occurrence values w_v whereby these values w_v increase in value along all paths from the leaves to the root of the ontology. In this way, a fraction of the frequency of occurrence values are propagated up the tree from the leaves to the root.

Turning now to FIG. 5, there is shown a flow chart of the sub-process select_context(vertex v, vertex t) of step 250 of the method of FIG. 2. As mentioned previously, the sub-process 500 select_context(vertex v, vertex t) is called for each term t in the ontology that occurs in the document, that is called for each term that has a non-zero weighted vertex t. The sub-process 500 select_context vertex v, vertex t is a recursive sub-process and commences at step 510 where the root vertex is initially passed to the sub-process 500 as the current vertex v and the current vertex t is passed to the sub-process 500 as vertex t. The sub-process 500 then proceeds to a decision block 520, where a check is made whether the current vertex v is the same as the current vertex t. If the decision block 520 determines that the current
vertices \( v \) and \( t \) are identical, then the sub-process 500 proceeds to step 550, where the sub-process 500 returns a Null value and the sub-process 560 terminates. On the other hand, if the decision block 520 determines that the current vertices \( v \) and \( t \) are not identical, then the sub-process 500 proceeds to step 530.

**[0045]** The sub-process 500 during step 530 selects the immediately descendant (i.e. child) vertex \( c \) of the current vertex \( v \) that is an ancestor of the current vertex \( t \) and that has the largest weight \( w_c \). After the completion of step 530, the sub-process 500 proceeds to step 540, where the sub-process 500 performs a return operation return(\( v \), select_context(\( c \), \( t \))). The second parameter of this return operation recursively calls the sub-process 500' select_context(\( c \), \( t \)) with the current vertex \( v \) set to the selected child vertex \( c \). After the completion of the step 540, the sub-process 500 then terminates 560, and returns to the method 200 that called the sub-process 500. In this fashion, the sub-process 500 selects the most appropriate context for each of the ontology terms \( t \) occurring in the document. Specifically, the sub-process 500 for a term \( t \) returns a unique path in the form of a series of vertices commencing at the root vertex and finishing at the vertex \( t \) followed the Null value. The sub-process 500 selects the unique path to the term \( t \) in the ontology in such a manner that where there are several paths branching from a single ancestor vertex of the unique path to a single descendant vertex, the sub-process 500 selects that immediately descendant vertex of the single ancestor vertex that has the largest weight as the next member of the unique path. In this way, the combination of the sub-processes 400 and 500 consistently select a unique path for each term, and thus are able to disambiguate terms in the document.

**[0046]** Turning now to FIG. 6, there is shown a flow chart of the sub-process locate_fac(\( T \), \( C \), integer \( k \)) 600 used in step 260 of the method of FIG. 2, and also in step 530 of FIG. 3. Specifically, this fractional greedy facility location sub-process 600 selects \( k \) facilities that minimizes a cost, which cost equals the total of the servicing costs for all the clients. The sub-process 600 in computing this cost opens \( k \) facilities at \( k \) vertices of the tree \( T \), which \( k \) facilities serve clients \( C \) the latter being the non-zero vertices of the tree \( T \). The servicing cost of a client is computed as the distance of that client to its associated facility multiplied by a weight associated with the client. This associated weight equals the number of occurrences that the word associated with the client (viz vertex) appears in the document, and the distance between a client and a facility is the number of edges between that client and that facility. It is important to recognise that this weight is the initial weight (which is based on the number of occurrences in the document) and not the updated weights generated by the propagate_wt process 400. Also, this servicing cost is subject to the constraints that a facility can only serve descendant clients and a client can be served by multiple facilities. Accordingly, in the case of a client being served by multiple facilities, the servicing cost of this client is the total of the servicing costs for this client to the respective multiple facilities. The cost of an unserved client is set infinitely high, i.e. very high compared to the other costs, so that no solution with unsatisfied clients can be the optimal solution. In this case, the number \( k \) of facilities to be opened is adjusted so as to obtain an optimal, viz minimal, solution.

**[0047]** The greedy facility location sub-process locate(\( T \), \( C \), integer \( k \)) 600 generates an optimal solution of the following:

\[
\min \sum_{i=1}^{k} w_i \cdot d(v, F_i)
\]

Eqn (1)

where \( d(v, F_i) \) denotes the distance between a vertex \( v \) and its associated set of facilities \( F_i \), summed over the distance between a vertex \( v \) and each one of its facilities \( F_i \), where the distance \( d(v, F_i) \) is the number of edges between the vertex \( v \) and the facility \( F_i \), and where \( W_i \) is the number of occurrences that the word associated with the vertex \( v \) appears in the document. A vertex \( v \) may be served entirely by a single facility \( F_i \), or may be partially served by all the facilities \( F_i \), \( i = 1 \leq k \).

**[0048]** The greedy facility location sub-process locate_fac(\( T \), \( C \), integer \( k \)) 600 commences at step 610, where the variables \( T \), \( C \) and \( k \) are passed to the sub-process 600 and other necessary parameters are initialised. As mentioned previously, the method in accordance with the third arrangement passes the entire DAG ontology tree structure \( O \) to the sub-process 600 via means of this variable \( T \), viz locate_fac(\( O \), \( C \), integer \( k \)). On the other hand, the method in accordance with the second arrangement passes a sub-tree \( T \) of the DAG ontology structure \( O \) to the sub-process 600 via this variable \( T \), viz locate_fac(\( T \), \( C \), integer \( k \)). In the later arrangement, this sub-tree \( T \) comprises a list of the unique paths from the root to the terms \( t \) that have non-zero weights. For the ease of explanation of the sub-process 600, the ontology tree structure \( O \) and the sub-tree structure \( T \) passed to the sub-process 600 will both be referred to as tree \( T \). The variable \( C \) comprises a list of all clients, namely all vertices \( v \) of the tree \( T \) that have non-zero weights, and the integer \( k \) represents the number of keywords to be selected.

**[0049]** After step 610, the sub-process 600 then computes 620 the facility capacity \( C \). This facility capacity \( C \) equals the sum of all the weights \( w \) of the tree \( T \) divided by the maximum number of facilities \( k \). As mentioned previously, these weights \( w \) are associated with respective vertices of the tree, and each weight equals the number of occurrences that a word associated with the vertex appears in the document. This weight is the initial weight (which is based on the number of occurrences in the document) and not the updated weights generated by the propagate_wt process 400. After computation of the facility capacity \( C \), the sub-process 600 then deletes all leaves of the tree \( T \) that have weights \( w \) equal to zero.

**[0050]** After step 630, the sub-process 600 enters a loop 640-680, where the sub-process 600 first selects any leaf \( v \) of the tree \( T \) not already processed by the loop for processing. The sub-process 600 then proceeds to a decision block 650, where the sub-process 600 checks whether the weight \( w \), associated with the selected leaf \( v \), is greater than or equal to the facility capacity \( C \).

**[0051]** If the decision block 650 determines that \( w > C \) for the selected leaf \( v \), then the sub-process opens 660 a facility at the selected leaf \( v \). The sub-process 600 then
propagates $w_{c}$ to the parent node of the selected leaf $v$. Specifically, the weight of the parent of the selected leaf $v$ is updated according to $w_{\text{parent}} = w_{\text{parent}} + w_{c}$. After completion of the propagation step $670$, the sub-process $600$ proceeds to decision block $680$.

[0052] If on the other hand, the decision block $650$ determines that $w_{c} < C$ for the selected leaf $v$, then the sub-process $600$ propagates $w_{c}$ to the parent node of the selected leaf $v$. Specifically, the weight of the parent of the selected leaf $v$ is updated according to $w_{\text{parent}} = w_{\text{parent}} + w_{c}$. After this updating step $665$, the sub-process $600$ then deletes $v$ from the tree $T$. After completion of the deletion step $675$, the sub-process $600$ proceeds to decision block $680$.

[0053] The decision block $680$ checks whether or not $k$ facilities have been opened. In the event the decision block $680$ returns false, the sub-process $600$ returns to step $640$ for processing of a leaf not previously processed. It should be noted that in the case where $w_{c} < C$, a selected leaf, the sub-process $600$ deletes the selected leaf from the tree $T$. The sub-process $600$ in this case results in a new set of leaves (a shrunken tree $T'$) to be subsequently processed by the loop $640-680$. In the case where $w_{c} = C$, the sub-process $600$ does not delete the selected leaf and in the next pass of step $640$, the sub-process $600$ selects from the tree $T$ or $T'$ as the case may be) a leaf that has not been previously processed.

[0054] The sub-process $600$ continues in this fashion until the decision block $680$ finally determines that $k$ facilities have been opened, and the sub-process $600$ terminates.

[0055] In this way, the modeling of the key section as a capacitated facility location problem results in a reliable and robust selection of keywords and the greedy facility location sub-process $600$ is an efficient process for solving that problem. In addition, the greedy facility location sub-process $600$ guarantees optimally where a tree $T$ structure is extracted from an ontology $O$ using disambiguation as in the second arrangement. However, in the third arrangement where the ontology $O$ is left as is, the sub-process $600$ does not guarantee optimality. However, the final arrangement which is not giving optimal results it is expected to produce useful results.

[0056] Other facility location sub-processes for solving the aforementioned facility location problem (Eqn (1)) may be used in the second, and third arrangements instead of the fractional greedy optimal location sub-process described herein with reference to FIG. 6. In particular, an optimal dynamic programming based sub-process or an optimal fractional greedy sub-process can be used for ontology structures comprising trees (CT). In further variations, a greedy static sub-process or a greedy adaptive sub-process can be used for ontology structures comprising a DAG. Furthermore, capacitated and uncapacitated versions can be used.

[0057] As can be seen, the methods in accordance with the first, second and third arrangements are not limited to any specific ontology, and different ontologies may be plugged in depending on the nature and level of the keyword representation that is required. In this sense these methods are independent of domain ontology (taxonomy).

[0058] In a variation of the first and second arrangements the propagation factor $f$ can be made a function of the edge weight, level depending on the actual ontology used.

[0059] The methods in accordance with the first and third arrangements can work with any of the ontology structures DAG, CD and CT. The method in accordance with the second arrangement, in addition to working with DAG ontology structures, can also work with CT ontologies subject to some modifications to selecting the context, that is the context selection sub-process $300$. In the case of CT structures, a number of alternative ways of selecting the context are possible. In all of these alternatives, the modified context selection sub-process first finds all the paths leading from the root to the term. In one alternative the modified context selection sub-process then selects the path that has the maximum average weight per vertex. In another alternative the modified context selection sub-process then selects the path that has the vertex with the largest weight. In still another alternative the modified context selection sub-process selects the path with the largest sum of weights. The method in accordance with the second arrangement can also be used with CD ontologies subject to some modifications to the context selection sub-process $300$. The modified method for CD ontologies can be implemented by performing the context selection sub-process $300$ independently on each of the DAGs, which results in a collection of trees, and then implementing one of aforementioned modified context selection sub-processes on these collection of trees.

Computer Software

[0060] The steps of the methods $100$, $200$, and $300$ are preferably implemented as software code menus for execution on a computer system such as that described with reference to FIG. 7. Exemplary pseudo software code for implementing the steps of the method $100$ is illustrated as follows:

```
scan the document and compute wt for each ontology-term t;
propagate_wt(root);
select_keywords(k);
Sub-Routines:
propagate_wt(v)
if (v is a leaf) return f_wv
else
    for each child c of v,
    if w_c = C
        return f_wv
    else
        f_wv = f_wv + propagate_wt(c);
return f_wv
select_keywords(k)
return the top k words with maximum weight f_wv.
```

[0061] Exemplary pseudo software code for implementing the steps of the method $200$ is illustrated as follows:

```
scan the document and compute wt for each ontology-term t;
T = Null; C = Null;
propagate_wt(root);
for each ontology-term t in the document
    C := t;
    T := select_context(root,t);
    //used to disambiguate the context of t so that a unique path is
    //selected from root to t. In principle, other disambiguation
    //sub-processes may be used as alternatives
    locate_fac(T,k);
    //run a fractional greedy optimal facility location sub-process on f_wv
```
Exemplary pseudo software code for implementing the steps of the method 300 is illustrated as follows:

```java
scan the document and compute wt for each ontology-term t;
locate_fac(T,F,k);
//run a fractional greedy optimal facility location sub-process on
//a tree T for clients in C to place k facilities.

[0062] The aforementioned pseudo code is not intended to be limited to any particular programming language and implementation thereof. It will be appreciated that a variety of programming languages and implementations thereof may be used to implement the teachings of the invention as described herein.

Computer Hardware

[0064] FIG. 7 is a schematic representation of a computer system 1000 of a type that is suitable for executing computer software for selecting keywords representative of a document using an ontology. Computer software executes under a suitable operating system installed on the computer system 1000, and may be thought of as comprising various software code means for achieving particular steps of the methods 100, 200 or 300.

[0065] The components of the computer system 1000 include a computer 1020, a keyboard 1010 and mouse 1015, and a video display 1090. The computer 1020 includes a processor 1040, a memory 1050, input/output (I/O) interfaces 1060, 1065, a video interface 1045, and a storage device 1055.

[0066] The processor 1040 is a central processing unit (CPU) that executes the operating system and the computer software executing under the operating system. The memory 1050 includes random access memory (RAM) and read-only memory (ROM), and is used under direction of the processor 1040.

[0067] The video interface 1045 is connected to video display 1090 and provides video signals for display on the video display 1090. User input to operate the computer 1020 is provided from the keyboard 1010 and mouse 1015. The storage device 1055 can include a disk drive or any other suitable storage medium.

[0068] Each of the components of the computer 1020 is connected to an internal bus 1030 that includes data, address, and control busses, to allow components of the computer 1020 to communicate with each other via the bus 1030.

[0069] The computer system 1000 can be connected to one or more other similar computers via a input/output (I/O) interface 1065 using a communication channel 1085 to a network, represented as the Internet 1080.

[0070] The computer software may be recorded on a portable storage medium, in which case, the computer software program is accessed by the computer system 1000 from the storage device 1055. Alternatively, the computer software can be accessed directly from the Internet 1080 by the computer 1020. In either case, a user can interact with the computer system 1000 using the keyboard 1010 and mouse 1015 to operate the programmed computer software executing on the computer 1020.

[0071] Other configurations or types of computer systems can be equally well used to execute computer software that assists in implementing the techniques described herein.

CONCLUSION

[0072] Various alterations and modifications can be made to the techniques and arrangements described herein, as would be apparent to one skilled in the relevant art.

1. A method of selecting keywords representative of a document from an ontology, said method comprising:
   - computing, for each term in the ontology, a value representative of a frequency of occurrence of said term in the document; and
   - selecting a subset of terms of the ontology as keywords representative of the document based on said value.

2. A method of selecting keywords representative of a document from an ontology, wherein the ontology comprises terms arranged in a tree-like structure, said method comprising:
   - computing, for each term in the ontology, a first value representative of a frequency of occurrence of said term in the document;
   - assigning said first value to corresponding vertices in the ontology;
   - propagating said first value from leaf vertices of the ontology upwards to the one or more root vertices of the ontology by assigning to each vertex a second value, wherein said second value equals a sum of said first value of the vertex plus the second values of immediate descendent vertices of said vertex each multiplied by a corresponding propagation factor; and
   - selecting k terms of the ontology as keywords representative of the document that have a largest k second value.

3. A method of selecting keywords representative of a document from an ontology, wherein the ontology comprises terms arranged in a tree-like structure having one or more root vertices, vertices and leaf vertices, said method comprising:
   - computing, for each term in the ontology, a first value representative of a frequency of occurrence of said term in the document;
assigning first values to corresponding vertices in the ontology;

propagating said first values from the leaf vertices of the ontology upwards to the one or more root vertices of the ontology by assigning to each vertex a second value, wherein said second value equals a sum of said first value of the vertex plus the second values of immediate descendent vertices of said vertex each multiplied by a corresponding propagation factor;

generating a sub-structure of the ontology, wherein the sub-structure comprises a unique path for each term so as to disambiguates a context of the terms; and

performing an optimization process, wherein k vertices are selected such that a sum of weighted distances of all the vertices having non-zero second values to associated selected k vertices is minimized, and wherein k terms associated with the selected k vertices are selected as keywords representative of the document.

4. The method of claim 3, wherein the optimization process comprises a greedy facility location process.

5. The method of claim 3, wherein the optimization process comprises a greedy facility location process, wherein the vertices having non-zero second values are clients, the selected k vertices are facilities serving the clients, the weighted distance between a client and a facility is a number of edges of the tree-like structure between the client and the facility multiplied by a sum of the second values of the vertices in a subtree of the facility, wherein facilities can serve only descendent clients and clients can be served by multiple facilities.

6. The method of claim 3, wherein the optimization process comprises an optimal dynamic programming based process.

7. A method of selecting keywords representative of a document from an ontology, wherein the ontology comprises terms arranged in a tree-like structure having one or more root vertices, vertices and leaf vertices, said method comprising:

computing, for each term in the ontology, a first value representative of a frequency of occurrence of said term in the document;

assigning frequency of occurrence values to corresponding vertices in the ontology; and

performing an optimization process, wherein k vertices are selected such that a sum of weighted distances of all the vertices having non-zero first values to associated selected k vertices is minimized, and wherein k terms associated with the selected k vertices are selected as keywords representative of the document.

8. The method of claim 7, wherein the optimization process comprises a greedy facility location process.

9. The method of claim 7, wherein the optimization process comprises a greedy facility location process, wherein the vertices having non-zero second values are clients, the selected k vertices are facilities serving the clients, the weighted distance between a client and a facility is a number of edges of the tree-like structure between the client and the facility multiplied by a sum of the second values of the vertices in a subtree of the facility, wherein facilities can serve only descendent clients and clients can be served by multiple facilities.

10. The method of claim 7, wherein the optimization process comprises an optimal dynamic programming based process.

11. A computer program product for selecting keywords representative of a document from an ontology, the computer program product comprising computer software recorded on a computer-readable medium for performing a method comprising:

computing, for each term in the ontology, a value representative of a frequency of occurrence of said term in the document; and

selecting a subset of terms of the ontology as keywords representative of the document based on said value.

12. A computer system for selecting keywords representative of a document from an ontology, the computer system comprising computer software recorded on a computer-readable medium for performing a method comprising:

computing, for each term in the ontology, a value representative of a frequency of occurrence of said term in the document; and

selecting a subset of terms of the ontology as keywords representative of the document based on said value.

13. A computer program product for selecting keywords representative of a document from an ontology, the computer program product comprising computer software recorded on a computer-readable medium for performing a method comprising:

computing, for each term in the ontology, a first value representative of a frequency of occurrence of said term in the document;

assigning said first value to corresponding vertices in the ontology;

propagating said first value from leaf vertices of the ontology upwards to the one or more root vertices of the ontology by assigning to each vertex a second value, wherein said second value equals a sum of said first value of the vertex plus the second values of immediate descendent vertices of said vertex each multiplied by a corresponding propagation factor; and

selecting k terms of the ontology as keywords representative of the document that have a largest k second value.

14. A computer system for selecting keywords representative of a document from an ontology, the computer system comprising computer software recorded on a computer-readable medium for performing a method comprising:

computing, for each term in the ontology, a first value representative of a frequency of occurrence of said term in the document;

assigning said first value to corresponding vertices in the ontology;

propagating said first value from leaf vertices of the ontology upwards to the one or more root vertices of the ontology by assigning to each vertex a second value, wherein said second value equals a sum of said first value of the vertex plus the second values of immediate descendent vertices of said vertex each multiplied by a corresponding propagation factor; and
selecting k terms of the ontology as keywords representative of the document that have a largest k second value.

15. A computer program product for selecting keywords representative of a document from an ontology, the computer program product comprising computer software recorded on a computer-readable medium for performing a method comprising:

- computing, for each term in the ontology, a first value representative of a frequency of occurrence of said term in the document;
- assigning first values to corresponding vertices in the ontology;
- propagating said first values from the leaf vertices of the ontology upwards to the one or more root vertices of the ontology by assigning to each vertex a second value, wherein said second value equals a sum of said first value of the vertex plus the second values of immediate descendent vertices of said vertex each multiplied by a corresponding propagation factor;
- generating a sub-structure of the ontology, wherein the sub-structure comprises a unique path for each term so as to disambiguates a context of the terms; and
- performing an optimization process, wherein k vertices are selected such that a sum of weighted distances of all the vertices having non-zero second values to associated selected k vertices is minimized, and wherein k terms associated with the selected k vertices are selected as keywords representative of the document.

16. A computer system for selecting keywords representative of a document from an ontology, the computer system comprising computer software recorded on a computer-readable medium for performing a method comprising:

- computing, for each term in the ontology, a first value representative of a frequency of occurrence of said term in the document;
- assigning first values to corresponding vertices in the ontology;
- propagating said first values from the leaf vertices of the ontology upwards to the one or more root vertices of the ontology by assigning to each vertex a second value, wherein said second value equals a sum of said first value of the vertex plus the second values of immediate descendent vertices of said vertex each multiplied by a corresponding propagation factor;
- generating a sub-structure of the ontology, wherein the sub-structure comprises a unique path for each term so as to disambiguates a context of the terms; and
- performing an optimization process, wherein k vertices are selected such that a sum of weighted distances of all the vertices having non-zero first values to associated selected k vertices is minimized, and wherein k terms associated with the selected k vertices are selected as keywords representative of the document.

17. A computer program product for selecting keywords representative of a document from an ontology, the computer program product comprising computer software recorded on a computer-readable medium for performing a method comprising:

- computing, for each term in the ontology, a first value representative of a frequency of occurrence of said term in the document;
- assigning frequency of occurrence values to corresponding vertices in the ontology; and
- performing an optimization process, wherein k vertices are selected such that a sum of weighted distances of all the vertices having non-zero first values to associated selected k vertices is minimized, and wherein k terms associated with the selected k vertices are selected as keywords representative of the document.

18. A computer system for selecting keywords representative of a document from an ontology, the computer system comprising computer software recorded on a computer-readable medium for performing a method comprising:

- computing, for each term in the ontology, a first value representative of a frequency of occurrence of said term in the document;
- assigning frequency of occurrence values to corresponding vertices in the ontology; and
- performing an optimization process, wherein k vertices are selected such that a sum of weighted distances of all the vertices having non-zero first values to associated selected k vertices is minimized, and wherein k terms associated with the selected k vertices are selected as keywords representative of the document.