DEPTH MAP-BASED HEURISTIC FINGER DETECTION METHOD

The present disclosure provides a heuristic finger detection method based on a depth image. The method comprises the steps of: acquiring a hand connected region from a user's depth image; calculating the central point of the hand connected region; calculating a plurality of extremely far points in the hand connected region that have extremum 3D geodesic distances from the central point; detecting fingertips and finger regions from the plurality of calculated extremely far points; and outputting fingertip positions and the finger regions. The method calculates and detects fingertips of users by means of 3D geodesic distance, without extracting boundary contours of hand regions, which improves robustness of gesture detection and reduces detection error rates. The method has the advantages of higher finger detection accuracy and fast computing speed.
Description

RELATED APPLICATION

[0001] The present application claims the benefit of Chinese Patent Application No. 201610823569.7, filed on September 14, 2016, the entire disclosure of which is incorporated herein by reference.

TECHNICAL FIELD

[0002] The present disclosure relates to the technologies of intelligent human-computer interaction and gesture recognition, and more particularly to a heuristic finger detection method based on a depth image, a detection device and a computer readable storage medium.

BACKGROUND ART

[0003] With the rapid development of human-computer interaction technology, there are more and more human-computer interaction means. Human-computer interaction between human and computer devices is realized by keyboards and mice at the very beginning, then by writing pads and touch screens and now by gestures. Human-computer interaction is becoming more and more intuitive and convenient, and increasingly conforms to people’s natural habits.

[0004] In many intelligent device systems, such as AR (augmented reality) glasses, VR (virtual reality) head-mounted displays and smart TVs, there is a need for automatic detection of finger movements so as to realize interaction with devices by means of finger movements. In the course of interaction, a common RGB camera is usually used to acquire images and detect finger movements. This method is, however, susceptible to interference by a background image, thereby leading to poor accuracy. As depth cameras become gradually popular in recent years, more and more institutions and companies start to use a depth image to detect finger movements. A method based on a depth image has higher detection accuracy than a method based on RGB camera.

[0005] The current finger detection method based on a depth image usually detects fingertips by maximum contour curvature. This method first extracts boundary contour of a hand region, then calculate the curvature of contour points one by one, and select a maximum curvature finger point as a fingertip candidate point. Nevertheless, under the condition where a background image is very complicated, this method still has a great detection error rate.

SUMMARY

[0006] To solve or alleviate at least one defect in the art, it is desired to provide a new finger detection technology capable of achieving higher detection accuracy and a faster detection speed.

[0007] According to to one aspect, there is provided a finger detection method comprising the steps of: acquiring a hand connected region from a user’s depth image; calculating the central point of the hand connected region; calculating a plurality of extremely far points (i.e. extremum points) in the hand connected region that have extremum 3D geodesic distances from the central point; detecting fingertips and finger regions from the plurality of calculated extremely far points; and outputting fingertip positions and the finger regions.

[0008] In an embodiment, the step of acquiring a hand connected region from a user’s depth image further comprises the steps of: detecting all connected regions in the user’s depth image by an image growing method; and selecting a connected region with the smallest depth among the detected connected regions as a hand connected region.

[0009] In an embodiment, the step of acquiring a hand connected region from a user’s depth image further comprises the step of determining the smallest depth of each connected region of the detected connected regions as the depth of the connected region.

[0010] In an embodiment, the image growing method further comprises the step of, for each connected region, implementing the following steps:

1. establishing a FIFO queue, and selecting one pixel point in the connected region as an initial pixel point to put it in the FIFO queue;
2. iteratively implementing the following steps for the FIFO queue until no pixel point in the FIFO queue needs to be processed:
   1. extracting a current pixel point in the FIFO queue;
   2. comparing the depth of the current pixel point with the depth of each of four adjacent pixel points that are not in any connected region; and
   3. if the depth difference between the adjacent pixel point and the current pixel point is less than a first threshold Th1, adding the adjacent pixel point into the connected region and the FIFO queue; and
   4. outputting the connected region.

[0011] In an embodiment, the image growing method further comprises the step of, for each connected region, detecting the upper, lower, left and right boundaries of the connected region.

[0012] In an embodiment, the reference value of the first threshold Th1 ranges from 10mm to 15mm.

[0013] In an embodiment, the step of calculating the central point of the hand connected region further com-
prises the steps of: calculating the average value of the X coordinates of all the pixel points in the hand connected region as the X coordinate of the central point; and calculating the average value of the Y coordinates of all the pixel points in the hand connected region as the Y coordinate of the central point.

[0014] In an embodiment, the step of calculating the central point of the hand connected region further comprises the steps of: if the calculated central point is not in the hand connected region, appropriately adjusting the position of the central point so as to make the central point in the hand connected region.

[0015] In an embodiment, if the calculated central point is a null point in the depth image, the calculated central point is not in the hand connected region, wherein the null point is a point with the depth of 0 in the user’s depth image.

[0016] In an embodiment, the step of calculating a plurality of extremely far points in the hand connected region that have extremum 3D geodesic distances from the central point further comprises:

S301: constructing a distance matrix of the same size as the hand connected region, the distance matrix having elements corresponding to the pixels of the hand connected region in a one-to-one relationship;

S302: as for the elements corresponding to the pixels, the depth of which is not 0, setting the distance of the elements to be a maximum value, and as for the elements corresponding to the pixels, the depth of which is 0, setting the distance of the elements to be a negative number to mean that the distance of these points need not to be calculated;

S303: taking the central point as an initial extremely far point;

S304: setting the distance of the initial extremely far point in the distance matrix to be 0, and updating the distance matrix according to the minimum value of the 3D geodesic distances between each pixel point with the initial extremely far point as well as all the calculated extremely far points in the hand connected region; and

S305: determining the point having the largest distance in the updated distance matrix as the calculated extremely far point, and using the calculated extremely far point as a new initial extremely far point.

[0017] Repeat the steps S304 and S305 to calculate five to nine extremely far points.

[0018] In an embodiment, the step of updating the distance matrix in the step S304 further comprises the steps of:

establishing a FIFO queue, adding the initial extremely far point to the FIFO queue, and iteratively implementing the following steps for the FIFO queue until no pixel point in the FIFO queue needs to be processed:

extracting the current pixel point from the FIFO queue;

for each of the eight neighbourhood points of the current pixel point, calculating the three-dimensional distance d between the neighbourhood point and the current pixel point; if the distance of the neighbourhood point is greater than the sum of the distance of the current pixel point and the three-dimensional distance d, setting the distance of the neighbourhood point to be the sum of the distance of the current pixel point and the three-dimensional distance d and adding the neighbourhood point into the FIFO queue.

[0019] In an embodiment, the maximum value is 100,000 mm.

[0020] In an embodiment, the step of detecting fingertips and finger regions from the plurality of calculated extremely far points further comprises the steps of:

determining the plurality of extremely far points as a plurality of fingertip candidate points P; and

for each fingertip candidate point P, implementing the following iteration process:

detecting, step by step, the 3D geodesic distances between the surrounding points of the fingertip candidate point P and the fingertip candidate point P from inside to outside starting from the fingertip candidate point P; and adding the surrounding points into the finger point set if the 3D geodesic distances are less than the predetermined distance threshold;

if the width of the finger point set is less than a second threshold Th2, adding the predetermined distance threshold with a step size, or otherwise judging whether there are still unprocessed fingertip candidate points P; and

if there are still unprocessed fingertip candidate points P, then selecting a next unprocessed fingertip candidate point P and repeating the iteration process; and if there are not unprocessed fingertip candidate points P, exiting the iteration process.

[0021] In an embodiment, the step of detecting, step by step, the 3D geodesic distances between the surrounding points of the fingertip candidate point P and the fingertip candidate point P from inside to outside starting from the fingertip candidate point P further comprises the steps of:

conducting a distance matrix of the same size as the hand connected region, the distance matrix having elements corresponding to the pixels of the hand
connected region in a one-to-one relationship;

as for the elements corresponding to the pixels, the depth of which is not 0, setting the distance of the elements to be a maximum value, and as for the elements corresponding to the pixels, the depth of which is 0, setting the distance of the elements to be a negative number to mean that the distance of these points need not to be calculated;

setting the distance corresponding to the fingertip candidate point P to be 0;

establishing a FIFO queue, adding the fingertip candidate point P to the FIFO queue, and iteratively implementing the following steps for the FIFO queue until no pixel point in the FIFO queue needs to be processed:

extracting the current pixel point from the FIFO queue; for each of the eight neighbourhood points of the current pixel point, calculating the three-dimensional distance \( d \) between the neighbourhood point and the current pixel point; if the distance of the neighbourhood point is greater than the sum of the distance of the current pixel point and the three-dimensional distance \( d \), setting the distance of the neighbourhood point to be the sum of the distance of the current pixel point and the three-dimensional distance \( d \) and adding the neighbourhood point into the FIFO queue; and

detecting, step by step, the distance of the surrounding points of the fingertip candidate point P in the updated distance matrix from inside to outside starting from the fingertip candidate point P.

[0022] In an embodiment, the reference value of the second threshold \( Th2 \) is 35 mm.

[0023] In an embodiment, the reference value of the step size is 3 mm.

[0024] In an embodiment, the step of detecting fingertips from the plurality of calculated extremely far points further comprises the steps of: comparing the length of the finger point set with a third threshold \( Th3 \); if the length of the finger point set is greater than or equal to the third threshold \( Th3 \), determining the fingertip candidate point P as a real fingertip; and if the length of the finger point set is less than the third threshold \( Th3 \), determining the fingertip candidate point P as an unreal fingertip.

[0025] In an embodiment, the reference value of the third threshold \( Th3 \) is 40 mm.

[0026] According to another aspect, there is provided a finger detection device. The finger detection device comprises a hand connected region acquisition unit configured to receive a user's depth image and acquire a hand connected region from the depth image; a central point determination unit configured to calculate the central point of the hand connected region; an extremely far point calculation unit configured to calculate a plurality of extremely far points in the hand connected region that have extremum 3D geodesic distances from the central point; a finger detection unit configured to detect fingertips and finger regions from the plurality of calculated extremely far points; and an output unit configured to output fingertip positions and the finger regions.

[0027] According to another aspect, there is provided a computer readable storage medium, which stores computer readable instructions which, when executed by a computing device, cause the computing device to implement any method as stated above.

[0028] According to another aspect, there is provided a finger detection device.

[0029] The finger detection device comprises a memory configured to store computer readable instructions and data; and a processor coupled to the memory, which is configured to execute the computer readable instructions to implement any method as stated above.

[0030] The embodiments of the present disclosure can achieve at least one of the following advantages or other advantageous effects:

in comparison with the conventional method which detects fingertips by maximum contour curvature, the heuristic detection method provided by the present disclosure has better fingertip detection accuracy and stronger robustness against noises.

[0031] To be specific, the embodiments of the present disclosure use a depth image to detect fingers and effectively remove interference of a background image by extracting a hand connected region; use 3D geodesic distance to detect extremely far points in the connected region, have good robustness against image noises and gesture changes; take the extremely far points in the connected region as fingertip candidate points to detect a finger point set, and judge whether candidate points are real fingertips according to the largest width and smallest length of fingers, which can determine real fingertips and finger regions more quickly and accurately. The above methods achieve an effect of accurate and quick finger detection, and greatly enhance the robustness of finger detection against noises. The technology of the present disclosure achieves higher detection accuracy with a detection speed of up to 300 frames per second.

**BRIEF DESCRIPTION OF DRAWINGS**

[0032] To explain the technical solutions of the embodiments more clearly, the drawings necessary for describing the embodiments will be briefly introduced. It should be realized that the following drawings are only related to some embodiments. Those skilled in the art can obtain other drawings according to these drawings without making inventive effort, and the other drawings also fall within the scope of the present invention.
Fig. 1 is a flow chart of a finger detection method according to an embodiment of the present invention;

Fig. 2 is a flow chart of a method for acquiring a hand connected region according to an embodiment of the present invention;

Fig. 3 is a schematic view of a depth image and the hand connected region according to an embodiment of the present invention;

Fig. 4 is a flow chart of a method for calculating the central point of the hand connected region according to an embodiment of the present invention;

Fig. 5 is a schematic view of the central point of the hand connected region according to an embodiment of the present invention;

Fig. 6 is a flow chart of a method for calculating extremely far points of the hand connected region according to an embodiment of the present invention;

Fig. 7 is a schematic view of the extremely far points of the hand connected region according to an embodiment of the present invention;

Fig. 8 is a flow chart of a method for detecting fingertips and finger regions according to an embodiment of the present invention;

Fig. 9 is a schematic view of the fingertips according to an embodiment of the present invention;

Fig. 10 schematically shows a view of detection results according to an embodiment of the present invention;

Fig. 11 is a structural schematic view of a finger detection device according to an embodiment of the present invention; and

Fig. 12 illustrates an exemplary computing device for implementing one or more embodiments.

**DETAILED DESCRIPTION**

[0033] For clearer understanding of the object, technical solutions and advantages of some embodiments, these embodiments will be further described in detail with reference to drawings and examples.

[0034] Fig. 1 is a flow chart of a finger detection method according to an embodiment of the present invention. The finger detection method is a heuristic finger detection method based on a depth image, which detects fingers by analyzing the depth image taken by a depth camera in a heuristic manner. The method detects fingertip positions and a finger point set by the five steps of acquiring a hand connected region, calculating the central point of the hand connected region, calculating extremely far points of the hand connected region, detecting fingertips and outputting fingertip positions and finger regions. The term "connected region" used herein refers to a set composed of non-null pixel points that are mutually connected in the depth image, wherein the depth difference between adjacent pixel points is very small. Mutually connected means any two pixel points in the pixel point set can be directly connected or connected via other pixel point in the set.

[0035] As shown in Fig. 1, the finger detection method comprises the following five steps. First, in the step S1, a hand connected region is acquired from a user's depth image. Then in the step S2, the central point of the hand connected region is calculated. Later in the step S3, a plurality of extremely far points in the hand connected region are calculated which have extremum 3D geodesic distances from the central point. Next in the step S4, fingertips and finger regions are detected from the plurality of calculated extremely far points. Finally in the step S5, fingertip positions and the finger regions are output. The method has the advantages of high finger detection accuracy and fast computing speed.

[0036] Exemplary implementations for the various steps of the finger detection method will be specifically explained with reference to Figs. 2 to 10.

[0037] Fig. 2 is a flow chart of a method for acquiring a hand connected region according to an embodiment of the present invention. Before acquiring the hand connected region, a depth camera needs to first shoot a user's depth image, which is a two-dimensional image I. Different from a common RGB camera which acquires red, green and blue component intensity of each point of an image, the depth camera acquires the distance depth (x, y) of each point in an image to the camera. In Fig. 3, the left view shows an exemplary view of an original depth image shot by the depth camera.

[0038] The depth image usually contains a plurality of connected regions. In a scene of gesture operation, since a hand at the time of gesture operation usually appears foremost and is closest to the camera, the connected region where the hand appears is the one having the smallest depth. Thus, all the connected regions can be detected by an image growing method, the connected region having the smallest depth can be selected as the hand connected region, and the point set of hand connected regions can be called SH.

[0039] An exemplary method for acquiring a hand connected region will be introduced with reference to Fig. 2. As shown in Fig. 2, all connected regions and hand connected regions SH in the depth image can be detected in the following process. At first, an image width W and height H is determined for an inputted two-dimensional depth image I. Then, initialization is performed in the step S101, including the step setting the total number N of determined connected regions as an initial value 0, and
initializing the value of each element in a label matrix 
\( F(x, y) \) as 0, which indicates that none of any pixel points in the current image join in any connected region. Meanwhile, an anchor is designated to indicate the connected region searching progress, the coordinates \( x \) and \( y \) of the anchor is set to be an initial value \( 0 \), namely a pixel point at the upper left corner of the image. That is to say, the method will start searching connected regions from the upper left corner of the image. At this time, searching can be conducted in the depth image in an order from left to right and from top to bottom. However, in other embodiments, it is also possible to start searching the connected regions from other position. For example, it is possible to start searching the connected regions from such positions as an upper right corner, a lower left corner or a lower right corner in a different searching order. The present invention is not limited to any particular searching position and searching order.

After performing the initialization, proceed to the step S102 to judge whether the depth \( l(x, y) \) of the current anchor is greater than \( 0 \), namely, judge whether the point is a null point. If the depth \( l(x, y) \) is greater than \( 0 \), go to the step S103; or otherwise, jump to the step Sill. In the step S103, it is judged whether the label \( F(x, y) \) of the anchor is equal to \( 0 \). If the label \( F(x, y) \) is equal to \( 0 \), go to the step S104; or otherwise, jump to the step Sill.

If the depth \( l(x, y) \) of the current anchor \( (x, y) \) is greater than \( 0 \), and the label \( F(x, y) \) of the anchor is equal to \( 0 \), it means a new connected region \( S \) is found. Then, in the step S104, the total number \( N \) of the connected regions is increased by \( 1 \). The newly added connected region is set as \( S(N) \), the current anchor \( (x, y) \) is added into the connected region \( S(N) \), and meanwhile the label \( F(x, y) \) of the anchor is set as \( 1 \), which indicates that the pixel point \( (x, y) \) has been added into the connected region \( S(N) \). In this embodiment, said current anchor \( (x, y) \) acts as the initial point of detecting the new connected region \( S(N) \). It shall be pointed out that although the method in this embodiment uses the leftmost pixel point in the first row of pixel points in the connected region as the initial point for detecting the connected region \( S(N) \), those skilled in the art can understand that the following process for detecting the connected region \( S(N) \) can be applicable to the situation where any pixel point in the connected region can serve as an initial point.

After completion of the step S104, go on to the step S105 so as to determine the complete point set of the newly found connected region \( S(N) \). In the step S105, an empty queue \( Q \) of a First in, First out (FIFO) type is initialized, then the initial point (i.e., the Coordinates \( (x, y) \) is added into the \( Q \). The, go on to the step S106. In the step S106, it is judged whether the queue \( Q \) is empty. If it is empty, it means the complete point set of the connected region \( S(N) \) has been determined, and jump to the step Sill; or otherwise, go on to the step S107. In the step S107, the current coordinates \( (x_0, y_0) \) is extracted from \( Q \). Then go on to the step S108 to check the upper, lower, left and right neighbourhood of the coordinates \( (x_0, y_0) \) to obtain all the neighbourhood points \( (x_1, y_1) \) having a depth greater than \( 0 \) and a label equal to \( 0 \). Then, in the step S109, the depth \( l(x_1, y_1) \) of all the obtained neighbourhood points \( (x_1, y_1) \) is compared with the depth \( l(x_0, y_0) \) of the pixel point \( (x_0, y_0) \). Then, go on to the step Sill. If the difference between the depth \( l(x_1, y_1) \) and the depth \( l(x_0, y_0) \) is less than the threshold \( T_{th} \), then the neighbourhood point \( (x_1, y_1) \) is added into the queue \( Q \) and the connected region \( S(N) \). Meanwhile, the label \( F(x_1, y_1) \) of the point \( (x_1, y_1) \) is set as \( 0 \). In an embodiment, the reference value of the threshold \( T_{th} \) ranges from \( 10 \) mm to \( 50 \) mm. Moreover, those skilled in the art can understand, in the steps S108 to S110, four neighbourhood points can be processed at one time, that is, the steps S108 to S110 are conducted sequentially for all of the four neighbourhood points, or one neighbourhood point is processed at one time, that is, the steps S108 to S110 are conducted for each neighbourhood point sequentially. After the detection of the four neighbourhood points is completed, return to the step S106 to continue to judge whether the queue \( Q \) is empty. The steps S106 to S110 are performed iteratively by means of such an image growing method until the queue \( Q \) is empty. That the queue \( Q \) is empty indicates that the complete point set of the connected region \( S(N) \) has been determined, and then jump to the step Sill to continue searching the next connected region. Optionally, after the connected region \( S(N) \) is determined, the upper, lower, left and right boundaries of the connected region \( S(N) \) can be detected incidentally. For example, after all the pixel point set of the connected region \( S(N) \) is detected, the coordinates of the upmost, lowermost, leftmost and rightmost pixel points of the connected region are detected and used as the upper, lower, left and right boundaries of the connected region \( S(N) \) respectively. In an embodiment, the method can also comprise the step of determining the smallest depth or average depth of the connected region \( S(N) \) as the depth of the connected region \( S(N) \).

In the step Sill, the \( x \) coordinate of the anchor is increased by \( 1 \), namely, \( x=x+1 \). If \( x \) is equal to the image width \( W \), it means it is necessary to change the line, and \( x \) shall be reset to be \( 0 \), and \( y \) be increased by \( 1 \). The step Sill actually moves the anchor in an order from left to right and from top to bottom. Then, in the step S112, it is judged whether \( y \) is equal to the image height \( H \). If \( y \) is not equal to the image height \( H \), return to the step S102 to continue to search and determine the next connected region. Otherwise, if \( y \) is equal to the image height \( H \), it means all the pixel points have been processed and go on to the step S113. In the step S113, it is judged whether the total number \( N \) of the connected regions is greater than \( 0 \). If \( N \) is greater than \( 0 \), it means \( N \) connected regions have been detected and go on to the step S114. In the step S114, a connected region having the smallest depth among the \( N \) connected regions is selected as the hand connected region \( S_h \). When the smallest depth of the connected region \( S(N) \) serves as
the depth of the connected region S(N), the hand connected region S_H can be determined more accurately because a hand is usually closest to a camera, and non-null points having the smallest depth in the depth image most probably appear in the hand connected region. If N is not more than 0 in the step S113, it means no connected regions are detected, the shot depth image is a blank image, no finger detection is necessary and the method exits in the step S115.

[0044] The right view in Fig. 3 shows an exemplary view of the hand connected region S_H as acquired. As shown, a detected hand connected region S_H usually includes not only fingers and a palm, but also an arm portion. The subsequent steps will detect fingers on the basis of the hand connected region S_H. In some embodiments, for easy representation of a connected region S(N), the connected region S(N) may be represented as a matrix which needs to cover all pixel points of the hand connected region. In the matrix, the depth of the element corresponding to the pixel point of the hand connected region is the depth of the corresponding pixel point, and the depth of other elements may be set to be 0. For example, the matrix may, as shown in the right view in Fig. 3, cover a scope larger than the hand connected region, wherein the depth of each point in, e.g., a hand region (namely, a light-coloured region) is the depth of the corresponding pixel point, and the depth of each point in the region outside of the hand (namely, a black or dark-coloured region) is 0. Of course, the matrix may also be determined by the upper, lower, left and right boundaries of the hand connected region. The matrix determined in this way is smaller, hence the computing load necessary for processing the hand connected region is less, and the processing speed is faster.

[0045] Fig. 4 is a flow chart of a method for calculating the central point of the hand connected region according to an embodiment of the present invention. As shown in Fig. 4, the method of calculating the central point of the hand connected region comprises the steps that: in the step S201, the average value of the X coordinates of all the pixel points in the hand connected region S_H is calculated as the X coordinate x_c of the central point. It shall be pointed out that the hand connected region S_H herein refers to the originally determined hand connected region, rather than the matrix representing the hand connected region as mentioned above.

[0046] In the step S202, the average value of the Y coordinates of all the pixel points in the hand connected region is calculated as the Y coordinate y_c of the central point. Similarly, the hand connected region S_H herein refers to the originally determined hand connected region, rather than the matrix representing the hand connected region as mentioned above.

[0047] The above process may be represented as:

\[
\begin{align*}
\bar{x} &= \frac{1}{N} \sum_{(x,y) \in S_H} x \\
\bar{y} &= \frac{1}{N} \sum_{(x,y) \in S_H} y
\end{align*}
\]

[0048] Considering that noises may exist in the depth image, the calculated central point (x_c, y_c) may be located at a null point (which may be, for example, a point having a depth of 0 in the user’s depth image) in the depth image. If this is the case, x_c and y_c need to be appropriately adjusted in upper, lower, left and right directions so as to make the central point be located in the hand connected region S_H. Thus, calculating the central point of the hand connected region may also comprise the step S203: if the calculated central point is not in the hand connected region, then the position of the central point will be appropriately adjusted so as to make the central point be located in the hand connected region. In an exemplary implementation, the adjusting step may comprise: first checking whether the pixel point 1 pixel above the calculated central point is in the hand connected region, if it is in the hand connected region, the central point is adjusted to the pixel point 1 pixel above and the operation ends; otherwise continuing to check the pixel point 1 pixel below, the pixel point 1 pixel to the left, the pixel point 1 pixel to the right until the point in the hand connected region is found. If none of the pixel point 1 pixel above, the pixel point 1 pixel below, the pixel point 1 pixel to the left and the pixel point 1 pixel to the right are in the hand connected region, continue to search the pixels 2 pixels from the calculated central point. By analogy, the method doesn’t stop until the point in the hand connected region is found.

[0049] Fig. 5 schematically shows the central point of the hand connected region calculated according to an embodiment of the present invention. As shown in Fig. 5, the central point of the hand connected region is shown at the white point.

[0050] Fig. 6 is a flow chart of a method for calculating extremely far points (i.e. extremum points) of the hand connected region according to an embodiment of the present invention. In the embodiment, the extremely far points are calculated according to the 3D geodesic distance. The “3D geodesic distance” between two points in a space refers to the length of the shortest curve connecting the two points in the connected region, and the points on the curve must all appear in the connected region. In comparison with the common Euclidean distance indicative of the straight-line distance between two points (the points on the straight line may not be in the connected region), the solution using the 3D geodesic distance has higher robustness against gesture change and can detect more stable extremely far points. It can be clearly seen in the hand connected region shown in the drawing that the “Euclidean distance” between two adjacent fingertips is relatively small, but the “3D geodesic distance”
therebetween is relatively large. If "Euclidean distance" is used to constitute the distance matrix, fingertips may not necessarily be the extremely far points. But if "3D geodesic distance" is used to constitute the distance matrix, fingertips are always the points having extremum distance values. Thus, higher robustness can be guaranteed if "3D geodesic distance" is used to constitute the distance matrix and detect the points having extremum distance values as the fingertip candidate points.

[0051] In some embodiments, the method for calculating the extremely far points of the hand connected region comprises three phases: initializing the distance matrix, updating the distance matrix and selecting the extremely far points according to the distance matrix.

[0052] As shown in Fig. 6, the step of calculating a plurality of extremely far points in the hand connected region that have extremum 3D geodesic distances from the central point comprises steps S301 to S307, wherein the steps S301 and S302 belong to the first phase: initializing the distance matrix; the steps S303 and S304 belong to the second phase: updating the distance matrix; and the step S305 belongs to the third phase: selecting the extremely far points according to the distance matrix.

[0053] At first, in the step S301, a distance matrix D of the same size as the hand connected region is constructed, the distance matrix having elements \( D(x, y) \) corresponding to the pixels of the hand connected region in a one-to-one relationship. Then the distance matrix is initialized in the step S302. As for the elements corresponding to the pixels, the depth of which is not 0, the distance of the elements is set to a maximum value, and as for the elements corresponding to the pixels, the depth of which is 0, the distance of the elements is set to a negative number to mean that the distance of these points need not to be calculated. The maximum value may be any extreme remote distance that is not reachable for a human palm. In an embodiment, the maximum value may be 100,000 mm. The negative number may be set to be -1. Next, the distance matrix needs to be updated to obtain an extremely far point. Before that, an initial extremely far point shall be set so as to initiate the updating of the distance matrix. In the step S303, take the central point as an initial extremely far point. Then in the step S304, the corresponding distance of the initial extremely far point in the distance matrix is set to 0, and the distance matrix is updated according to the minimum value of the 3D geodesic distances between each pixel point with the initial extremely far point as well as all the calculated extremely far points in the hand connected region.

[0054] In an embodiment, the step of updating the distance matrix in the step S304 further comprises the steps of:

- establishing a FIFO queue, adding the initial extremely far point to the FIFO queue, and iteratively carrying out the following steps for the FIFO queue until no pixel point in the FIFO queue needs to be processed:

- extracting the current pixel point \((x_0, y_0)\) from the FIFO queue; for each neighbourhood point \((x_1, y_1)\) of the upper, lower, left, right, upper-left, upper-right, lower-left and lower-right neighbourhood points of the current pixel point, calculating the three-dimensional distance \(d\) between the neighbourhood point \((x_1, y_1)\) and the current pixel point \((x_0, y_0)\); if the distance of the neighbourhood point \((x_1, y_1)\) is greater than the sum of the distance of the current pixel point \((x_0, y_0)\) and the three-dimensional distance \(d\), setting the distance of the neighbourhood point \((x_1, y_1)\) as the sum of the distance of the current pixel point \((x_0, y_0)\) and the three-dimensional distance \(d\), and adding the neighbourhood point \((x_1, y_1)\) into the FIFO queue. In this process, neighbourhood points having a negative distance value need not be processed because they are not the pixel points in the hand connected region. In addition, as a faster computing manner, the distance of the neighbourhood point \((x_1, y_1)\) can be first compared with that of the current pixel point \((x_0, y_0)\). If the distance of the neighbourhood point \((x_1, y_1)\) is less than that of the current pixel point \((x_0, y_0)\), there is no need to calculate the three-dimensional distance \(d\) and update the neighbourhood point.

[0055] After the step of updating the matrix which includes the iteration process is completed, go on to the step S305. In the step S305, the point having the largest distance in the updated distance matrix is determined as the calculated extremely far point, and use the calculated extremely far point as a new initial extremely far point. It shall be pointed out that after each updating, the distance \(D(x, y)\) in the distance matrix is the minimum value of the 3D geodesic distance between the points with the central point as well as the calculated extremely far points in the hand connected region, and the point having the maximum distance value in the distance matrix is found out to serve as a new extremely far point.

[0056] In the step S306, it is judged whether the number of the calculated extremely far points meets the requirement, i.e., whether K extremely far points are obtained in addition to the central point. In an embodiment, K ranges from 5 to 9. If the number meets the requirement, the calculation in the step S307 ends, and the calculated extremely far points are the fingertip candidate points. If the number does not meet the requirement, return to the step S304 and repeat the steps S304 and S305 to calculate 5 to 9 extremely far points in addition to the central point.

[0057] Fig. 7 schematically shows the extremely far points of the hand connected region according to an embodiment of the present invention. The first view shows an initial extremely far point, namely a central point. The second to the seventh views show the first to the sixth extremely far points sequentially detected.

[0058] Fig. 8 is a flow chart of a method for detecting fingertips and finger regions according to an embodiment of the present invention. As shown in Fig. 8, the process of detecting fingertips and finger regions from the plurality of calculated extremely far points include the following steps. First, in the step S401, the plurality of extremely
far points are determined as a plurality of fingertip candidate points P. Then, in the step S402, one fingertip candidate point P is selected and a predetermined distance threshold is initialized, that is, setting the initial value of the predetermined distance threshold. Later, in the step S403, detect, step by step, the 3D geodesic distances between the surrounding points (namely, the surrounding points of the fingertip candidate point P within the hand connected region) of the fingertip candidate point P and the fingertip candidate point P from inside to outside starting from the fingertip candidate point P; and add the surrounding points into the finger point set if the 3D geodesic distances are less than the predetermined distance threshold. Next, in the step S404, it is judged whether the width of the finger point set is less than a second threshold Th2. In an embodiment, the reference value of the second threshold Th2 is 35 mm. If the width of the finger point set is less than the second threshold Th2, move on to the step S405 to add the predetermined distance threshold with a step size and return to the step S403 to continue checking the 3D geodesic distances between the surrounding points of the fingertip candidate point P and the fingertip candidate point P. In an embodiment, the reference value of the step size is 3 mm. If the width of the finger point set is not less than the second threshold Th2 in the step S404, move on to the step S406. In the step S406, it is judged whether there are still unprocessed fingertip candidate points P. If there are still unprocessed fingertip candidate points P, then return to the step S402 to select a next unprocessed fingertip candidate point P and repeat the iteration process. If there are not unprocessed fingertip candidate points P, the iteration process exits in the step S407.

To detect the finger point set or finger regions, the step of detecting, step by step, the 3D geodesic distances between the surrounding points of the fingertip candidate point P and the fingertip candidate point P from inside to outside starting from the fingertip candidate point P in the step S403 needs to recalculate the distance matrix D to the point P. In an embodiment, the step of detecting, step by step, the 3D geodesic distances between the surrounding points of the fingertip candidate point P and the fingertip candidate point P from inside to outside starting from the fingertip candidate point P further comprises the steps as follows. First, a distance matrix D of the same size as the hand connected region S_H is constructed, the distance matrix D having elements corresponding to the pixels of the hand connected region S_H in a one-to-one relationship. Then, as for the elements of the distance matrix D corresponding to the pixels, the depth of which is not 0, the distance of the elements is set to a maximum value, and as for the elements corresponding to the pixels, the depth of which is 0, the distance of the elements is set to a negative number to mean that the distance of these points need not to be calculated. In an embodiment, the maximum value may be 100,000 mm. The negative number may be set to be -1. Let the coordinates of the candidate point P to be (x_p, y_p), then the distance D(x_p, y_p) corresponding to the fingertip candidate point P is set to be 0, and the distance matrix D is updated according to the following steps.

A FIFO queue is established, the coordinates (x_0, y_0) of the fingertip candidate point P are added to the FIFO queue, and the following steps are carried out iteratively for the FIFO queue until no pixel point in the FIFO queue needs to be processed: extracting the current pixel point (x_0, y_0) from the FIFO queue; for each neighbourhood point (x_1, y_1) of the upper, lower, left, right, upper-left, upper-right, lower-left and lower-right neighbourhood points of the current pixel point (x_0, y_0), calculating the three-dimensional distance d between the neighbourhood point (x_1, y_1) and the current pixel point (x_0, y_0): if the distance of the neighbourhood point (x_1, y_1) is greater than the sum of the distance of the current pixel point and the three-dimensional distance d, namely D(x_1, y_1) > D(x_0, y_0) + d, setting the distance of the neighbourhood point (x_1, y_1) to be the sum of the distance of the current pixel point and the three-dimensional distance d, namely D(x_1, y_1) = D(x_0, y_0) + d, and adding the neighbourhood point (x_1, y_1) into the FIFO queue. In this process, neighbourhood points having a negative distance value need not be processed because they are not the pixel points in the hand connected region, and certainly do not belong to the finger region. In addition, as a faster computing manner, the distance of the neighbourhood point (x_1, y_1) can be first compared with that of the current pixel point (x_0, y_0). If the distance of the neighbourhood point (x_1, y_1) is less than that of the current pixel point (x_0, y_0), there is no need to calculate the three-dimensional distance d and update the neighbourhood point.

After the distance matrix is updated through the iteration process, detect, step by step, the distance of the surrounding points of the fingertip candidate point P in the updated distance matrix from inside to outside starting from the fingertip candidate point P. That is to say, the updated distance matrix enables the finger point set or finger regions to be determined according to the distance threshold.

In an embodiment, in order to judge whether the fingertip candidate point P is a real fingertip, we set a finger length lower limit Th3. If the length of the finger point set is equal to or larger than Th3 when the growth stops, the candidate point is judged as a real "fingertip", and the coordinates (x_P, y_P) of the "fingertip" is recorded; or otherwise, the fingertip candidate point P is judged as a "non-fingertip". To be specific, the step of detecting fingertips from the plurality of calculated extremely far points further comprises the steps of: comparing the length of the finger point set with the third threshold Th3; if the length of the finger point set is greater than or equal to the third threshold Th3, determining the fingertip candidate point P as a real fingertip; and if the length of the finger point set is less than the third threshold Th3, determining the fingertip candidate point P as an unreal fingertip. In an embodiment, the reference value of the third threshold Th3 is 40 mm.
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Claims

1. A finger detection method comprising the steps of:

   acquiring a hand connected region from a user's depth image;
   calculating the central point of the hand connected region;
   calculating a plurality of extremely far points in the hand connected region that have extremum 3D geodesic distances from the central point;
   detecting fingertips and finger regions from the plurality of calculated extremely far points; and
   outputting fingertip positions and the finger regions.

2. The method according to claim 1, wherein the step of acquiring a hand connected region from a user's depth image further comprises the steps of:

   detecting all connected regions in the user's depth image by an image growing method; and
   selecting a connected region with the smallest depth among the detected connected regions as a hand connected region.

3. The method according to claim 2, wherein the image growing method further comprises the step of, for each connected region, implementing the following steps:

   establishing a FIFO queue, and selecting one pixel point in the connected region as an initial pixel point to put it in the FIFO queue;
   iteratively implementing the following steps for the FIFO queue until no pixel point in the FIFO queue needs to be processed:

   extracting a current pixel point in the FIFO queue;
   comparing the depth of the current pixel point with the depth of each of four adjacent pixel points that are not in any connected region; and
   if the depth difference between the adjacent pixel point and the current pixel point is less than a first threshold Tth1, adding the adjacent pixel point into the connected region.
and the FIFO queue; and outputting the connected region.

4. The method according to claim 3, wherein the reference value of the first threshold Th1 ranges from 10mm to 15mm.

5. The method according to claim 1, wherein the step of calculating the central point of the hand connected region further comprises the steps of:
   - calculating the average value of the X coordinates of all the pixel points in the hand connected region as the X coordinate of the central point; and
   - calculating the average value of the Y coordinates of all the pixel points in the hand connected region as the Y coordinate of the central point.

6. The method according to claim 5, wherein the step of calculating the central point of the hand connected region further comprises the steps of:
   - if the calculated central point is not in the hand connected region, appropriately adjusting the position of the central point so as to make the central point in the hand connected region.

7. The method according to claim 6, wherein if the calculated central point is a null point in the depth image, the calculated central point is not in the hand connected region, wherein the null point is a point with the depth of 0 in the user's depth image.

8. The method according to claim 1, wherein the step of calculating a plurality of extremely far points in the hand connected region that have extremum 3D geodesic distances from the central point further comprises:
   - S301: constructing a distance matrix of the same size as the hand connected region, the distance matrix having elements corresponding to the pixels of the hand connected region in a one-to-one relationship;
   - S302: as for the elements corresponding to the pixels, the depth of which is not 0, setting the distance of the elements to be a maximum value, and as for the elements corresponding to the pixels, the depth of which is 0, setting the distance of the elements to be a negative number to mean that the distance of these points need not to be calculated;
   - S303: taking the central point as an initial extremely far point;
   - S304: setting the corresponding distance of the initial extremely far point in the distance matrix to be 0, and updating the distance matrix according to the minimum value of the 3D geodesic distances between each pixel point with the initial extremely far point as well as all the calculated extremely far points in the hand connected region; and
   - S305: determining the point having the largest distance in the updated distance matrix as the calculated extremely far point, and using the calculated extremely far point as a new initial extremely far point;
   - repeating the steps S304 and S305 to calculate five to nine extremely far points.

9. The method according to claim 8, wherein the step of updating the distance matrix in the step S304 further comprises the steps of:
   - establishing a FIFO queue, adding the initial extremely far point to the FIFO queue, and iteratively implementing the following steps for the FIFO queue until no pixel point in the FIFO queue needs to be processed:
     - extracting the current pixel point from the FIFO queue; for each of the eight neighbourhood points of the current pixel point, calculating the three-dimensional distance d between the neighbourhood point and the current pixel point; if the distance of the neighbourhood point is greater than the sum of the distance of the current pixel point and the three-dimensional distance d, setting the distance of the neighbourhood point to be the sum of the distance of the current pixel point and the three-dimensional distance d, and adding the neighbourhood point into the FIFO queue.

10. The method according to claim 8, wherein the maximum value is 100,000 mm.

11. The method according to claim 1, wherein the step of detecting fingertips and finger regions from the plurality of calculated extremely far points further comprises the steps of:
   - determining the plurality of extremely far points as a plurality of fingertip candidate points P; and for each fingertip candidate point P, implementing the following iteration process:
     - detecting, step by step, the 3D geodesic distances between the surrounding points of the fingertip candidate point P and the fingertip candidate point P from inside to outside starting from the fingertip candidate point P; and adding the surrounding points into the finger point set if the 3D geodesic distances are less than the predetermined distance threshold;
     - if the width of the finger point set is less than a second threshold Th2, adding the predetermined distance threshold with a step
size, or otherwise judging whether there are still unprocessed fingertip candidate points P; and if there are still unprocessed fingertip candidate points P, then selecting a next unprocessed fingertip candidate point P and repeating the iteration process; and if there are not unprocessed fingertip candidate points P, exiting the iteration process.

12. The method according to claim 11, wherein the step of detecting, step by step, the 3D geodesic distances between the surrounding points of the fingertip candidate point P and the fingertip candidate point P from inside to outside starting from the fingertip candidate point P further comprises the steps of:

constructing a distance matrix of the same size as the hand connected region, the distance matrix having elements corresponding to the pixels of the hand connected region in a one-to-one relationship;
as for the elements corresponding to the pixels, the depth of which is not 0, setting the distance of the elements to be a maximum value, and as for the elements corresponding to the pixels, the depth of which is 0, setting the distance of the elements to be a negative number to mean that the distance of these points need not to be calculated;
setting the distance corresponding to the fingertip candidate point P to be 0;
establishing a FIFO queue, adding the fingertip candidate point P to the FIFO queue, and iteratively implementing the following steps for the FIFO queue until no pixel point in the FIFO queue needs to be processed:
extracting the current pixel point from the FIFO queue; for each of the eight neighbourhood points of the current pixel point, calculating the three-dimensional distance \( d \) between the neighbourhood point and the current pixel point; if the distance of the neighbourhood point is greater than the sum of the distance of the current pixel point and the three-dimensional distance \( d \) setting the distance of the neighbourhood point to be the sum of the distance of the current pixel point and the three-dimensional distance \( d \) and adding the neighbouring point into the FIFO queue; and detecting, step by step, the distance of the surrounding points of the fingertip candidate point P in the updated distance matrix from inside to outside starting from the fingertip candidate point P.

13. The method according to claim 11, wherein the reference value of the second threshold \( Th_2 \) is 35 mm and/or the reference value of the step size is 3 mm.

14. The method according to claim 11, wherein the step of detecting fingertips from the plurality of calculated extremely far points further comprises the steps of:

comparing the length of the finger point set with a third threshold \( Th_3 \);
if the length of the finger point set is greater than or equal to the third threshold \( Th_3 \), determining the fingertip candidate point P as a real fingertip; and
if the length of the finger point set is less than the third threshold \( Th_3 \), determining the fingertip candidate point P as an unreal fingertip.

15. The method according to claim 14, wherein the reference value of the third threshold \( Th_3 \) is 40 mm.

16. A finger detection device comprising:

a hand connected region acquisition unit configured to receive a user’s depth image and acquire a hand connected region from the depth image; a central point determination unit configured to calculate the central point of the hand connected region; an extremely far point calculation unit configured to calculate a plurality of extremely far points in the hand connected region that have extremum 3D geodesic distances from the central point; a finger detection unit configured to detect fingertips and finger regions from the plurality of calculated extremely far points; and an output unit configured to output fingertip positions and the finger regions.

17. A computer readable storage medium, which stores computer readable instructions which, when executed by a computing device, cause the computing device to implement the method according to any one of claims 1 to 15.

18. A finger detection device comprising:

a memory configured to store computer readable instructions and data; and a processor coupled to the memory, which is configured to execute the computer readable instructions to implement the method according to any one of claims 1 to 15.
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