COMMUNICATION DEVICE, COMMUNICATION SYSTEM, COMMUNICATION CONTROL METHOD, AND PROGRAM

A terminal 10 is configured to transmit/receive encoded data that is obtained through scalable coding to/from at least one other terminal 10, decode the encoded data received from the at least one other terminal 10, and reproduce and output the data. The terminal 10 includes a notification unit 26 configured to notify the at least one other terminal from which data being reproduced and output is transmitted, of reproduction quality information representing quality of the data being reproduced and output; and an encoding setting control unit 27 configured to control a setting for encoding the encoded data to be transmitted to the at least one other terminal 10 from which reproduction quality information is notified, based on the reproduction quality information that is notified from the other terminal 10.

FIG. 8
Description

Field

[0001] The present invention relates to a communication device, a communication system, a communication control method, and a program.

Background

[0002] For communication systems, such as a TV conference system, that realize a remote conference using a communication network, there is a technology for transmitting/receiving encoded data obtained through encoding using a scalable coding format between communication devices serving as terminals. For example, Patent Document 1 discloses a TV conference system including a transmitting terminal that transmits encoded data obtained through scalable coding using the H.264/SVC format, a receiving terminal that receives and decodes the encoded data, and a conference bridge connecting the transmitting terminal and the receiving terminal. In the TV conference system described in Patent Document 1, when relaying the encoded data from the transmitting terminal and transmitting the encoded data to the receiving terminal, the conference bridge determines the network state of the receiving terminal. The conference bridge then chooses encoded data of a video stream in quality suitable to the state of the receiving terminal from among the encoded data that is obtained through scalable coding in the transmitting terminal and then transmits the chosen encoded data to the receiving terminal.

Summary

Technical Problem

[0003] In the conventional technology, however, the authority to determine the state of the receiving terminal to choose, with respect to the encoded data obtained through scalable coding in the transmitting terminal, encoded data to be actually transmitted to the receiving terminal exists in a relay device, such as the conference bridge described in Patent Document 1. For this reason, regardless of the state of the receiving terminal, the transmitting terminal transmits all the encoded data obtained through scalable coding according to a given setting to the relay device and data in quality normally unnecessary may be transmitted to the relay device. In this case, the network bandwidth of the transmitting terminal is used more than necessary.

Solution to Problem

[0004] To solve the above-described problem, one aspect of the present invention is a communication device configured to transmit/receive encoded data that is obtained through scalable coding to/from at least one other communication device, decode the received encoded data, and reproduce and output the data, the communication device including a notification unit configured to notify the at least one other communication device from which data being reproduced and output is transmitted, of reproduction quality information representing quality of the data being reproduced and output; and an encoding setting control unit configured to control a setting for encoding the encoded data to be transmitted to the at least one other communication device from which reproduction quality information is notified, based on the reproduction quality information that is notified from the at least one other communication device.

Advantageous Effects of Invention

[0005] The present invention provides an effect that a setting for scalable coding performed by the transmitting terminal is controlled according to the state of the receiving terminal, and the use of the network bandwidth of the transmitting terminal more than necessary can be prevented.

Brief Description of Drawings

[0006] FIG. 1 is a schematic configuration diagram of a TV conference system according to an embodiment.
FIG. 2 is a conceptual diagram illustrating an overview of communications in the TV conference system according to the embodiment.
FIG. 3 is a conceptual diagram illustrating a method of coding video image data.
FIG. 4 is a conceptual diagram schematically illustrating that a relay server relays video image data and audio data.
FIG. 5 is a block diagram illustrating an exemplary hardware configuration of a terminal.
FIG. 6 is a block diagram illustrating an exemplary hardware configuration of the relay server.
FIG. 7 is a block diagram illustrating an example of a functional configuration of the terminal.
FIG. 8 is a block diagram illustrating details of a quality control module of the terminal.
FIG. 9 is a conceptual diagram illustrating specific exemplary reproduction quality information that is generated by a notification unit.
FIG. 10 is a conceptual diagram illustrating a specific exemplary notification of the reproduction quality information between terminals at multiple bases.
FIG. 11 is a conceptual diagram illustrating specific exemplary control performed by an encoding setting control unit on a setting for encoding performed by the encoding unit.
FIG. 12 is a flowchart illustrating a specific exemplary process procedure performed by the encoding set-
Description of Embodiments

[0007] With reference to the accompanying drawings, an embodiment of the communication device, the communication system, the communication control method, and the program according to the present invention will be described in detail below. As an exemplary communication system to which the invention is applied, a TV conference system (also referred to as a "video conference system") will be exemplified, which is a TV conference system that transmits/receives video image data and audio data between multiple TV conference terminals (simply referred to as "terminals" below) 10 and multiple displays 11 that are set at respective bases, multiple relay servers 30, a management server 40, a program provision server 50, and a maintenance server 60.

[0008] FIG. 1 is a schematic configuration diagram of a TV conference system 1 according to the present embodiment. FIG. 2 is a conceptual diagram illustrating an overview of communications in the TV conference system 1 according to the present embodiment. FIG. 3 is a conceptual diagram illustrating a method of coding video image data according to the present embodiment.

[0009] As illustrated in FIG. 1, the TV conference system 1 according to the present embodiment includes multiple TV conference terminals (simply referred to as "terminals" below) 10 and multiple displays 11 that are set at respective bases, multiple relay servers 30, a management server 40, a program provision server 50, and a maintenance server 60.

[0010] The display 11 has a wired or wireless connection to the terminal 10. The display 11 may be configured to be integrated with the terminal 10.

[0011] The terminals 10 and the relay servers 30 are connected to routers as, for example, nodes of local area networks (LAN). The router is a network device that chooses a route for data transmission. In the example illustrated in FIG. 1, a router 70a in a LAN 2a, a router 70b in a LAN 2b, a router 70c in a LAN 2c, a router 70d in a LAN 2d, a router 70e that is connected to the router 70a and the router 70b with a dedicated line 2e and that is connected to the Internet 2i, and a router 70f that is connected to the router 70c and the router 70d with a dedicated line 2f and that is connected to the Internet 2i are exemplified.

[0012] It is assumed that the LAN 2a and the LAN 2b are constructed at different locations in an area X and the LAN 2c and the LAN 2d are constructed at different locations in an area Y. For example, the area X is Japan, the area Y is the U.S.A., the LAN 2a is constructed in an office in Tokyo, the LAN 2b is constructed in an office in Osaka, the LAN 2c is constructed in an office in N.Y., and the LAN 2d is constructed in an office in Washington D.C. According to the present embodiment, the LAN 2a, the LAN 2b, the dedicated line 2e, the Internet 2i, the dedicated line 2f, the LAN 2c, and the LAN 2d constitute a communication network 2. The communication network 2 may include sections where not only wired communications but also wireless communications according to WiFi (Wireless Fidelity) or Bluetooth (trademark) are performed.

[0013] In the TV conference system 1 according to the present embodiment, video image data and audio data are transmitted and received among the multiple terminals 10 via the relay server 30. As illustrated in FIG. 2, a management information session Sei for transmitting/receiving various types of management information via the management server 40 is established between the multiple terminals 10. Furthermore, a data session Sed for

Operation of the Communication System (First Embodiment)
transmitting/receiving video image data and audio data via the relay server 30 is established between the multiple terminals 10. Particularly, the video image data that is transmitted and received via the data session Sed is encoded data obtained through scalable coding and, for example, encoded data of a high-quality video image, encoded data of an intermediate-quality video image, and encoded data of a low-quality video image are transmitted and received in different channels, respectively. Because the technology disclosed in Japanese National Patent Application No. 2012-138893 can be used for the process for establishing the management information session Sei and the data session Sed between the multiple terminals 10, detailed descriptions of the process will be omitted herein.

[0014] The H.264/SVC (H.264/AVC Annex G) encoding format is known as a standard encoding format for scalable coding on video image data. Through the H.264/SVC encoding format, video image data is converted into data having a layered structure, the layered-structure data is encoded as a set of multiple sets of video image data that differ in quality, and the sets of encoded data corresponding to the respective sets of video image data can be transmitted and received in multiple channels. According to the present embodiment, the encoded data obtained by encoding the video image data using the 264/SVC encoding format is transmitted and received between the multiple terminals 10.

[0015] Specifically, as illustrated in FIG. 3, the video image data is converted into layered-structure data having a base layer and extension layers (lower and upper layers). The video image data including only the base layer serves as low-quality video image data, the video image data consisting of the base layer and the extension layer that is the lower layer serves as intermediate-quality video image data, and video image data consisting of the base layer, the extension layer that is the lower layer, and the extension layer that is the upper layer serves as high-quality video image data. The sets of video image data having the respective qualities are encoded and then are transmitted in the three channels.

[0016] The quality of video image data includes the resolution that is spatial scalability and the frame rate that is time scalability. The resolution is a screen resolution (also referred to as a screen mode) of a video image that is represented by the number of pixels in the vertical and horizontal directions. According to the present embodiment, both the resolution and the frame rate are dealt with as the quality of video image data. At least one of the resolution and the frame rate of the intermediate-quality video image data is higher than the low-quality video image data. At least one of the resolution and the frame rate of the high-quality video image data is higher than the intermediate-quality video image data. According to the present embodiment, the quality of the video image data is classified into low, middle and high three stages. Alternatively, the quality may be classified into two stages or may be finely classified into four or more stages. Furthermore, according to the present embodiment, the quality of video image data containing the resolution and the frame rate is dealt with. Alternatively, the resolution and the frame rate may be dealt with independently. Furthermore, only any one of the resolution and the frame rate may be dealt with as the quality of video image data or another parameter (for example, the S/N ratio), other than the resolution and the frame rate, relating to the quality may be added.

[0017] The relay server 30 is a computer that relays transmission of video image data and audio data between the multiple terminals 10. The video image data relayed by the relay server 30 is, as described above, the encoded data obtained through scalable coding using the above-described H.264/SVC format. If the conventional technology is applied to the relay server 30, the relay server 30 would receive sets of encoded data in all the qualities obtained through scalable coding in multiple channels from terminal 10 that transmits the video image data and, in accordance with the network state of the receiving terminal 10 and the display resolution of the video image, choose a channel corresponding to required quality and transmit only the encoded data in that channel to the receiving terminal 10. In the conventional technology, however, because the transmitting terminal 10 transmits the sets of encoded data in all the qualities obtained through scalable coding regardless the state of the receiving terminal 10, the network bandwidth between the transmitting terminal 10 and the relay server 30 is used more than necessary.

[0018] For this reason, according to the present embodiment, the transmitting terminal 10 is capable of knowing the quality of a video image that is actually reproduced and output by the receiving terminal 10 (i.e., that is displayed on the display 11) and the transmitting terminal 10 controls the setting for encoding the encoded data to be transmitted to the receiving terminal 10 according to the quality of the video image that is actually reproduced and output by the receiving terminal 10. Thereby, it becomes possible to transmit only the encoded data in the quality required by the receiving terminal 10 from the transmitting terminal 10 via the relay server 30 to the receiving terminal 10 and thus the inconvenience that the network bandwidth between the transmitting terminal 10 and the relay server 30 is used more than necessary can be effectively prevented.

[0019] FIG. 4 is a conceptual diagram schematically illustrating that the relay server 30 relays video image data and audio data. FIG. 4(a) illustrates an example where the conventional technology is used and FIG. 4(b) illustrates an example according to the present embodiment. In the examples in FIGS. 4(a) and 4(b), video image data and audio data are transmitted from the terminal 10 (not illustrated) at the base A to the terminal 10 (not illustrated) at the base B via the relay server 30 and, at the base B, a low-quality video image is reproduced and output (represented on the display 11).

[0020] In the conventional technology, as illustrated in
FIG. 4(a), encoded data of video images in three channels for high-quality video images, intermediate-quality video images, and low-quality video images and sound is transmitted from the terminal 10 (not illustrated) at the base A serving as a transmitting terminal to the relay server 30. The relay server 30 chooses the channel for low-quality video images from among the three channels for high-quality video images, intermediate-quality video images, and low-quality video images according to the state of the receiving base B and transmits the encoded data in channel for low-quality video images and the audio channel to the terminal 10 (not illustrated) at the base B. As described above, in the conventional technology, although the video image that is reproduced and output at the base B is in low quality, the data of the high-quality video image and the data of the intermediate-quality video image are transmitted from the base A to the relay server 30 and therefore the bandwidth of the network between the base A and the relay server 30 is used more than necessary.

On the other hand, according to the present embodiment, as illustrated in FIG. 4(b), the terminal 10 (not illustrated) at the base B serving as the receiving terminal notifies the terminal 10 at the base A serving as the transmitting terminal of reproduction quality information representing the quality (low quality) of the video image from the base A that is being transmitted and output. On the basis of the reproduction quality information that is notified from the terminal 10 at the base B, the terminal 10 (not illustrated) at the base A serving as the transmitting terminal then changes the encoding setting for scalable coding on the video image data such that no high-quality video image and no intermediate-quality video image are contained. As a result, only encoded data in the low-quality video image channel and the audio channel are transmitted from the terminal 10 at the base A to the relay server 30, and thus the inconvenience that the bandwidth of the network between the base A and the relay server 30 is used more than necessary can be effectively prevented.

The notification of the reproduction quality information from the terminal 10 at the base B to the terminal 10 at the base A can be performed using the above-described management information session Sei. The notification of the reproduction quality information from the terminal 10 at the base B to the terminal 10 at the base A may be made via the relay server 30 (via a session different from the data session Sed).

The above-described characteristic processing according to the present embodiment can be implemented by, for example, adding a new function, such as a function of notifying another terminal of the above-described reproduction quality information or a function of controlling the encoding setting on the basis of the reproduction quality information that is notified from another terminal 10, to the terminal 10. The specific configuration example of the terminal 10 including those functions will be described in detail below.

Further, according to the present embodiment, as described above, depending on in which quality a video image that is reproduced and output by the receiving terminal 10 is, the transmitting terminal 10 controls the setting for encoding the video image data so as not to transmit video image data in quality higher than required. For this reason, the receiving terminal 10 is not able to reproduce and output video image data of quality exceeding quality of the video image data that is encoded by the transmitting terminal 10; however, when the network state of the receiving terminal 10 improves or when the display layout changes, it may be preferable to reproduce and output video image data in quality higher than quality of the video image data that is currently being output and reproduced. In that case, it is preferable that the management server 40 accept a request for improving the quality of the video image data from the receiving terminal 10 using the above-described management information session Sei and notify the transmitting terminal 10 of the request, and, according to the request from the receiving terminal 10, the transmitting terminal 10 change the encoding setting so as to encode video image data having higher quality.

The program provision server 50 is a computer that provides various programs to the terminals 10, the relay servers 30, the management server 40, and the maintenance server 60. For example, the program provision server 50 stores a terminal program for implementing various functions in the terminals 10 and is capable of transmitting the terminal program to the terminals 10. The program provision server 50 stores a relay server program for implementing various functions in the relay servers 30 and is capable of transmitting the relay server program to the relay servers 30. The program provision server 50 further stores a management server program for implementing various functions in the management server 40 and is capable of transmitting the management server program to the management server 40. The program provision server 50 further stores a maintenance server program for implementing various functions in the maintenance server 60 and is capable of transmitting the maintenance server program to the maintenance server 60.

The maintenance server 60 is a computer that performs maintenance, management and protection of at least one of the terminals 10, the relay servers 30, the management server 40, and the program provision server 50. For example, when the maintenance server 60 is set domestically and the terminals 10, the relay servers...
The hardware configuration of the terminal 10, the communication network 2, and the program provision server 50 via the communication network 1 according to the present embodiment will be described. FIG. 5 illustrates an exemplary hardware configuration of the terminal 10, and FIG. 6 illustrates an exemplary hardware configuration of the relay server 30. Because the management server 40, the program provision server 50, and the maintenance server 60 can employ the same hardware configuration as the relay server 30, the illustration is omitted.

As illustrated in FIG. 5, the terminal 10 includes a CPU (Central Processing Unit) 101 that controls overall operations of the terminal 10; a ROM (Read Only Memory) 102 that stores a program, such as an IPL (Initial Program Loader), used to drive the CPU 101; a RAM (Random Access Memory) 103 that is used as a work area of the CPU 101; a flash memory 104 that stores various types of data, such as the program provision, image data, and audio data; a SSD (Solid State Drive) 105 that controls read/write of various types of data from/to the flash memory 104 according to the control of the CPU 101; a media drive 107 that controls read/write (storage) of data from/to a recording medium 106, such as a flash memory; an operation button 108 that is operated to, for example, choose another terminal 10 to be communicated with; a power switch 109 for switching on/off the terminal 10; and a network I/F (Interface) 111 for sending data using the communication network 2.

The terminal 10 further includes a built-in camera 112 that captures images of a subject to acquire image data according to the control of the CPU 101; an imaging device I/F 113 that controls driving of the camera 112; a built-in microphone 114 that inputs sound; a built-in speaker 115 that outputs sound; an audio input/output I/F 116 that processes the input and output of an audio signal between the microphone 114 and the speaker 115 according to the control of the CPU 101; a display I/F 117 that sends data of a display image to the display 11 according to the control of the CPU 101; an external device connection I/F 118 for connecting various external devices; an alarm lamp 119 that alerts abnormality with respect to the various functions of the terminal 10; and a bus line 110, such as an address bus and a data bus, for electrically connecting the above-described components.

The camera 112, the microphone 114 and the speaker 115 are not necessarily built in the terminal 10, and may be configured to be external components. The display 11 may be configured to be built in the terminal 10. It is assumed that the display 11 is a display device, such as a liquid crystal panel. Alternatively, the display 11 may be a projection device, such as a projector. The hardware configuration of the terminal 10 illustrated in FIG. 5 is an example only and hardware other than the above-described hardware may be added.

The terminal program that is provided from the program provision server 50 is stored in, for example, the flash memory 104 and is loaded into the RAM 103 and executed according to the control of the CPU 101. It suffices if the memory for storing the terminal program is a non-volatile memory, and a EEPROM (Electrically Erasable and Programmable ROM), or the like, may be used instead of the flash memory 104. The terminal program may be provided by recording the terminal program in a file in an installable form or an executable form in a recording medium, such as the computer-readable recording medium 106. The terminal program may be provided as a built-in program that is previously stored in, for example, the ROM 102.

As illustrated in FIG. 6, the relay server 30 includes a CPU 201 that controls overall operations of the relay server 30; a ROM 202 that stores a program, such as IPL, used to drive the CPU 201; a RAM 203 that is used as a work area of the CPU 201; a HD (Hard Disk) 204 that stores various types of data, such as the relay server program; an HDD (HD Drive) 205 that controls read/write of various types of data from/to the HD 204 according to the control of the CPU 201; a media drive 207 that controls read/write (storage) of data from/to a recording medium 206, such as a flash memory; a display 208 that displays various types of information; a network I/F 209 for sending data using the communication network 2; a keyboard 211; a mouse 212; a CD-ROM drive 214 that controls read/write of various types of data from/in a CD-ROM (Compact Disc Read Only Memory) 213 serving as an exemplary detachable recording medium; and a bus line 210, such as an address bus and a data bus, for electrically connecting the above-described components.

The relay server program that is provided from the above-described program provision server 50 is stored in, for example, the HD 204 and the relay server program is loaded into the RAM 203 and executed according to the control of the CPU 201. The relay server program may be provided by recording the relay server program in a file in an installable form or an executable form in a computer-readable recording medium, such as the recording medium 206 or the CD-ROM 213. The relay server program may be provided as a built-in program that is previously stored in, for example, the ROM 102.

The management server 40 may employ the same hardware configuration as the relay server 30 illustrated in FIG. 6. Note that the HD 204 records the management server program that is provided from the program provision server 50. Also in this case, the management server program may be provided by recording the management server program in a file in an installable form or an executable form in a computer-readable re-
The program provision server 50 can employ the same hardware configuration as the relay server 30 illustrated in FIG. 6. Note that, in addition to the program for implementing the program provision function in the program provision server 50, the terminal program to be provided to the terminals 10, the relay server program to be provided to the relay server 30, and the management server program to be provided to the management server 40 are recorded in the HD 204.

The maintenance server 60 can employ the same hardware configuration as the relay server 30 illustrated in FIG. 6. Note that, the maintenance server program that is provided from the program provision server 50 is recorded in the HD 204. Also in this case, the maintenance server program may be provided by recording the maintenance server program in a file in an installable form or an executable form in a computer-readable recording medium, such as the recording medium 206 or the CD-ROM 213. The maintenance server program may be provided as a built-in program that is previously stored in, for example, the ROM 202.

As another exemplary detachable recording medium, there is a computer-readable recording medium, such as a CD-R (Compact Disc Recordable), a DVD (Digital Versatile Disk), and a Blu-ray disc. The above-described various programs may be recorded in the recording medium and provided.

The functional configuration of the terminal 10 will be described. FIG. 7 is a block diagram of an exemplary functional configuration of the terminal 10, and FIG. 8 is a block diagram illustrating details of a quality control module 25 of the terminal 10. As illustrated in FIG. 7, the terminal 10 includes a transmitting and receiving unit 12, an encoding unit 17, a decoding unit 18, a display video image generation unit 19, a display control unit 20, a store/read processing unit 21, a volatile storage unit 22, a non-volatile storage unit 23, and the quality control module 25.

The transmitting and receiving unit 12 transmits/receives various types of data (or information) to/from another terminal 10, the relay server 30, the management server 40, etc., via the communication network 2. The transmitting and receiving unit 12 is implemented with, for example, the network I/F 113 and the CPU 101 illustrated in FIG. 5.

The operation input accepting unit 13 accepts various input operations performed by a user who uses the terminal 10. The operation input accepting unit 13 is implemented with, for example, the operation button 108, the power switch 109, and the CPU 101.

The imaging unit 14 captures a video image of the base at which the terminal 10 is set and outputs the video image data. The imaging unit 14 is implemented with, for example, the camera 112, the imaging device I/F 113, and the CPU 101.

The audio input unit 15 inputs sound at the base at which the terminal 10 is set and outputs audio data. The audio input unit 15 is implemented with, for example, the microphone 114, the audio input/output I/F 116, and the CPU 101 that are illustrated in FIG. 5.

The audio output unit 16 reproduces and outputs audio data. The audio output unit 16 is implemented with, for example, the speaker 115, the audio input/output I/F 116, and the CPU 101 that are illustrated in FIG. 5.

The encoding unit 17 encodes the video image data that is output from the imaging unit 14 and the audio data that is output from the audio input unit 15 to generate encoded data. Particularly with respect to encoding of video image data, the encoding unit 17 performs scalable coding on video image data according to the H.264/SVC encoding format. The encoding unit 17 is configured to be capable of changing the setting for scalable coding on video image data (for example, setting for the layer structure of data to be encoded) in accordance with a setting signal from the quality control module 25, which will be described below. The encoding unit 17 is implemented, for example, by the CPU 101 illustrated in FIG. 5 executing an encoding/decoding program (video/image/audio codec) that is contained in the above-described terminal program.

The decoding unit 18 decodes the encoded data that is transmitted from another terminal 10 via the relay server 30 and outputs the video image data or the audio data before encoded. The decoding unit 18 is implemented, for example, by the CPU 101 executing the encoding/decoding program (video/image/audio codec) that is contained in the above-described terminal program.

The display video image generation unit 19 uses the video image data decoded by the decoding unit 18 to generate a display video image to be displayed (reproduced and output) on the display 11. For example, when the video image data decoded by the decoding unit 18 contains sets of video image data that are transmitted from multiple terminals 10 at multiple bases, the display video image generation unit 19 generates a display video image containing each of the sets of video image data in a screen according to a predetermined layout setting or a layout setting specified by the user. The display video image generation unit 19 also has a function of passing, to the quality control module 25, which will be described below, information on the layout of the generated display video image, specifically, layout information representing from which base a video image comes and in which size and at which frame rate the video image is contained in the display video image. The display video image generation unit 19 also implements, for example, by the CPU 101 illustrated in FIG. 5 executing a display video image generation program that is contained in the above-described terminal program.

The display control unit 20 performs control for displaying (reproducing and outputting) the display video
image, which is generated by the display video image generation unit 19, on the display 11. The display control unit 20 is implemented with, for example, the display I/F 117 and the CPU 101 illustrated in FIG. 5.

0049] The store/read processing unit 21 performs a process of storing/reading various types of data in/from the volatile storage unit 22 or the non-volatile storage unit 23. The store/read processing unit 21 is implemented with, for example, the SSD 105 and the CPU 101 that are illustrated in FIG. 5. The volatile storage unit 22 is implemented with, for example, the RAM 103 illustrated in FIG. 5. The non-volatile storage unit 23 is implemented with, for example, the flash memory 104 illustrated in FIG. 5.

0050] The quality control module 25 is a module that performs characteristic processing on the terminal 10 according to the present embodiment. The quality control module 25 is implemented, for example, by the CPU 101 illustrated in FIG. 5 executing a quality control program that is contained in the above-described terminal program. The quality control module 25 includes, as illustrated in FIG. 8, a notification unit 26 and an encoding setting control unit 27.

0051] On the basis of the above-described layout information that is passed from the display video image generation unit 19, the notification unit 26 generates the reproduction quality information representative of the quality of a video image from another base that is displayed by the display 11 as a display video image. The notification unit 26 then notifies, via the transmitting and receiving unit 12, the other terminal 10 from which the video image is transmitted of the generated reproduction quality information.

0052] FIG. 9 is a conceptual diagram of specific exemplary reproduction quality information that the notification unit 26 generates. FIG. 9 represents the specific exemplary quality information that is generated by the terminal 10 at the base C in a case where a video image is transmitted and received between terminals 10 at three bases that are the base A, the base B and the base C.

0053] In the example in FIG. 9(a), the display video image displayed on the display 11 at the base C contains only a video image from the base A, and the video image from the base A is displayed in a resolution of 640×360 (the number of horizontal pixels × the number of vertical pixels) and at a frame rate of 30 fps. In this case, the notification unit 26 of the terminal 10 at the base C generates reproduction quality information containing items, such as Transmission Source: Base A, Display Type: Video Image, Resolution: 320×180, and Frame Rate: 30 fps, and reproduction quality information containing items, such as Transmission Source: Base B, Display Type: Video Image, Resolution: 320×180, and Frame Rate: 15 fps.

0054] In the example in FIG. 9(b), the display video image displayed on the display 11 at the base C contains the video image from the base A and a video image from the base B, the video image from the base A is displayed in a resolution of 320×180 and at a frame rate of 30 fps, and the video image from the base B is displayed in a resolution of 320×180 and at a frame rate of 15 fps. In this case, the notification unit 26 of the terminal 10 at the base C generates reproduction quality information containing items, such as Transmission Source: Base A, Display Type: Video Image, Resolution: 320×180, and Frame Rate: 30 fps, and reproduction quality information containing items, such as Transmission Source: Base B, Display Type: Video Image, Resolution: 320×180, and Frame Rate: 15 fps.

0055] In the example in FIG. 9(c), the display video image displayed on the display 11 at the base C contains the video image from the base A, the video image from the base B, and data shared with the base B, the video image from the base A is displayed in a resolution of 320×180 and at a frame rate of 15 fps, the video image from the base B is displayed in a resolution of 320×180 and at a frame rate of 15 fps, and the data shared with the base B is displayed in a resolution of 640×360 and at a frame rate of 5 fps. In this case, the notification unit 26 of the terminal 10 at the base C generates reproduction quality information containing items, such as Transmission Source: Base A, Display Type: Video Image, Resolution: 320×180, and Frame Rate: 15 fps, reproduction quality information containing items, such as Transmission Source: Base B, Display Type: Video Image, Resolution: 320×180, and Frame Rate: 15 fps, and reproduction quality information containing items, such as Transmission Source: Base B, Display Type: Data, Resolution: 640×360, and Frame Rate: 5 fps. For the data shared with the base B, for example, data that is input from an external device, such as a PC (personal computer) that is connected to the terminal 10 at the base B is assumed. In the TV conference system 1 according to the present embodiment, the data that is input from the external devices to the terminal 10 is dealt with in the same manner as video image data is dealt with.

0056] The notification unit 26 of the terminal 10 may generate the reproduction quality information described above in a general-purpose form, such as the XML (Extensible Markup Language) form, or in a unique form that is interpretable by the terminals 10.

0057] FIG. 10 is a conceptual diagram illustrating a specific exemplary notification of the reproduction quality information between terminals 10 at multiple bases. FIG. 10 illustrates reproduction quality information notified by the terminal at each base to the terminal 10 at other bases in a case where a video image is transmitted and received among the terminals at three bases that are the base A, the base B and the base C.

0058] In the example illustrated in FIG. 10, the display video image that is displayed on the display 11 at the base A contains a video image from the base B and a video image at the base C, the video image from the base B is displayed in a resolution of 320×180 and at a frame rate of 30 fps, and the video image from the base C is displayed in a resolution of 320×180 and at a frame rate of 15 fps. In this case, the notification unit 26 of the terminal 10 at the base A generates reproduction quality information containing items, such as Transmission
Source: Base B, Display Type: Video Image, Resolution: 320×180, Frame Rate: 15 fps, and notifies the terminal 10 at the base B of the reproduction quality information. Furthermore, the notification unit 26 of the terminal 10 at the base A generates reproduction quality information containing items, such as Transmission Source: Base C, Display Type: Video Image, Resolution: 320×180, and Frame Rate: 15 fps, and notifies the terminal 10 at the base C of the reproduction quality information.

[0059] Furthermore, in the example in FIG. 10, the display video image that is displayed on the display 11 at the base B contains only the video image from the base A and the video image from the base A is displayed in a resolution of 640×360 and at a frame rate of 30 fps. In this case, the notification unit 26 of the terminal 10 at the base B generates reproduction quality information containing items, such as Transmission Source: Base A, Display Type: Video Image, Resolution: 640×360, and Frame Rate: 30 fps, and notifies the terminal 10 at the base A of the reproduction quality information.

[0060] Furthermore, in the example illustrated in FIG. 10, the display video image that is displayed on the display 11 at the base C contains the video image from the base A, the video image from the base B, and data shared with the base B, the video image from the base A is displayed in a resolution of 320×180 and at a frame rate of 15 fps, the video image from the base B is displayed in a resolution of 320×180 and at a frame rate of 15 fps, and the data shared with the base B is displayed in a resolution of 640×360 at a frame rate of 5 fps. In this case, the notification unit 26 of the terminal 10 at the base C generates reproduction quality information containing items, such as Transmission Source: Base A, Display Type: Video Image, Resolution: 320×180, and Frame Rate: 15 fps, and notifies the terminal 10 at the base A of the reproduction quality information. Furthermore, the notification unit 26 of the terminal 10 at the base C generates reproduction quality information containing items, such as Transmission Source: Base B, Display Type: Video Image, Resolution: 320×180, and Frame Rate: 15 fps and reproduction quality information containing items, such as Transmission Source: Base B, Display Type: Data, Resolution: 640×360, and Frame Rate: 5 fps, and notifies the terminal 10 at the base B of these sets of reproduction quality information.

[0061] This allows the terminal 10 at each base to know in which quality the video image transmitted to the terminal at another base is reproduced and output at the other base. The notification of the reproduction quality information may be made using, for example, the management information session Sei illustrated in FIG. 2 or may be made via the relay server 30 (via a session different from the data session Sed).

[0062] The encoding setting control unit 27 controls the setting for encoding performed by the encoding unit 17 on the basis of the reproduction quality information that is notified from the terminal 10 at the other base. For example, when the quality represented by the reproduction quality information notified from the terminal 10 at the other base (i.e., the quality of the video image from the own base that is displayed at the other base) is lower than the quality of the encoded data that is transmitted to the terminal 10 at the other base via the relay server 30 (i.e., the maximum quality of encoded data that is generated according to the current setting for encoding performed by the encoding unit 17), the encoding setting control unit 27 changes the setting for encoding performed by the encoding unit 17 (for example, the setting for layer structure) such that quality exceeding the quality represented by the reproduction quality information notified from the terminal at the other base is not contained. In a case where there are multiple other bases to which the video image is being transmitted and common encoded data is transmitted to the terminals 10 at the respective multiple bases, when the highest quality among qualities represented by multiple sets of reproduction quality information that are notified from the terminals 10 at the respective bases is lower than the quality of the common encoded data that is transmitted to the terminals 10 at the respective bases via the relay server 30, the encoding setting control unit 27 changes the setting for encoding performed by the encoding unit 17 such that the quality exceeding the highest quality among the qualities represented by the multiple sets of reproduction quality information is not contained.

[0063] FIG. 11 is a conceptual diagram illustrating specific exemplary control performed by the encoding setting control unit 27 on a setting for encoding performed by the encoding unit 17. FIG. 11 illustrates, in a case where video images are transmitted and received between terminals 10 at three bases that are the base A, the base B and the base C, how the encoding setting control unit 27 of the terminal at the base A controls the setting for encoding performed by the encoding unit 17 on the basis of the reproduction quality information notified from the terminal 10 at the base B and the reproduction quality information that is notified from the terminal 10 at the base C.

[0064] In the example in FIG. 11, the encoding unit 17 of the terminal 10 at the base A has a setting for encoding video image data such that a low-quality video image in a resolution of 320×180 and at a frame rate of 30 fps, an intermediate-quality video image in a resolution of 640×360 and at a frame rate of 30 fps, and a high-quality video image in a resolution of 1280×720 and at a frame rate of 30 fps are contained. In the terminal 10 at the base A, the encoding unit 17 having that setting performs scalable coding on the video image data and the encoded data is transmitted from the transmitting and receiving unit 12 to the relay server 30.

[0065] Then the reproduction quality information containing the items of Resolution: 640×360 and Frame Rate: 30 fps is notified from the terminal 10 at the base B to the terminal 10 at the base A and the reproduction quality information containing the items of Resolution: 1280×720 and Frame Rate: 30 fps is notified from the terminal 10 at the base A to the terminal 10 at the base B.
320×180 and Frame Rate: 15 fps is notified from the terminal 10 at the base C to the terminal 10 at the base A. The encoding setting control unit 27 of the terminal 10 at the base A acquires the reproduction quality information notified from the terminal 10 at the base B and the reproduction quality information notified from the terminal 10 at the base C and, from these sets of reproduction quality information, determines that there is not any base at which a high-quality video image in a resolution of 1280×720 and at a frame rate of 30 fps is displayed. The encoding setting control unit 27 of the terminal 10 at the base A changes, for example, the setting for the layer structure in encoding performed by the encoding unit 17 such that the layer corresponding to the high-quality video image in a resolution of 1280×720 and at a frame rate of 30 fps is not contained.

Accordingly, encoded data containing only a low-quality video image and an intermediate-quality video image is thereafter transmitted to the relay server 30 from the terminal 10 at the base A, which makes it possible to effectively prevent inconvenience that the bandwidth of the network between the base A and the relay server 30 is used more than necessary. In the example in FIG. 11, the setting for the layer structure in encoding performed by the encoding unit 17 is changed such that the layer corresponding to the high-quality video image is not contained. Alternatively, the setting for encoding may be changed so as to reduce the resolution and the frame rate of the layer corresponding to high-quality video images. Alternatively, the setting for encoding may be changed to integrate the layer corresponding to the high-quality video image with a lower layer.

FIG. 12 is a flowchart illustrating a specific example of a process procedure performed by the encoding setting control unit 27. Once the process represented by the flowchart of FIG. 12 is started, first of all, at step S101, the encoding setting control unit 27 acquires reproduction quality information from all other bases at which a video image of the own base is being displayed. At step S102, the encoding setting control unit 27 then detects the maximum resolution and the maximum frame rate of the video image of the own base that is being displayed at those other bases from the reproduction quality information acquired at step S101.

At step S103, the encoding setting control unit 27 then determines whether encoded data of a video image exceeding the maximum resolution detected at step S102 is being transmitted to the relay server 30. For example, the encoding setting control unit 27 makes this determination by checking whether the current setting for the layer structure of the encoding unit 17, which performs scalable coding on the video image data, is a setting in which the layer of a video image exceeding the maximum resolution that is detected at step S102 is contained. When encoded data of a video image exceeding the maximum resolution is being transmitted to the relay server 30 (YES at step S103), the encoding setting control unit 27 moves to step S104 and, when no encoded data of a video image exceeding the maximum resolution is being transmitted to the relay server 30 (NO at step S103), the encoding setting control unit 27 moves to step S106.

At step S104, the encoding setting control unit 27 determines whether it is possible to delete the layer corresponding to the video image exceeding the maximum resolution that is detected at step S102. When it is possible to delete the layer corresponding to the video image exceeding the maximum resolution (YES at step S104), the encoding setting control unit 27 moves to step S105. When it is not possible to delete the layer corresponding to the video image exceeding the maximum resolution (NO at step S104), the encoding setting control unit 27 moves to step S106. The case where it is not possible to delete the layer corresponding to the video image exceeding the maximum resolution is, for example, a case where the layer corresponding to the video image exceeding the maximum resolution is a layer containing the resolution equal to or smaller than the maximum resolution, i.e., the resolution of the video image of the own base that is being displayed at another base.

At step S105, the encoding setting control unit 27 changes the setting for the layer structure of the encoding unit 17 such that the layer exceeding the maximum resolution detected at step S102 is not contained and then moves to step S106.

At step S106, the encoding setting control unit 27 determines whether encoded data of the video image exceeding the maximum frame rate detected at step S102 is being transmitted to the relay server 30. For example, the encoding setting control unit 27 makes this determination by checking whether the current setting for the layer structure of the encoding unit 17 that performs scalable coding on the video image data is a setting in which a layer of the video image exceeding the maximum frame rate detected at step S102 is contained. When encoded data of the video image exceeding the maximum frame rate is being transmitted to the relay server 30 (YES at step S106), the encoding setting control unit 27 moves to step S107. When no encoded data of the video image exceeding the maximum frame rate is being transmitted to the relay server 30 (NO at step S106), the encoding setting control unit 27 ends the process represented in the flowchart of FIG. 12.

At step S107, the encoding setting control unit 27 changes the setting for the layer structure of the encoding unit 17 such that the layer exceeding the maximum frame rate that is detected at step S102 is not contained and ends the process represented by the flowchart of FIG. 12.

FIG. 13 is a sequence chart illustrating an overview of the process of transmitting a video image from a transmitting terminal 10 to a receiving terminal 10. FIG. 13 illustrates an example where, because the video image displayed on the receiving terminal 10 is in intermediate quality while the transmitting terminal 10 transmits a low-quality video image, a medium-quality video image,
and a high-quality video image, the setting for encoding is changed such that the high-quality video image is not transmitted.

First of all, the encoded data of the low-quality video image, the intermediate-quality video image, and the high-quality video image is transmitted from the transmitting terminal 10 to the receiving terminal 10 via the relay server 30 (step S201). In the receiving terminal 10, the decoding unit 18 decodes the received encoded data and the display video image generation unit 19 generates a display image to be displayed on the display 11 (step S202). The display video image generation unit 19 passes layout information on the generated display video image to the notification unit 26.

The notification unit 26 of the receiving terminal 10 generates reproduction quality information on the basis of the layout information that is passed from the display video image generation unit 19 (step S203) and notifies the transmitting terminal 10 of the generated reproduction quality information (step S204). In this example, the reproduction quality information notified to the transmitting terminal 10 represents that the quality of the video image being displayed by the receiving terminal 10 on the display 11 is in intermediate quality.

In the transmitting terminal 10, when the transmitting terminal 10 is notified of the reproduction quality information by the receiving terminal 10, the encoding setting control unit 27 determines whether it is necessary to change the setting for encoding performed by the encoding unit 17 on the basis of the reproduction quality information (step S205). In this example, because it is not necessary to transmit the high-quality video image to the receiving terminal 10, the encoding setting control unit 27 determines that it is necessary to change the setting for encoding performed by the encoding unit 17. The encoding setting control unit 27 then changes the setting for the layer structure for encoding performed by the encoding unit 17 such that the layer corresponding to the high-quality video image is not contained (step S206).

The encoded data of the low-quality video image and the intermediate-quality video image obtained through encoding performed by the encoding unit 17 whose setting is changed is then transmitted to the receiving terminal 10 from the transmitting terminal 10 via the relay server 30 (step S207). Thereby, the inconvenience that the network bandwidth between the transmitting terminal 10 and the relay server 30 is used more than necessary can be effectively prevented.

As described in detail above by giving the specific example, in the TV conference system 1 according to the present embodiment, the transmitting terminal 10 notifies the transmitting terminal 10 from which the video image is transmitted of the reproduction quality information representing the quality of the video image that is actually being reproduced and output. On the basis of the reproduction quality information that is notified to the transmitting terminal 10 from the receiving terminal 10, the transmitting terminal 10 controls the setting for encoding the video image to be transmitted to the receiving terminal 10. Accordingly, the transmitting terminal 10 is able to encode only the video image in quality required by the receiving terminal 10 and transmit the video image to the relay server 30 and effectively prevent the inconvenience that the network bandwidth between the transmitting terminal 10 and the relay server 30 is used more than necessary.

Second Embodiment

A second embodiment will be described here. In the present embodiment, the notification unit 26 of the terminal 10 generates reproduction quality information containing the compression ratio of a display video image and notifies another terminal 10 from which the video image is transmitted of the reproduction quality information. According to the present embodiment, when generating a display image to be displayed on the display 11 using the video image data that is decoded by the decoding unit 18, the display video image generation unit 19 generates information containing the compression ratio in addition to the size (resolution) and frame rate of the video image from each base as information on the layout of the generated display image and passes the information to the quality control module 25. On the basis of the layout information that is passed from the display video image generation unit 19, the notification unit 26 of the quality control module 25 generates reproduction quality information containing the compression ratio in addition to the resolution and the frame rate as reproduction quality information representing the quality of the video image from another base that is displayed by the display 11 as the display video image and notifies, via the transmitting and receiving unit 12, another transmitting terminal 10 from which the video image is transmitted of the reproduction quality information. The compression ratio in the reproduction quality information represents at which ratio the video image data of the video image from each base that is contained in the display video image is compressed and transmitted, and the compression ratio in a case where the video image that is compressed to be halved in volume is contained in the display video image is 50% and the compression ratio in a case where an uncompressed video image is contained in the display video image is 100%.

FIG. 14 is a conceptual diagram illustrating specific exemplary reproduction quality information that is generated by the notification unit 26 of the present embodiment. FIG. 14 illustrates the specific example of the reproduction quality information that is generated in the terminal 10 at the base C in a case where video images are transmitted and received among the three bases that are the base A, the base B and the base C as in the case of the example illustrated in FIG. 9.

In the example in FIG. 14(a), the display video image that is displayed on the display 11 at the base C contains only a video image from the base A, and the
video image from the base A at the compression ratio of 100% (without compression) is displayed in a resolution of $640 \times 360$ (the number of pixels in the vertical and horizontal directions) and a frame rate of 30 fps. In this case, the notification unit 26 of the terminal 10 at the base C generates reproduction quality information containing items, such as Transmission Source: Base A, Display Type: Video Image, Resolution: $640 \times 360$, Frame Rate: 30 fps, and Compression Ratio: 100%.

[0082] In the example in FIG. 14(b), the display video image that is displayed on the display 11 at the base C contains the video image from the base A and a video image from the base B, the video image from the base A at a compression ratio of 80% (20% compression) is displayed in a resolution of $320 \times 180$ and at a frame rate of 30 fps, and the video image from the base B at the compression ratio of 80% is displayed in a resolution of $320 \times 180$ and at a frame rate of 15 fps. In this case, the notification unit 26 of the terminal 10 at the base C generates reproduction quality information containing items, such as Transmission Source: Base A, Display Type: Video Image, Resolution: $320 \times 180$, Frame Rate: 30 fps, and Compression Ratio: 80% and reproduction quality information containing items, such as Transmission Source: Base B, Display Type: Video Image, Resolution: $320 \times 180$, Frame Rate: 15 fps, and Compression Ratio: 80%, and notifies the terminal 10 at the base B of the reproduction quality information. The notification unit 26 of the terminal 10 at the base A further generates reproduction quality information containing items, such as Transmission Source: Base C, Display Type: Video Image, Resolution: $320 \times 180$, Frame Rate: 15 fps, and Compression ratio: 80%, and notifies the terminal 10 at the base C of the reproduction quality information.

[0086] Furthermore, in the example in FIG. 15, the display video image that is displayed on the display 11 at the base B contains only the video image from the base A, the video image from the base B is displayed in a resolution of $640 \times 360$ and at a frame rate of 30 fps. In this case, the notification unit 26 of the terminal 10 at the base B generates reproduction quality information containing items, such as Transmission Source: Base A, Display Type: Video Image, Resolution: $640 \times 360$, Frame Rate: 30 fps, and Compression ratio: 100%, and notifies the terminal 10 at the base A of the reproduction quality information.

[0087] Furthermore, in the example illustrated in FIG. 15, the display video image that is displayed on the display 11 at the base C contains the video image from the base A, the video image from the base B, and data shared with the base B, the video image from the base A at a compression ratio of 50% (50% compression) is displayed in a resolution of $320 \times 180$ and at a frame rate of 15 fps, the video image from the base B at a compression ratio of 50% is displayed in a resolution of $320 \times 180$ and at a frame rate of 15 fps, and the data shared with the base B at a compression ratio of 100% is displayed in a resolution of $640 \times 360$ and at a frame rate of 5 fps. In this case, the notification unit 26 of the terminal 10 at the base C generates reproduction quality information containing items, such as Transmission Source: Base B, Display Type: Video Image, Resolution: $320 \times 180$, Frame Rate: 15 fps, and Compression Ratio: 50%, and reproduction quality information containing items, such as Transmission Source: Base B, Display Type: Data, Resolution: $640 \times 360$, Frame Rate: 5 fps, and Compression Ratio: 100%.

[0084] FIG. 15 is a conceptual diagram illustrating a specific exemplary notification of reproduction quality information between terminals 10 at multiple bases. FIG. 15 illustrates, in a case where a video image is transmitted and received among the terminals at three bases that are the base A, the base B and the base C, reproduction quality information notified by the terminal at each base to the terminal 10 at other bases as in the example illustrated in FIG. 10.

[0085] In the example illustrated in FIG. 15, the display video image that is displayed on the display 11 at the base A contains a video image from the base B and a video image at the base C, the video image from the base B at a compression ratio of 80% is displayed in a resolution of $320 \times 180$ and at a frame rate of 30 fps, and the video image from the base C at a compression ratio of 80% is displayed in a resolution of $320 \times 180$ and at a frame rate of 15 fps. In this case, the notification unit 26 of the terminal 10 at the base A generates reproduction quality information containing items, such as Transmission Source: Base B, Display Type: Video Image, Resolution: $320 \times 180$, Frame Rate: 30 fps, and Compression ratio: 80%, and notifies the terminal 10 at the base B of the reproduction quality information.
information containing items, such as Transmission
Source: Base B, Display Type: Data, Resolution: 640×360, Frame Rate: 5 fps, and Compression ratio: 100%, and notifies the terminal 10 at the base B of these sets of reproduction quality information.

[0088] FIG. 16 is a conceptual diagram illustrating specific exemplary control performed by the encoding setting control unit 27 on the setting for encoding performed by the encoding unit 17. FIG. 16 illustrates, in a case where video images are transmitted and received between terminals 10 at three bases that are the base A, the base B and the base C, how the encoding setting control unit 27 of the terminal at the base A controls the setting for encoding performed by the encoding unit 17 on the basis of the reproduction quality information notified from the terminal 10 at the base B and the reproduction quality information that is notified from the terminal 10 at the base C as in the example illustrated in FIG. 11.

[0089] In the example in FIG. 16, the encoding unit 17 of the terminal 10 at the base A has a setting for encoding video image data such that a low-quality video image in a resolution of 320×180, at a frame rate of 30 fps, and at a compression ratio of 100%, an intermediate-quality video image in a resolution of 640×360, at a frame rate of 30 fps, and at a compression ratio of 100%, and a high-quality video image in a resolution of 1280×720, at a frame rate of 30 fps, and at a compression ratio of 100% are contained. In the terminal 10 at the base A, the encoding unit 17 having that setting performs scalable coding on the video image data and the encoded data is transmitted from the transmitting and receiving unit 12 to the relay server 30.

[0090] Then the reproduction quality information containing the items of Resolution: 640×360, Frame Rate: 30 fps, and Compression ratio: 100% is notified from the terminal 10 at the base B to the terminal 10 at the base A and the reproduction quality information containing the items of Resolution: 320×180, Frame Rate: 15 fps, and Compression ratio: 50% is notified from the terminal 10 at the base C to the terminal 10 at the base A. The encoding setting control unit 27 of the terminal 10 at the base A acquires the reproduction quality information notified from the terminal 10 at the base B and the reproduction quality information notified from the terminal 10 at the base C and, from these sets of reproduction quality information, determines that there is not any base at which a high-quality video image in a resolution of 1280×720, at a frame rate of 30 fps, and at a compression ratio of 100% is displayed. The encoding setting control unit 27 of the terminal 10 at the base A changes, for example, a setting for the layer structure in encoding performed by the encoding unit 17 such that the layer corresponding to the high-quality video image in a resolution of 1280×720, at a frame rate of 30 fps, and at a compression ratio of 100% is not contained.

[0091] Accordingly, encoded data containing only low-quality video images and intermediate-quality video images is transmitted to the relay server 30 from the terminal 10 at the base A thereafter, which makes it possible to effectively prevent the inconvenience that the bandwidth of the network between the base A and the relay server 30 is used more than necessary.

[0092] In the example in FIG. 16, the setting for the layer structure in coding performed by the encoding unit 17 is changed such that the layer corresponding to the high-quality video image is not contained. Alternatively, the setting for encoding may be changed so as to reduce the resolution and the frame rate of the layer corresponding to high-quality video image. FIG. 17 illustrates an example in which setting for encoding is changed to lower the maximum resolution without changing the number of layers of encoded data.

[0093] In the example in FIG. 17, as in the example in FIG. 16, the encoding setting control unit 27 of the terminal 10 at the base A acquires the reproduction quality information notified from the terminal 10 at the base B and the reproduction quality information notified from the terminal 10 at the base C and, from these sets of reproduction quality information, determines that there is not any base at which a high-quality video image in a resolution of 1280×720, at a frame rate of 30 fps, and at a compression ratio of 100% is displayed. For this reason, the encoding setting control unit 27 of the terminal 10 at the base A, for example, changes the resolution of the high-quality video image to 640×360, changes the resolution of the intermediate-quality video image to 320×180, and changes the resolution of the low-quality video image to 160×90, i.e., changes the setting for encoding so as to lower the maximum resolution without changing the number of layers of encoded data. Thereby, the inconvenience that the bandwidth of the network between the base A and the relay server 30 is used more than necessary can be effectively prevented.

[0094] FIG. 18 is a flowchart illustrating a specific example of the process procedure performed by the encoding setting control unit 27 according to the present embodiment. Because the process from step S301 to step S307 in the flowchart of FIG. 18 is the same as the process from step S101 to step S107 in the flowchart of FIG. 12, descriptions thereof will be omitted. While the maximum resolution and the maximum frame rate of the video image of the own base that is being displayed at another base are detected on the basis of the reproduction quality information from the other base at step S102 in FIG. 12, the maximum compression ratio of the video image of the own base that is being displayed at another base is detected in addition to the maximum resolution and the maximum frame rate on the basis of the reproduction quality information from the other base at step S302 in FIG. 18.

[0095] According to the present embodiment, when the result of the determination at step S306 in FIG. 18 is NO, or when the result of the determination at step S306 is YES and then the processing at step S307 is performed, the process moves to step S308.

[0096] At step S308, the encoding setting control unit
27 determines whether the encoded data of the video image exceeding the maximum compression ratio that is detected at step S302 is being transmitted to the relay server 30. For example, the encoding setting control unit 27 makes this determination by checking whether the current setting for the layer structure of the encoding unit 17 that performs scalable coding on the video image data is a setting in which the layer of the video image exceeding the maximum compression ratio that is detected at step S302 is contained. When encoded data of the video image exceeding the maximum compression ratio is being transmitted to the relay server 30 (YES at step S308), the encoding setting control unit 27 moves to step S309. When no encoded data of the video image exceeding the maximum compression ratio that is detected at step S302 is being transmitted to the relay server 30 (NO at step S308), the process represented by the flowchart of FIG. 18 ends.

[0097] At step S309, the encoding setting control unit 27 changes the setting for the layer structure of the encoding unit 17 such that the layer corresponding to the video image exceeding the maximum compression ratio that is detected at step S302 is not contained and then ends the process represented in the flowchart in FIG. 18.

[0098] In the above-described example, the resolutions, the frame rates and the compression ratios of the video image and the input data from the external device that are actually being displayed on the display 11 are dealt with as the reproduction quality information. Alternatively, the resolution, the frame rate, and the compression ratio that are different from the quality of the video image and the data that are contained in the display video image actually displayed on the display 11 but corresponds to the reproduction quality required by the user as the quality of the video image to be displayed on the display video image, for example, may be dealt with as the reproduction quality information. In this case, for example, the notification unit 26 of the terminal 10 accepts an operation of the user that specifies a video image to be displayed on a display video image, a resolution, a frame rate, or a compression ratio of data, generates reproduction quality information corresponding to the quality specified by the user, and notifies the transmitting terminal 10 of the video image and the data.

[0099] In this example, the terminal 10 from which the video image and the data is transmitted may be notified of the reproduction quality information that specifies quality exceeding the high-quality video image contained in the encoded data that is being transmitted by the terminal 10. In this case, the encoding setting control unit 27 of the terminal 10 changes the setting for encoding performed by the encoding unit 17 such that the quality specified by the reproduction quality information notified from another terminal 10 is contained in the encoded data to be transmitted from the terminal 10 to the other terminal 10.

[0100] FIG. 19 is a conceptual diagram illustrating specific exemplary control performed by the encoding setting control unit 27 on the setting for encoding performed by the encoding unit 17. In the example in FIG. 19, the setting for the encoding unit 17 of the terminal 10 at the base A has a setting for encoding video image data such that a low-quality video image in a resolution of 320×180, at a frame rate of 30 fps, and at a compression ratio of 100% and an intermediate-quality video image in a resolution of 640×360, at a frame rate of 30 fps, and at a compression ratio of 100% are contained. In the terminal 10 at the base A, the encoding unit 17 having that setting performs scalable coding on the video image data and the encoded data is transmitted from the transmitting and receiving unit 12 to the relay server 30.

[0101] Then the reproduction quality information containing the items of Resolution: 1280×720, Frame Rate: 30 fps, and Compression ratio: 100% is notified from the terminal 10 at the base B to the terminal 10 at the base A and the reproduction quality information containing the items of Resolution: 320×180, Frame Rate: 15 fps, and Compression ratio: 50% is notified from the terminal 10 at the base C to the terminal 10 at the base A. The encoding setting control unit 27 of the terminal 10 at the base A acquires the reproduction quality information notified from the terminal 10 at the base B and the reproduction quality information notified from the terminal 10 at the base C and, from these sets of reproduction quality information, determines that there is a request for displaying, at the base B, a high-quality video image in a resolution of 1280×720, a frame rate of 30 fps, and a compression ratio of 100%. In this case, the encoding setting control unit 27 of the terminal 10 at the base A changes, for example, the setting for the layer structure in coding performed by the encoding unit 17 such that the layer corresponding to the high-quality video image in a resolution of 1280×720, at a frame rate of 30 fps, and at a compression ratio of 100% is added.

[0102] When, as in the above-described case, the resolution, the frame rate, the compression ratio, etc., corresponding to the reproduction quality required by the user are dealt with as the reproduction quality information, the required resolution, frame rate, and compression ratio may be specified by a range. In this case, the notification unit 26 of the terminal 10 accepts an operation of the user for specifying a range of, for example, resolution, frame rate and compression ratio of a video image and data to be displayed on the display, generates reproduction quality information containing the quality range that is specified by the user, and notifies the terminal 10 from which the video image and the data are transmitted.

[0103] FIG. 20 is a conceptual diagram illustrating specific exemplary control performed by the encoding setting control unit 27 on the setting for encoding performed by the encoding unit 17. In the example in FIG. 20, the item of resolution of reproduction quality information that is notified from the terminal 10 at the base B to the terminal at the base A is specified by a range of 1280×720 to 640×360. In this case, on the basis of the reproduction quality information notified from the base B, the encoding
setting control unit 27 of the terminal 10 at the base A determines that there is a request for displaying a video image within the range of resolution of 1280×720 to 640×360. The encoding setting control unit 27 of the terminal 10 at the base A changes the setting for the layer structure in encoding performed by the encoding unit 17 such that the layer structure covers reproduction quality information on each base as much as possible.

[0104] FIG. 21 is a flowchart illustrating a specific example of the process procedure performed by the encoding setting control unit 27. Once the process represented by the flowchart of FIG. 21 is started, first of all, at step S401, the encoding setting control unit 27 acquires reproduction quality information from all other bases at which a video image of the own base is being displayed. At step S402, the encoding setting control unit 27 then detects the maximum resolution and the maximum frame rate of the video image of the own base that is requested by those other bases from the reproduction quality information acquired at step S401.

[0105] At step S403, the encoding setting control unit 27 then determines whether encoded data covering the maximum resolution detected at step S402 is being transmitted to the relay server 30. When the encoded data being transmitted to the relay server 30 does not cover the maximum resolution detected at step S402 (NO at step S403), the encoding setting control unit 27 moves to step S404. When the encoded data covers the maximum resolution (YES at step S403), the encoding setting control unit 27 moves to step S405.

[0106] At step S404, the encoding setting control unit 27 determines whether it is possible to add the layer corresponding to the maximum resolution that is detected at step S402. When it is possible to add the layer corresponding to the maximum resolution (YES at step S404), the encoding setting control unit 27 moves to step S405. When it is not possible to add the layer corresponding to the maximum resolution (NO at step S404), the encoding setting control unit 27 moves to step S406.

[0107] At step S405, the encoding setting control unit 27 changes the setting for the layer structure of the encoding unit 17 so as to add the layer corresponding to the maximum resolution that is detected at step S402 and then moves to step S406.

[0108] At step S406, the encoding setting control unit 27 determines whether the encoded data covering the maximum frame rate that is detected at step S402 is being transmitted to the relay server 30. When the encoded data being transmitted to the relay server 30 does not cover the maximum frame rate detected at step S402 (NO at step S406), the encoding setting control unit 27 moves to step S407. When the encoded data covers the maximum frame rate (YES at step S406), the encoding setting control unit 27 moves to step S409.

[0109] At step S407, the encoding setting control unit 27 determines whether it is possible to add the layer corresponding to the maximum frame rate that is detected at step S402. When it is possible to add the layer corresponding to the maximum frame rate (YES at step S407), the encoding setting control unit 27 moves to step S408. When it is not possible to add the layer corresponding to the maximum frame rate (NO at step S407), the encoding setting control unit 27 moves to step S409.

[0110] At step S408, the encoding setting control unit 27 changes the setting for the layer structure of the encoding unit 17 so as to add the layer corresponding to the maximum frame rate that is detected at step S402 and then moves to step S409.

[0111] At step S409, the encoding setting control unit 27 determines whether encoded data covering the maximum compression ratio that is detected at step S402 is being transmitted to the relay server 30. When the encoded data being transmitted to the relay server 30 does not cover the maximum compression ratio detected at step S402 (NO at step S409), the encoding setting control unit 27 moves to step S410. When the encoded data covers the maximum compression ratio (YES at step S409), the encoding setting control unit 27 ends the process represented by the flowchart of FIG. 21.

[0112] At step S410, the encoding setting control unit 27 determines whether it is possible to add the layer corresponding to the maximum compression ratio that is detected at step S402. When it is possible to add the layer corresponding to the maximum compression ratio (YES at step S410), the encoding setting control unit 27 moves to step S411. When it is not possible to add the layer corresponding to the maximum compression ratio (NO at step S410), the encoding setting control unit 27 ends the process represented by the flowchart of FIG. 21.

[0113] At step S411, the encoding setting control unit 27 changes the setting for the layer structure of the encoding unit 17 so as to add the layer corresponding to the maximum compression ratio detected at step S402 and then ends the process represented by the flowchart of FIG. 21.

[0114] The specific embodiments of the present invention have been described above; however, the present invention is not limited to the above-described embodiments and, when carried out, can be embodied by adding various modifications and changes within the scope of the invention. In other words, the specific configurations and operations of the TV conference system 1, the terminal 10, etc., that are described in the above-described embodiments are examples only and various modifications may be made according to the use and purpose.

[0115] For example, according to the above-described embodiments, the terminal 10 includes the quality control module 25 including the notification unit 26 and the encoding setting control unit 27. Alternatively, another device, such as the management server 40, may include part or all the functions of the quality control module 25. For example, with respect to the configuration in which the management server 40 includes the notification unit 26, the management server 40 acquires layout information from the receiving terminal 10, generates reproduction quality information on the basis of the layout infor-
mation, and notifies the transmitting terminal 10 of the reproduction quality information. Furthermore, with respect to the configuration in which the management server 40 includes the encoding setting control unit 27, the management server 40 acquires reproduction quality information that is notified from the receiving terminal 10, generates a control signal that controls the setting for the encoding unit 17 of the transmitting terminal 10 on the basis of the reproduction quality information, and transmits the control signal to the transmitting terminal 10.

[0116] According to the above-described embodiment, scalable coding is performed on video image data and the encoded video image data is transmitted and received between terminals 10. Alternatively, scalable coding may be performed on audio data together with or instead of the video image data and the encoded data may be transmitted and received between terminals 10. In this case, the quality of the audio data may include, for example, the sampling frequency of a sound and the bit rate of the sound.

[0117] Furthermore, according to the above-described embodiments, the TV conference system 1 is exemplified as an exemplary communication system to which the present invention is applied, which is however not a limitation. For example, the present invention is effectively applicable to various communication systems that are, for example, a telephone system, such as an IP (Internet Protocol) phone with which audio data is bi-directionally transmitted and received between terminals, and a car navigation system in which geographic data, route information, etc., are distributed from a terminal at a management center to a car navigation device that is mounted on a vehicle.

[0118] Furthermore, according to the above-described embodiments, the TV conference terminal (terminal) 10 is exemplified as an exemplary communication device to which the present invention is applied, which is however not a limitation. The present invention is effectively applicable to various communication devices, such as a PC, a tablet terminal, a smartphone, an electronic black board, and a car navigation device that is mounted on a vehicle, as long as the communication device has a function of performing scalable coding on various types of data and transmitting the encoded data and a function of decoding the encoded data and reproducing the data.
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Claims

1. A communication device configured to transmit/receive encoded data that is obtained through scalable coding to/from at least one other communication device, decode the received encoded data, and reproduce and output the data, the communication device comprising:

   a notification unit configured to notify the at least one other communication device from which data being reproduced and output is transmitted, of reproduction quality information representing quality of the data being reproduced and output; and

   an encoding setting control unit configured to control a setting for encoding the encoded data to be transmitted to the at least one other communication device from which reproduction quality information is notified, based on the reproduction quality information that is notified from the at least one other communication device.

2. The communication device according to claim 1, wherein, the encoding setting control unit is configured to, if the quality represented by the reproduction quality information that is notified from the at least one other communication device is lower than quality of the encoded data that is transmitted to the at least one other communication device, change the setting for encoding the encoded data to be transmitted to the at least one other communication device such that quality exceeding the quality represented by the reproduction quality information notified from the at least one other communication device is not contained.

3. The communication device according to claim 1, wherein, the encoding setting control unit is configured to, in a case where the at least one other communication device includes a plurality of other communication devices and the encoded data that is common among the plurality of other communication devices is transmitted to the plurality of other communication devices, and if highest quality among qualities represented by a plurality of sets of reproduction quality information that are notified from the plurality of other communication devices is lower than quality of the common encoded data that is transmitted to the plurality of other communication devices, change the setting for encoding the common encoded data to be transmitted to the plurality of other communication devices such that quality exceeding the highest quality is not contained.

4. The communication device according to any one of claims 1 to 3, wherein the data is video image data and the quality of the data contains at least any one of a resolution and a frame rate of the video image data.
5. The communication device according to claim 4, wherein the encoded data is data obtained through encoding using a H.264/SVC encoding format.

6. A communication system in which encoded data that is obtained through scalable coding is transmitted/received among a plurality of communication devices and at least one of the communication devices decodes the encoded data that is encoded by another communication device, the communication system comprising:

   a notification unit configured to notify a communication device of reproduction quality information representing quality of the data being reproduced and output by another communication device; and

   an encoding setting control unit configured to control a setting for encoding the encoded data to be transmitted from the communication device, based on reproduction quality information that is notified from the other communication device to the communication device.

7. A communication control method that is executed by a communication device configured to transmit/receive encoded data that is obtained through scalable coding to/from at least one other communication device, decode the received encoded data, and reproduce and output the data, the communication control method comprising:

   notifying the at least one other communication device from which data being reproduced and output is transmitted, of reproduction quality information representing quality of the data being reproduced and output; and

   controlling a setting for encoding the encoded data to be transmitted to the at least one other communication device from which reproduction quality information is notified, based on the reproduction quality information that is notified from the at least one other communication device.

8. A program that is executed by a communication device configured to transmit/receive encoded data that is obtained through scalable coding to/from at least one other communication device, decode the received encoded data, and reproduce and output the data, the program causing the communication device to implement:

   a function of notifying the at least one other communication device from which data being reproduced and output is transmitted, of reproduction quality information representing quality of the data being reproduced and output; and
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FIG. 11

Because there is no base displaying in 1280×720 and at 30 fps according to acquired reproduction quality information, change setting for layer structure such that corresponding layer is not contained.
FIG. 12

START

ACQUIRE REPRODUCTION QUALITY INFORMATION FROM ALL OTHER BASES DISPLAYING VIDEO IMAGE OF OWN BASE

FROM ACQUIRED REPRODUCTION QUALITY INFORMATION, DETECT MAXIM RESOLUTION AND MAXIMUM FRAME RATE OF VIDEO IMAGE OF OWN BASE THAT IS DISPLAYED AT OTHER BASES

IS ENCODED DATA OF VIDEO IMAGE EXCEEDING MAXIM RESOLUTION BEING TRANSMITTED?

YES

IS IT POSSIBLE TO DELETE LAYER CORRESPONDING TO VIDEO IMAGE EXCEEDING MAXIMUM RESOLUTION?

YES

CHANGE SETTING FOR LAYER STRUCTURE SUCH THAT LAYER CORRESPONDING TO VIDEO IMAGE EXCEEDING MAXIMUM RESOLUTION IS NOT CONTAINED

NO

CHANGE SETTING FOR LAYER STRUCTURE SUCH THAT LAYER CORRESPONDING TO VIDEO IMAGE EXCEEDING MAXIMUM FRAME RATE IS NOT CONTAINED

IS ENCODED DATA OF VIDEO IMAGE EXCEEDING MAXIMUM FRAME RATE BEING TRANSMITTED?

YES

END
FIG. 14

<table>
<thead>
<tr>
<th>TRANSMISSION SOURCE</th>
<th>DISPLAY TYPE</th>
<th>RESOLUTION</th>
<th>FRAME RATE</th>
<th>COMPRESSION RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASE A</td>
<td>VIDEO IMAGE</td>
<td>640×360</td>
<td>30 fps</td>
<td>100%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TRANSMISSION SOURCE</th>
<th>DISPLAY TYPE</th>
<th>RESOLUTION</th>
<th>FRAME RATE</th>
<th>COMPRESSION RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASE A</td>
<td>VIDEO IMAGE</td>
<td>320×180</td>
<td>30 fps</td>
<td>80%</td>
</tr>
<tr>
<td>BASE B</td>
<td>VIDEO IMAGE</td>
<td>320×180</td>
<td>15 fps</td>
<td>80%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TRANSMISSION SOURCE</th>
<th>DISPLAY TYPE</th>
<th>RESOLUTION</th>
<th>FRAME RATE</th>
<th>COMPRESSION RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASE A</td>
<td>VIDEO IMAGE</td>
<td>320×180</td>
<td>15 fps</td>
<td>50%</td>
</tr>
<tr>
<td>BASE B</td>
<td>VIDEO IMAGE</td>
<td>320×180</td>
<td>15 fps</td>
<td>50%</td>
</tr>
<tr>
<td>BASE B</td>
<td>DATA</td>
<td>640×360</td>
<td>5 fps</td>
<td>100%</td>
</tr>
</tbody>
</table>
FIG. 15

TABLE 1

<table>
<thead>
<tr>
<th>TRANSMISSION SOURCE</th>
<th>DISPLAY TYPE</th>
<th>RESOLUTION</th>
<th>FRAME RATE</th>
<th>COMPRESSION RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASE A</td>
<td>VIDEO IMAGE</td>
<td>320×180</td>
<td>30 fps</td>
<td>80%</td>
</tr>
<tr>
<td>BASE B</td>
<td>VIDEO IMAGE</td>
<td>320×180</td>
<td>15 fps</td>
<td>80%</td>
</tr>
<tr>
<td>BASE C</td>
<td>VIDEO IMAGE</td>
<td>320×180</td>
<td>15 fps</td>
<td>80%</td>
</tr>
<tr>
<td>BASE A</td>
<td>VIDEO IMAGE</td>
<td>640×360</td>
<td>30 fps</td>
<td>100%</td>
</tr>
<tr>
<td>BASE B</td>
<td>VIDEO IMAGE</td>
<td>320×180</td>
<td>15 fps</td>
<td>50%</td>
</tr>
<tr>
<td>BASE B</td>
<td>VIDEO IMAGE</td>
<td>320×180</td>
<td>15 fps</td>
<td>50%</td>
</tr>
<tr>
<td>BASE B</td>
<td>DATA</td>
<td>640×360</td>
<td>5 fps</td>
<td>100%</td>
</tr>
</tbody>
</table>
FIG. 16

BECAUSE THERE IS NO BASE DISPLAYING IN 1280×720, AT 30 fps, AND AT 100% ACCORDING TO ACQUIRED REPRODUCTION QUALITY INFORMATION, CHANGE SETTING FOR LAYER STRUCTURE SUCH THAT CORRESPONDING LAYER IS NOT CONTAINED
FIG. 17

Because there is no BASE displaying in 1280×720, at 30 fps, and at 100% according to acquired reproduction quality information, change setting for layer structure to reduce maximum resolution without changing number of layers.
FIG. 18

START

ACQUIRE REPRODUCTION QUALITY INFORMATION FROM ALL OTHER BASES DISPLAYING VIDEO IMAGE OF OWN BASE

FROM ACQUIRED REPRODUCTION QUALITY INFORMATION, DETECT MAXIMUM RESOLUTION, MAXIMUM FRAME RATE, AND MAXIMUM COMPRESSION RATIO OF VIDEO IMAGE OF OWN BASE THAT IS DISPLAYED AT OTHER BASES

IS ENCODED DATA OF VIDEO IMAGE EXCEEDING MAXIMUM RESOLUTION BEING TRANSMITTED?

YES

IS IT POSSIBLE TO DELETE LAYER CORRESPONDING TO VIDEO IMAGE EXCEEDING MAXIMUM RESOLUTION?

NO

NO

CHANGE SETTING FOR LAYER STRUCTURE SUCH THAT LAYER CORRESPONDING TO VIDEO IMAGE EXCEEDING MAXIMUM RESOLUTION IS NOT CONTAINED

YES

IS ENCODED DATA OF VIDEO IMAGE EXCEEDING MAXIMUM FRAME RATE BEING TRANSMITTED?

NO

NO

CHANGE SETTING FOR LAYER STRUCTURE SUCH THAT LAYER CORRESPONDING TO VIDEO IMAGE EXCEEDING MAXIMUM FRAME RATE IS NOT CONTAINED

YES

IS ENCODED DATA OF VIDEO IMAGE EXCEEDING MAXIMUM COMPRESSION RATIO BEING TRANSMITTED?

NO

NO

CHANGE SETTING FOR LAYER STRUCTURE SUCH THAT LAYER CORRESPONDING TO VIDEO IMAGE EXCEEDING MAXIMUM COMPRESSION RATIO IS NOT CONTAINED

YES

END
FIG. 19

BASE A

640×360 30 fps 100%
320×180 30 fps 100%

BASE A | VIDEO IMAGE | 1280×720 30 fps 100% | ACQUIRED FROM BASE B

BASE A | VIDEO IMAGE | 320×180 15 fps 50% | ACQUIRED FROM BASE C

BECAUSE THERE IS BASE AT WHICH DISPLAYING IN 1280×720, AT 30 fps, AND AT 100% IS REQUIRED ACCORDING TO ACQUIRED REPRODUCTION QUALITY INFORMATION, CHANGE SETTING FOR LAYER STRUCTURE TO ADD CORRESPONDING LAYER
FIG. 20

BASE A

640×360 30 fps 100%
320×180 30 fps 100%

SPECIFY RANGE

BASE A

VIDEO IMAGE
1280×720 THROUGH 640×360
30 fps 100%

ACQUIRED FROM BASE B

BASE A

VIDEO IMAGE
320×180
15 fps 50%

ACQUIRED FROM BASE C

BASE A

1280×720 30 fps 100%
640×360 30 fps 100%
320×180 30 fps 100%

CHANGE SETTINGS FOR LAYER STRUCTURE TO HAVE LAYER STRUCTURE CONTAINING REPRODUCTION QUALITY INFORMATION ON EACH BASE ACCORDING TO ACQUIRED REPRODUCTION QUALITY INFORMATION.
FIG. 21

START

1. Acquire reproduction quality information from all other bases displaying video image of own base.

2. From acquired reproduction quality information, detect maximum resolution, maximum frame rate, and maximum compression ratio of video image of own base that is required at other bases.

   - YES: Is encoded data covering maximum resolution being transmitted?
   - NO: Is it possible to add layer corresponding to maximum resolution?

   - YES: Change setting for layer structure to add layer corresponding to maximum resolution.
   - NO: Change setting for layer structure to add layer corresponding to maximum frame rate.

   - YES: Is encoded data covering maximum frame rate being transmitted?
   - NO: Is it possible to add layer corresponding to maximum frame rate?

   - YES: Change setting for layer structure to add layer corresponding to maximum frame rate.
   - NO: Change setting for layer structure to add layer corresponding to maximum compression ratio.

   - YES: Change setting for layer structure to add layer corresponding to maximum compression ratio.

END
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