Client-server communication

A server (20) comprises a first server (S0) configured to receive requests and a plurality of second servers (S1-SN) configured to service requests. A method of client-server communication comprises receiving, at the first server (S0), a request (31) from the client and allocating the request to one of the second servers (Sn). The server (20) determines (32, 32A) if the allocated second server (Sn) can provide a response to the request within a predetermined time period. If the allocated second server (Sn) cannot provide a response to the request within the predetermined time period it sends a reply (33) to the client indicating when the server system can provide a response to the request and comprising an identifier of the allocated second server (Sn). Server (Sn) generates (38) a response to the request. Server (Sn) receives a callback message (37) from the client. Server (Sn) sends the response (39) to the client.
Description

BACKGROUND

[0001] Various situations require a client device to communicate with a server. For example, a client device may send a request to a server to query a database or to retrieve data stored at the server, such as user data or application data, new application software or a software update.

[0002] Typically, a device sends a request to a server and then waits for a response. If the server is too busy to deal with the request, the request may 'time out' after a period of time. The process running on the client device that sent the request may signal the 'time out' back to the user, or the process may resend the request before signalling the time out to the user.

[0003] When the client device is a mobile device there is a further complication that a communication link between the client device and the server may be lost during the period of waiting for a reply from the server. This requires the client device to resend the request.

[0004] The above experience of client-server communication can be frustrating for a user and can make inefficient use of resources at the client device and/or server.

SUMMARY

[0005] An aspect of the invention provides a method of communication between a client and a server system, the server comprising a first server configured to receive requests and a plurality of second servers configured to service requests, the method comprising at the server system:

- receiving, at the first server, a request from the client;
- allocating the request to one of the second servers;
- determining if the allocated second server can provide a response to the request within a predetermined time period, and
- if the allocated second server cannot provide a response to the request within the predetermined time period:

- sending a reply to the client, the reply indicating when the server system can provide a response to the request and comprising an identifier of the allocated second server;
- generating a response to the request;
- receiving a callback message from the client, the callback message comprising the identifier of the allocated second server; and
- sending the response to the client.

[0006] The reply may indicate at least one of: a minimum waiting time period; a time of sending the reply and a minimum waiting time period; and an actual earliest time at which a reply will be available.

[0007] The reply may indicate a latest time until which a reply will be available.

[0008] The reply may comprise an information element identifying the request and the callback message includes the information element.

[0009] The determining may be performed by the first server using data indicative of load or waiting times at the second servers.

[0010] The determining may be performed by the allocated second server using data indicative of load or waiting time at the allocated second server.

[0011] The method may comprise closing a communication session with the client after sending the reply to the client.

[0012] The method may vary the number of the second servers based on load or waiting times at the second servers. For example, one or more additional second servers can be added if load and/or wait times increase beyond a predetermined limit. Similarly, one or more of the in-service second servers can be taken out of service if load and/or wait times decrease beyond a predetermined limit to save power.

[0013] There are various options for the timing of generating the response relative to receiving the callback message. In one example, the second server may generate the response to the request during the period between sending the reply to the client and receiving the callback message from the client. In another example, the second server may generate the response to the request after receiving the callback message from the client.

[0014] Another aspect of the invention provides a method of communication between a client and a server system, the server system comprising a first server configured to receive requests and a plurality of second servers configured to service requests, the method comprising:

- sending a request to the server system;
- receiving a reply from the server system, the reply indicating when the server system can provide a response to the request and comprising an identifier of the second server which has been allocated to service the request;

- waiting until the allocated second server can provide a response to the request;
- sending a callback message to the allocated second server; and
- receiving a response to the request.

[0015] The reply from the server may comprise at least one of: a minimum waiting time period; a time at which the server sent the reply and a minimum waiting time period; and an actual earliest time at which a reply will be available.

[0016] The reply may indicate a latest time until which a reply will be available and the method may comprise contacting the server with a callback message before the
The reply may comprise an information element which identifies the request and the callback message includes the information element.

[00017] The method may further comprise: opening a communication session before sending the request to the server system; closing the communication session after receiving the reply from the server system; and opening a communication session before sending the callback message to the second server.

[00019] Another aspect of the invention provides server apparatus comprising a first server and a plurality of second servers, each of the servers comprising a processor and a memory, the memory containing instructions executable by the processor whereby the apparatus is configured to:

receive, at the first server, a request from the client; allocate the request to one of the second servers; determine if the allocated second server can provide a response to the request within a predetermined time period; and if the allocated second server cannot provide a response to the request within the predetermined time period:

send a reply to the client, the reply indicating when the server system can provide a response to the request and comprising an identifier of the allocated second server; generate a response to the request; receive a callback message from the client, the callback message comprising the identifier of the allocated second server; and send the response to the client.

[00020] Another aspect of the invention provides a client apparatus comprising a processor and a memory, the memory containing instructions executable by the processor whereby the apparatus is configured to:

send a request to the server system; receive a reply from the server system, the reply indicating when the server system can provide a response to the request and comprising an identifier of the second server which has been allocated to service the request; wait until the server can provide a response to the request; send a callback message to the second server; and receive a response to the request.

[00021] An advantage of at least one embodiment is that a client device receives a clearer indication of how long it will take the server to service the request. This provides an application running on the client device and/or a user of the client device with more certainty as to when the request will be serviced. The number of time outs can be reduced as typically a client device will either receive a reply to the request from the server, or the client device will receive an indication of when the request will be serviced before a time out occurs. This can reduce user frustration and can allow more efficient use of resources at the client device.

[00022] An advantage of at least one embodiment is that the server can more efficiently handle a large number of requests.

[00023] An advantage of at least one embodiment is that the number of open communication sessions can be reduced.

[00024] An advantage of at least one embodiment is that a mobile client device is less likely to experience a dropped connection during the waiting period for server to respond, as the waiting period will be shorter.

[00025] The functionality described here can be implemented in hardware, software executed by a processing apparatus, or by a combination of hardware and software. The processing apparatus can comprise a processor, a state machine, a logic array or any other suitable processing apparatus. The processing apparatus can be a general-purpose processor which executes software to cause the general-purpose processor to perform the required tasks, or the processing apparatus can be dedicated to perform the required functions.

Another aspect of the invention provides machine-readable instructions (software) which, when executed by a processor, perform any of the described or claimed methods. The machine-readable instructions may be stored on an electronic memory device, hard disk, optical disk or other machine-readable storage medium. The machine-readable medium can be a non-transitory machine-readable medium. The term "non-transitory machine-readable medium" comprises all machine-readable media except for a transitory, propagating signal. The machine-readable instructions can be downloaded to the storage medium via a network connection.

BRIEF DESCRIPTION OF THE DRAWINGS

[00026] Embodiments of the invention will be described, by way of example only, with reference to the accompanying drawings in which:

Figure 1 shows a client-server communication system;

Figure 2 shows an example of client-server communication in the system of Figure 1;

Figure 3 shows example message formats;

Figures 4 to 6 show example queue structures;

Figure 7 shows apparatus for a computer-based implementation.
DETAILED DESCRIPTION

[0027] Figure 1 shows an example of a communication system 5 comprising a client device 10, a server 20 and a communication network 15 which connects the client 10 to the server 20. The client device 10 may be a fixed or mobile device. The client device 10 may be a wireless device. The communication network 15 can comprise one or more networks, such as a local area network or a wide area network. The communication network can comprise wired and/or wireless networks. The server 20 is a server system comprising a first server S0 and a plurality of second servers S1-SN. Server 20 can be a web server and communication network 15 can comprise the Internet.

[0028] In the example server 20 shown in Figure 1, server S0 receives requests from client devices 10 and has a role of a ‘dispatcher’, dispatching the requests to a suitable one of the servers S1-SN. Servers S1-SN service the requests and provide a reply to the client device 10. Servers S1-SN can be called treatment servers. Although Figure 1 shows a single client device 10, it will be understood that a typical system 5 can comprise a large number of client devices 10. Communication between the client device 10 and server 20 can use any suitable protocol, such as Transport Control Protocol/Internet Protocol (TCP/IP), Hypertext Transfer Protocol (HTTP), Hypertext Transfer Protocol Secure (HTTPS), User Datagram Protocol (UDP), Short Message Service (SMS), email.

[0029] Figure 2 shows an example of client-server communication in the system of Figure 1. A client device 10 sends a request RQT 31 to the server system 20. The request RQT is received at server S0. Server S0 has the role of a dispatcher. Server S0 is configured to allocate the request to one of the second servers S1-SN and is configured to forward 33 the request on to one of the servers S1-SN that can service the request. Figure 2 generally shows a request RQT forwarded to a server Sn, where n= 1,...,N. Server S0 may access a data structure comprising the names of the services it can dispatch and the addresses of the server or servers to which they can be dispatched.

[0030] The server system determines 32, 32A if the allocated second server Sn can service the request within a predetermined time period. This determination may be made by dispatch server S0 (block 32) or by the server Sn (block 32A), after server Sn has received the request from server S0. Server S0 may access a data structure holding an indication of how busy each server S1-SN is. The data structure may hold an indication of how busy each server S1-SN is. In a simplest form, server S0 may use a First In First Out (FIFO) queue to store requests received from client devices 10. If the determination of whether the allocated server Sn can service the request within a predetermined time period is made locally at the server Sn, server Sn can store information indicative of wait time.

[0031] If the server S0 or server Sn determines at block 32, 32A that it cannot provide a response to the request within the predetermined time period, the server system 20 sends a reply 33, 33A to the client indicating when the server expects that it can provide a response to the request. This reply will be called a “ticket” in this disclosure. The client device 10 receives the ticket. The ticket provides the client device 10 with a much quicker, and more certain, indication of any delay servicing the request compared to a conventional ‘time out’. In a conventional arrangement, a time out may occur due to the server being too busy to service the request. The server system 20 may hold the request as a pending request. This can avoid the need for the client to send the request again. The ticket may comprise an information element which identifies the request. In examples described below, this information element is called a “service-id” 61.

[0032] If the request can be serviced within the predetermined time period, the request is processed by server Sn and a response is prepared at block 34. The response RSP 35 is sent to the client 10. Block 34 may comprise: performing a query to a database to obtain data for the response RSP; retrieving data from storage, such as one or more files; or streaming data from storage. Advantageously, the response 35 is sent directly to the client device 10 without further involvement of server S0.

[0033] The client device 10 waits 36 for a period of time based on the time indicated in the ticket received from the server. The client device sends a callback message 37 to the server after waiting 36 for the period of time based on the time indicated in the ticket received from the server. The callback message 37 can be sent directly to the server Sn handling the request. For example, the ticket TKT may indicate a “replyto” address of server Sn assigned the request, and the callback message can be sent to that address without further involvement of server S0. The callback message 37 may include the same information element ("service-id" field 61) which was sent in reply 33, 33A. This allows the server Sn to match the callback made by the client device with their earlier request. In effect, the "serviceID" is a way of identifying a place held in the queue of server Sn and of matching the later callback message with that place in the queue.

[0034] Server Sn generates a response to the request at block 38. In a similar manner as described above for block 34, block 38 may comprise performing a query to a database to obtain data for the response RSP, or may retrieve data from storage, such as one or more files. Server Sn receives the callback message 37 from the client device 10. Server Sn sends a response 39 to the client device 10. Optionally, if the server Sn is still not
ready to send the response within a predetermined time period, the server Sn can send another ticket TKT 39 to the client device 10. For example, this may occur if the server receives high-priority requests in the time period between sending the first ticket 33A and receiving the callback message 37.

[0035] There are various ways in which the server 20 can indicate when it expects to provide a response to the request. In one example, the server can indicate a time of sending the ticket and a minimum waiting time period. The client device receives the ticket and schedules a time for sending the callback message based on the information received in the ticket. In another example, the ticket can indicate an actual time at which it expects to service the request (e.g. in hrs:mins:secs format or some other suitable timing format). The client device receives the ticket and schedules a time for sending the callback message based on the information received in the ticket. In another example, the ticket can indicate a minimum waiting time period (e.g. X seconds). In a simplest case, the client device can simply schedule a time for sending the callback message at X seconds from the time of receiving the ticket.

[0036] Figure 2 schematically shows the server 20 generating the response at block 38 before receiving the callback message 37. There are various options for the timing of block 39 relative to the callback message 37. Server Sn can generate the response when it has sufficient processing resources, in the expectation of receiving the callback message 37. Block 34 may enter the request into a queue of requests. The server Sn retrieves the request from the queue when it has sufficient processing resources, processes the request and stores results of the request until the callback message is received from the client device 10. In this option, the server Sn may generate the response to the request during the period between sending the reply (ticket) to the client device and receiving the callback message 37 from the client device. This option is best-suited to a request such as a database query, or retrieval of a relatively small amount of data, rather than large file retrieval or data streaming.

[0037] In another possible option, server Sn may wait until it receives the callback message 37 before processing the request. This is shown as block 38A. Optionally, server Sn may schedule resources to process the request at around the expected time of the callback message.

[0038] In any of these options, server Sn may store the actual parameters of the request. This can avoid the need for the client device to resend the request at the time of the callback message. Instead, the callback message only needs to contain an identifier which allows the server Sn to match the callback message with the original request that it holds.

[0039] Figures 3 to 6 show various messages which can be used in the system of Figure 1, or the method of Figure 2. Figure 3 shows an example of a request message RQT 40 comprising: a "source" field 41 indicating a source of the request (e.g. an address of client device 10) and a "service" field 42 which includes detail of the request. An example format of the service field 42 is shown as a data structure comprising a "service-name" field 46, and one or more parameters 47 of a request. In a server system comprising a dispatch server S0 and treatment servers S1-SN, the request message RQT is forwarded from S0 to one of the treatment servers S1-SN. Figure 4 shows an example of a request message RQT 45 sent from server S0 to server Sn. The request message RQT 45 can be identical to the message RQT 40, or it can contain one or more additional fields. Figure 3 shows an additional field "priority" 43 which can be used to prioritise the request.

[0040] Figure 3 also shows an example of a ticket message TKT 60 comprising: a "service-id" field 61; a "replyto" field 62, a "time sent" field 63, a "minimum wait time" field 64 and a "hold until time" field 65. The "service-id" field 61 can be an information element which allows the server to match a pending request to a callback made by a client device. Advantageously, a client device includes the "service-id" field in their callback message 70, and this allows the server to match the callback to the pending request. The "replyto" field 62 can specify an address (e.g. a Uniform Resource Identifier, URI) to which the client device should send a callback message.

In a system comprising multiple servers, it can allow a callback to be sent directly to the server assigned to processing the request. The "time sent" field 63 can indicate the time at which the ticket TKT was sent by the server. The "minimum wait time" field 64 can indicate a minimum time to service the request. The minimum wait time can be the minimum wait time calculated from the time indicated in the "time sent" field 63. The "hold until time" field 65 can indicate the latest time until which the server will store a response to the request. The "hold until time" can be calculated from the time indicated in the "time sent" field 63.

[0041] Figure 3 also shows an example of a callback message 70 comprising: a "replyto" field 71 and a "service-id" field 72. These fields have been described above. The "replyto" field 71 indicates a destination of the callback message, and can be used to route the message to a particular server Sn assigned to processing the request. The "service-id" field 72 is an identifier which allows the server to match the callback message to the original request.

[0042] Figure 4 shows an example of a data structure 
80 held at a dispatch server S0. The data structure 80 comprises a "service-name" column 81, a "server" column 82, a "load" column 83 and a "wait time" column 84. Entries in the "service name" and "server" columns allows server S0 to direct a request to a server which is capable of processing that request. The "load" column indicates a loading of each server and allows the server S0 to direct requests to a server S1-SN which can most efficiently process the request. For example, the server S0 may direct the request to the server which has the
least load. The "wait time" column indicates a wait time at each server and allows the server. If this column is present, the server S0 may make the determination (32, Figure 2) of whether a request can be serviced within a predetermined time period, and can send a TKT message to a client if the request cannot be serviced within the predetermined time period. The data structure may not hold all of the information shown in Figure 4. For example, if each server S1-SN is capable of servicing each type of request, the "service-name" column is not required. If the server S0 is not required to send a ticket TKT to a client, then column 84 is not required. Server S0 may poll servers S1 to SN to update the "load field" and/or "wait time" fields 84.

Figure 5 shows an example of an input queue 90 at one of the servers Sn. The input queue holds entries comprising a "service" 91 and a "service-id" 92. The "service" is shown in Figure 3. The "service-id" 92 is an identifier which can be allocated by the server Sn, or by the server S0. It identifies the particular request and allows server Sn to match a callback to the request. Optionally, the input queue can store the request RQT 40, 45 alongside the service-id 92, or can store the request RQT 40, 45 in another data structure which is referenced to the input queue by the service-id 92. This avoids the need for the client device to resend the request RQT at the time of sending the callback message 37.

Figure 6 shows an example of an output queue 95 at one of the servers Sn. The output queue holds entries comprising a "response" 96 and a "service-id" 97. The "response" 96 is the data which needs to be sent to the client device. The "service-id" 97 is an identifier which identifies the particular request and allows server Sn to match a callback to the request.

As described above, the client device 10 may receive a ticket TKT which indicates "time sent" and "minimum wait time". The client device 10 can use this information to schedule a time for sending a callback message. In many systems, the client device 10 and the server 20 will have access to a common timing reference, and therefore the "time sent" will have been calculated by the server according to the same timing reference as the client device will use to calculate the time for sending the callback message. An alternative scheme is for the ticket to only send a "minimum wait time" 64 without any "time sent" field. This will not provide the client device with any indication of from what time the "minimum wait time" was calculated. In a further alternative scheme the ticket can comprise a field indicating an "earliest time at which a reply will be available". This can be specified as an actual time, e.g. 13:01:45 in hours:minutes:seconds format. In this alternative, the "minimum wait time" and/or "time sent" may not be sent. The transport time between server and client device may be unknown to the client device and/or the server. The "minimum wait time" or "earliest time at which a reply will be available" are calculated based on load at the server 20. If the client device knows the client device-server transport time then it can factor this into the timing of the callback to the server. To accommodate for a situation where the client and server are located in different time zones, the indication of time sent by the server 20 in the ticket can use a Universal Time Code (UTC), e.g. 2014-03-01T13:00:00Z. The client device can then determine a period of time to wait based on the time indicated in the ticket, and can determine any offset which is needed due to different time zones of the client device relative to the server.

Some advantages of at least one example will now be described. Consider a conventional arrangement where a client device sends a request and waits for a response. There is one continuous communication session.

r: time taken by send request from client device to server
S: time taken by server to generate response (including queuing time)
p: time taken to send response from server to client device

For the example described above, there are now two much short shorter communication sessions:

r: time taken by send request/reply to ticket from client device to server
k: time taken to send ticket from server to client device
p: time taken to send response from server to client device

From the point of view of the client device, the new arrangement gain reduces the chance of a broken connection while waiting for a response from the server. From the point of view of the server, the new arrangement reduces the number of simultaneous connections to client devices that must be held open at any one time. The new arrangement allows the server S0 to end any session where a ticket TKT is sent. If the "replyto" field of the ticket TKT is the address of a server that "sits on" the output queue, then response times can be reduced to a minimum. The callback message from the client device is routed directly to the results queue and the despatch server S0 does not have to participate in the callback session.

Uncoupling service dispatch and treatment allows the system to scale more easily. New treatment servers Sn can be added with minimal change to the system. The presence of the new server Sn can be added to the data structure 80 held by the despatch server S0.
An optional feature of the system described above is to prioritise requests. Figure 3 shows how the request message RQT 45 sent from despatch server S0 to a server Sn can include a priority indicator 43. Server S0 can select a value of the priority indicator as a function of the source the traffic is received from, i.e.: priority indicator \( = f(\text{source}) \). This function can be defined as a table held on, or accessible to, server S0. A server Sn can prioritise requests on the basis of one or more of: (i) the arrival time of the message at server; (ii) priority of the message.

Figure 7 shows an example of processing apparatus 100 which may be implemented as any form of a computing and/or electronic device, in which embodiments of the system and methods described above may be implemented. Processing apparatus 100 can be provided at the client device 10 or at one of the servers S0, Sn, forming part of server 20. Processing apparatus may participate in the method shown in Figure 2. Processing apparatus 100 comprises one or more processors 101 which may be microprocessors, microcontrollers or any other suitable type of processors for executing instructions to control the operation of the device. The processor 101 is connected to other components of the device via one or more buses 106. Processor-executable instructions 103 may be provided using any computer-readable media, such as memory 102. The processor-executable instructions 103 can comprise instructions for implementing the functionality of the described methods. The memory 102 is of any suitable type such as read-only memory (ROM), random access memory (RAM), a storage device of any type such as a magnetic or optical storage device. Memory 102, or an additional memory 104, can be provided to store data 105 used by the processor 101. The data 105 can comprise data which is required to service requests, such as a database which is queried, a store of files for streaming to clients, a store of files available for delivery to clients. The processing apparatus 100 comprises one or more network interfaces 108, such as an interface for client-server communication or an interface for communicating between servers S0 and Sn.

Modifications and other embodiments of the disclosed invention will come to mind to one skilled in the art having the benefit of the teachings presented in the foregoing descriptions and the associated drawings. Therefore, it is to be understood that the invention is not to be limited to the specific embodiments disclosed and that modifications and other embodiments are intended to be included within the scope of this disclosure. Although specific terms may be employed herein, they are used in a generic and descriptive sense only and not for purposes of limitation.

Claims

1. A method of communication between a client (10) and a server system (20), the server (20) comprising a first server (S0) configured to receive requests and a plurality of second servers (S1-SN) configured to service requests, the method comprising at the server system:

   - receiving, at the first server (S0), a request (31) from the client;
   - allocating the request to one of the second servers (Sn);
   - determining (32, 32A) if the allocated second server (Sn) can provide a response to the request within a predetermined time period, and if the allocated second server (Sn) cannot provide a response to the request within the predetermined time period:
     - sending a reply (33, 33A) to the client, the reply indicating when the server system can provide a response to the request and comprising an identifier of the allocated second server (Sn);
     - generating (38, 38A) a response to the request;
     - receiving a callback message (37) from the client, the callback message (37) comprising the identifier of the allocated second server (Sn); and
     - sending the response (39) to the client.

2. A method according to claim 1 wherein the reply indicates at least one of:

   - a minimum waiting time period (64);
   - a time of sending the reply (63) and a minimum waiting time period (64);
   - an actual earliest time at which a reply will be available (65).

3. A method according to claim 1 or 2 wherein the reply indicates a latest time until which a reply will be available.

4. A method according to any one of the preceding claims wherein the reply comprises an information element (61) identifying the request and the callback message (37) includes the information element (61).
5. A method according to any one of the preceding claims wherein determining (32) if the allocated second server (Sn) can provide a response to the request within a predetermined time period is performed by the first server (SO) using data indicative of load or waiting times at the second servers (S1-SN).

6. A method according to any one of claims 1 to 4 wherein determining (32) if the allocated second server (Sn) can provide a response to the request within a predetermined time period is performed by the allocated second server (Sn) using data indicative of load or waiting time at the allocated second server (Sn).

7. A method according to any one of the preceding claims further comprising closing a communication session with the client (10) after sending the reply to the client.

8. A method according to any one of the preceding claims further comprising varying a number of the second servers (S1-SN) based on load or waiting times at the second servers.

9. A method of communication between a client (10) and a server system (20), the server system (20) comprising a first server (SO) configured to receive requests and a plurality of second servers (S1-SN) configured to service requests, the method comprising, at the client (10):

- sending a request (31) to the server system (20);
- receiving a reply (33) from the server system, the reply indicating when the server system can provide a response to the request and comprising an identifier of the second server (Sn) which has been allocated to service the request;
- waiting until the allocated second server can provide a response to the request;
- sending a callback message (37) to the allocated second server (Sn); and
- receiving a response (39) to the request.

10. A method according to claim 9 wherein the reply from the server comprises at least one of:

- a minimum waiting time period;
- a time at which the server sent the reply and a minimum waiting time period;
- an actual earliest time at which a reply will be available.

11. A method according to claim 9 or 10 wherein the reply indicates a latest time until which a reply will be available and the method comprises contacting the server with a callback message before the latest time.

12. A method according to any one of claims 9 to 11 wherein the reply comprises an information element (61) which identifies the request and the callback message (37) includes the information element.

13. A method according to any one of claims 9 to 12 further comprising:

- opening a communication session before sending the request to the server system;
- closing the communication session after receiving the reply from the server system; and
- opening a communication session before sending the callback message (37) to the second server.

14. Server apparatus comprising a first server (SO) and a plurality of second servers (S1-SN), each of the servers comprising a processor and a memory, the memory containing instructions executable by the processor whereby the apparatus is configured to:

- receive, at the first server (SO), a request (31) from the client;
- allocate the request to one of the second servers (Sn);
- determine (32) if the allocated second server (Sn) can provide a response to the request within a predetermined time period, and if the allocated second server (Sn) cannot provide a response to the request within the predetermined time period:

- send a reply (33) to the client, the reply indicating when the server system can provide a response to the request and comprising an identifier of the allocated second server (Sn);
- generate (38, 38A) a response to the request;
- receive a callback message (37) from the client, the callback message (37) comprising the identifier of the allocated second server (Sn); and
- send the response (39) to the client.

15. Client apparatus comprising a processor and a memory, the memory containing instructions executable by the processor whereby the apparatus is configured to:

- send a request (31) to a server system (20), wherein the server system comprises a first server (SO) and a plurality of second servers (S1-SN);
- receive a reply (33) from the server system, the
reply indicating when the server system can provide a response to the request and comprising an identifier of the second server (Sn) which has been allocated to service the request; wait until the allocated second server (Sn) can provide a response to the request; send a callback message (37) to the allocated second server (Sn); and receive a response (39) to the request.
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