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Description

TECHNICAL FIELD

[0001] The present application relates to the communications network field, and in particular, to a flow forwarding method, device, and system.

BACKGROUND

[0002] In 2006, Martin Casado, a student from Stanford University, led a project concerning network security and network management. By using a centralized controller, the project attempted to enable a network administrator to easily define security control policies that are based on a network flow, and apply these security control policies to various types of network devices, thereby implementing security control over the entire network communication. Inspired by this project, Martin and his advisor, Prof. Nick McKeown, found that: if the design is further generalized, that is, two functional modules, data forwarding (data plane) and routing control (control plane) of a traditional network device are separated from each other, and the centralized controller (Controller) is used to perform management and configuration for all types of network devices through a standardized interface, more possibilities can be brought for design, management, and use of network resources. Consequently, they proposed a concept of OpenFlow. Based on a programmable characteristic brought by OpenFlow for a network, Kate Greene further proposed a concept of a software defined network (Software Defined Network, SDN) during a selection of top ten cutting-edge technologies of the year 2009: If all network devices in a network are considered as managed resources, a concept of a network operating system (Network OS) may be abstracted by referring to a principle of an operating system. For one thing, this network operating system abstracts specific details of an underlying network device, and for another, provides a unified management view and programming interface for an upper-layer application. In this way, based on a platform of the network operating system, a user can develop a variety of application programs and use software to define a logical network topology, so as to meet different requirements on network resources, which does not need to consider a physical topology structure of an underlying network.

[0003] Therefore, an SDN/OpenFlow architecture is a new network architecture. Compared with IP route searching adopted in a traditional network, SDN/OpenFlow can implement flexible control over network traffic flow and provide a good platform for innovation of core networks and applications. SDN/OpenFlow is a direction of network architecture development in the future. However, the traditional network has the advantages of complete infrastructures and abundant resources. Therefore, research on the convergence of SDN/OpenFlow and the traditional network is of great significance.

SUMMARY

[0004] However, as can be learned from the foregoing, it has been only several years up to now since SDN/OpenFlow emerged, and research on an SDN migration network (SDN Migration Network) that converges SDN/OpenFlow and the traditional network is far from sufficient. Therefore, up to now, how to ensure that a common user uses a traditional service normally while a VIP user is provided with an intelligent routing service of high quality and refined flow forwarding in the SDN migration network that converges SDN/OpenFlow and the traditional network has not been covered yet. That is, a network path is adjusted as required, so as to improve quality of service. It is defined in the present application that: a service that requires refined flow forwarding is referred to as an intelligent routing service, and a service that does not require refined flow forwarding is referred to as a common service. For example, a user originally watches a video in a common user manner, and now the user expects to upgrade to a VIP user, so as to obtain more bandwidth to ensure video smoothness, the user proposes an intelligent routing service request that requests reallocation of a flow forwarding network path with guaranteed quality for the user, so that the network path can ensure that the user has sufficient bandwidth for video watching. The document WO 2012/090355 A1 represents relevant prior art.

[0005] The present application’s invention provides a flow forwarding device according to claim 1, a controller according to claim 6 and a system according to claim 13, which can implement a refined flow forwarding service in an SDN migration network, adjust a network path as required, and improve quality of service.

[0006] A first aspect of the present application provides a flow forwarding method, where the method is applied to an (SDN migration network) SDN migration network and the method includes: receiving, by an edge node, an intelligent routing service request packet sent by a user side device, where the intelligent routing service request packet is used to request a service server to provide an intelligent routing service for the user side device, and the intelligent routing service request packet includes a constraint condition required for establishing the intelligent routing service; if the edge node does not find, in a flow table, a corresponding matching flow table entry of characteristic information in the intelligent routing service request packet, sending, by the edge node, a first message to a controller, where the corresponding matching flow table entry includes the characteristic information, the first message includes identification information of the edge node and the characteristic information, and the edge node is an ingress edge-node or an egress edge-node that receives the intelligent routing service request packet in the SDN migration network; receiving, by the edge node, a first flow table entry sent by the controller, where the first flow table entry is generated ac-
cording to the first message and meets the constraint condition; and processing, by the edge node according to the first flow table entry, a packet sent by the user side device.

[0007] With reference to the first aspect, in a first possible implementation manner of the first aspect of the present application, that the first message includes identification information of the edge node and the characteristic information is specifically that: the first message includes the intelligent routing service request packet and the identification information of the edge node, where the intelligent routing service request packet includes the characteristic information.

[0008] With reference to the first aspect, in a second possible implementation manner of the first aspect of the present application, the first message further includes the intelligent routing service request packet.

[0009] With reference to the first aspect, in a third possible implementation manner of the first aspect of the present application, that the first message includes identification information of the edge node and the characteristic information is specifically that: the first message includes a mirrored packet of the intelligent routing service request packet and the identification information of the edge node, where the mirrored packet of the intelligent routing service request packet is a duplicate packet of the intelligent routing service request packet, and the characteristic information includes: sending, by the edge node, the intelligent routing service request packet according to a traditional IP routing mode.

[0010] With reference to the first aspect, in a fourth possible implementation manner of the first aspect of the present application, the first message further includes a mirrored packet of the intelligent routing service request packet, where the mirrored packet of the intelligent routing service request packet is a duplicate packet of the intelligent routing service request packet; and the method further includes: sending, by the edge node, the intelligent routing service request packet according to a traditional IP routing mode.

[0011] With reference to the first aspect or any possible implementation manner of the first aspect of the present application, the first message further includes interface attribute information of an interface that receives the intelligent routing service request packet, and the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the intelligent routing service request packet in the SDN migration network.

[0012] With reference to the first possible implementation manner of the first aspect or the second possible implementation manner of the first aspect, in a sixth possible implementation manner of the first aspect of the present application, the method further includes: receiving, by the edge node, a second message sent by the controller; and sending, by the edge node according to a traditional IP routing mode, the intelligent routing service request packet, where the second message includes the intelligent routing service request packet.

[0013] With reference to the first aspect or any possible implementation manner of the first possible implementation manner to the sixth possible implementation manner of the first aspect, in a seventh possible implementation manner of the first aspect of the present application, the characteristic information includes at least one of the following in the intelligent routing service request packet: a source address, a destination address, a source port, a destination port, and a protocol number.

[0014] With reference to the seventh possible implementation manner of the first aspect, in an eighth possible implementation manner of the first aspect of the present application, the characteristic information further includes an application-aware type.

[0015] With reference to the first aspect, in a ninth possible implementation manner of the first aspect of the present application, the constraint condition required for establishing the intelligent routing service is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, where the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

[0016] A second aspect of the present application provides a flow forwarding method, where the method is applied to an SDN migration network and the method includes: receiving, by an edge node, a service packet sent by a user side device; finding, in a flow table by the edge node, a first flow table entry corresponding to characteristic information in the service packet, where the first flow table entry includes an action, and the action is used to send a message to the controller; and the first flow table entry is generated by the controller according to an intelligent routing service request packet sent by the user side device; sending, by the edge node, a first message to the controller, where the first message includes the characteristic information, identification information of the edge node, and interface attribute information of an interface that receives the service packet, and the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the intelligent routing service request packet in the SDN migration network; receiving, by the edge node, a second flow table entry sent by the controller, where the second flow table entry meets a constraint condition in the intelligent routing service request packet; and processing, by the edge node, the service packet according to the second flow table entry.

[0017] With reference to the second aspect, in a first
possible implementation manner of the second aspect of the present application, that the first message includes the characteristic information, identification information of the edge node, and interface attribute information of an interface that receives the service packet is specifically that: the first message includes a mirrored packet of the service packet and the identification information of the edge node, where the mirrored packet of the service packet is a duplicate packet of the service packet, and the service packet includes the characteristic information; and the method further includes: sending, by the edge node, the service packet according to a traditional IP routing mode.

[0018] With reference to the second aspect, in a second possible implementation manner of the second aspect of the present application, the first message further includes a mirrored packet of the service packet, where the mirrored packet of the service packet is a duplicate packet of the service packet; and the method further includes: sending, by the edge node, the service packet according to a traditional IP routing mode.

[0019] With reference to the second aspect or the first possible implementation manner of the second aspect or the second possible implementation manner of the second aspect, in a third possible implementation manner of the second aspect of the present application, the characteristic information includes at least one of the following in the service request packet: a source address, a destination address, a source port, a destination port, and a protocol number.

[0020] With reference to the third possible implementation manner of the second aspect, in a fourth possible implementation manner of the second aspect of the present application, the characteristic information further includes an application-aware type.

[0021] With reference to the second aspect, in a fifth possible implementation manner of the second aspect of the present application, the constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, where the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

[0022] A third aspect of the present application provides a flow forwarding method, where the method is applied to an SDN migration network and the method includes: receiving, by a controller, a first message sent by a first edge node, where the first message includes characteristic information of a packet sent by a user side device and identification information of the first edge node; receiving, by the controller, a second message sent by a second edge node, where the second message includes identification information of the second edge node and the characteristic information; determining, by the controller, that the first edge node is an ingress edge-node that receives the packet in the SDN migration network, and that the second edge node is an egress edge-node that receives the packet in the SDN migration network; computing, by the controller according to the identification information of the first edge node, the identification information of the second edge node, and a policy control factor, a flow forwarding path along which an intelligent routing service flow corresponding to the characteristic information needs to pass; and generating, by the controller for all nodes on the flow forwarding path, flow table entries respectively corresponding to the nodes, and sending the flow table entries separately to the corresponding nodes, where the policy control factor is determined according to a constraint condition in an intelligent routing service request packet sent by the user side device.

[0023] With reference to the third aspect, in a first possible implementation manner of the third aspect of the present application, when the packet is the intelligent routing service request packet, the determining, by the controller, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node includes: determining, by the controller according to a sequence of receiving the first message and the second message, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node.

[0024] With reference to the third aspect, in a second possible implementation manner of the third aspect of the present application, the first message further includes first interface attribute information of a first interface, of the first edge node, that receives the packet, and the first interface attribute information is used to indicate that the first edge node is an ingress node of the packet in the SDN migration network; the second message further includes second interface attribute information of a second interface, of the second edge node, that receives the packet, and the second interface attribute information is used to indicate that the second edge node is an egress node of the service packet in the SDN migration network; and the determining, by the controller, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node specifically includes: determining, by the controller according to the first interface attribute information and the second interface attribute information that are received, that the first edge node is the ingress edge-node, and that the second edge node is the egress edge-node.

[0025] With reference to the second possible implementation manner of the third aspect, in a third possible implementation manner of the third aspect of the present application, the method further includes: when the packet is a service packet, sending, by the controller, a first flow table entry separately to the first edge node and the second edge node, where the first flow table entry includes an action, and the action is used to send a message to
the controller; and the first flow table entry is generated
by the controller according to the intelligent routing serv-
ice request packet sent by the user side device.

[0026] With reference to the third aspect or any possi-
ble implementation manner of the first possible implement-
mation manner to the third possible implementation manner
of the third aspect, in a fourth possible implement-
mation manner of the third aspect of the present ap-
lication, the method further includes: receiving, by the
controller, the policy control factor and the characteristic
information that are sent by a policy server.

[0027] With reference to the third aspect, in a fifth possi-
ble implementation manner of the third aspect of the
present application, the characteristic information in-
cludes an application-aware type, and before the step of
computing, by the controller according to the identifica-
tion information of the first edge node, the identification
information of the second edge node, and a policy control
factor, a flow forwarding path along which an intelligent
routing service flow corresponding to the characteristic
information needs to pass, the method further includes:

performing deep packet inspection on the packet so
as to determine whether the packet meets the appli-
cation-aware type; if the packet meets the applica-
tion-aware type, proceed with the following steps; if
the packet does not meet the application-aware type,
skip performing the following steps.

[0028] With reference to the third aspect, in a sixth possi-
ble implementation manner of the third aspect of the
present application, the constraint condition in the intel-
ligent routing service request packet is a parameter for
flow forwarding path computation performed on a data
flow that matches the characteristic information, and the
constraint condition includes at least one of the following:
bandwidth, a bandwidth priority, a quality of service QoS
priority, a latency level, a congestion level, and a value-
added service identification number, where the value-
added service identification number is used to identify a
type of value-added service processing performed on the
data flow that matches the characteristic information.

[0029] A fourth aspect of the present application pro-
vides a flow forwarding system method, where the meth-
od is applied to an (SDN migration network) SDN migra-
tion network and the method includes: receiving, by a
first edge node, an intelligent routing service request
packet sent by a user side device, where the intelligent
routing service request packet is used to request a serv-
icce server to provide an intelligent routing service for the
user side device, and the intelligent routing service re-
quest packet includes a constraint condition required for
establishing the intelligent routing service; if the first edge
node does not find, in a flow table, a corresponding
matching flow table entry of characteristic information in
the intelligent routing service request packet, sending,
by the first edge node, a first message to a controller,
where the corresponding matching flow table entry in-
cludes the characteristic information, and the first mes-
sage includes identification information of the first edge
device; receiving, by the controller, the first message sent by the first edge node;
receiving, by a second edge node, the intelligent routing
service request packet that is sent by the user side device
and forwarded by the first edge node; if the second edge
dnode does not find, in the flow table, the corresponding
matching flow table entry of the characteristic information
in the intelligent routing service request packet, sending,
by the second edge node, a second message to the con-
troller, where the corresponding matching flow table entry
includes the characteristic information, and the second
message includes identification information of the sec-
ond edge node and the characteristic information; receiv-
ing, by the controller, the second message sent by the
second edge node; determining, by the controller, that
the first edge node is an ingress edge-node that receives
the packet in the SDN migration network, and that the
second edge node is an egress edge-node that receives
the packet in the SDN migration network; computing, by
the controller according to the identification information
of the first edge node, the identification information of the
second edge node, and a policy control factor, a flow
forwarding path along which an intelligent routing service
flow corresponding to the characteristic information
needs to pass, where the policy control factor is deter-
mined according to the constraint condition in the intel-
ligent routing service request packet sent by the user side
device; generating, by the controller for all nodes on the
flow forwarding path, flow table entries respectively cor-
responding to the nodes, and sending the flow table en-
tries separately to the corresponding nodes, where the
nodes include the first edge node and the second edge
device; receiving, by the first edge node and the second
edge node, the flow table entries sent by the controller;
and processing, by the first edge node and the second
edge node according to the flow table entries, a packet
sent by the user side device.

[0030] With reference to the fourth aspect, in a first pos-
sible implementation manner of the fourth aspect of the
present application, the characteristic information in-
cludes an application-aware type, and before the step of
computing, by the controller according to the identifica-
tion information of the first edge node, the identification
information of the second edge node, and a policy control
factor, a flow forwarding path along which an intelligent
routing service flow corresponding to the characteristic
information needs to pass, the method further includes:
performing deep packet inspection on the packet so as
to determine whether the packet meets the applica-
tion-aware type; if the packet meets the application-aware
type, proceed with the following steps; if the packet does
not meet the application-aware type, skip performing the
following steps.

[0031] With reference to the first possible implement-
tation manner of the fourth aspect, in a second possible
implementation manner of the fourth aspect of the
present application, the constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, where the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

A fifth aspect of the present application provides a flow forwarding method, where the method is applied to an (SDN migration network) SDN migration network and the method includes: receiving, by a first edge node, a service packet sent by a user side device, and finding, in a flow table by the first edge node, a first flow table entry corresponding to characteristic information in the service packet, where the first flow table entry includes an action, and the action is used to send a message to the controller; and the first flow table entry is generated by the controller according to an intelligent routing service request packet sent by the user side device; sending, by the first edge node, a first message to a controller, where the first message includes the characteristic information, identification information of the edge node, and interface attribute information of an interface that receives the service packet; receiving, by the controller, the first message sent by the first edge node; receiving, by a second edge node, the service packet that is sent by the user side device and forwarded by the first edge node, and finding, in the flow table by the second edge node, the first flow table entry corresponding to the characteristic information in the service packet, where the first flow table entry includes the action, and the action is used to send a message to the controller; sending, by the second edge node, a second message to the controller, where the second message includes the characteristic information, identification information of the edge node, and the interface attribute information of the interface that receives the service packet; receiving, by the controller, the second message sent by the second edge node; determining, by the controller, that the first edge node is an ingress edge-node that receives the packet in the SDN migration network, and that the second edge node is an egress edge-node that receives the packet in the SDN migration network; computing, by the controller according to the identification information of the first edge node, the identification information of the second edge node, and a policy control factor, a flow forwarding path along which an intelligent routing service flow corresponding to the characteristic information needs to pass; generating, by the controller for all nodes on the flow forwarding path, second flow table entries respectively corresponding to the nodes, and sending the second flow table entries separately to the corresponding nodes, where the policy control factor is determined according to a constraint condition in the intelligent routing service request packet sent by the user side device, and the nodes include the first edge node and the second edge node; receiving, by the first edge node and the second edge node, the second flow table entries sent by the controller, where the second flow table entries meet the constraint condition in the intelligent routing service request packet; and processing, by the first edge node and the second edge node, the service packet according to the second flow table entries.

[0033] With reference to the fifth aspect, in a first possible implementation manner of the fifth aspect of the present application, the characteristic information includes an application-aware type, and after the step of receiving, by the controller, the first message sent by the first edge node, the method further includes: performing deep packet inspection on the packet so as to determine whether the packet meets the application-aware type; if the packet meets the application-aware type, the following steps continue to be performed; if the packet does not meet the application-aware type, performing of the following steps is to be terminated.

[0034] With reference to the first possible implementation manner of the fifth aspect, in a second possible implementation manner of the fifth aspect of the present application, the constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, where the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

[0035] A sixth aspect of the present application provides a hybrid forwarding device, where the device includes: a first receiving module, a searching and receiving module, a second receiving module, and a processing module, where: the first receiving module is configured to receive an intelligent routing service request packet sent by a user side device, where the intelligent routing service request packet is used to request a service server to provide an intelligent routing service for the user side device, the intelligent routing service request packet includes a constraint condition required for establishing the intelligent routing service, and the first receiving module sends the intelligent routing service request packet to the searching and receiving module; the searching and receiving module is configured to receive the intelligent routing service request packet, where when the edge node does not find, in a flow table, a corresponding matching flow table entry of characteristic information in the intelligent routing service request packet, the edge node sends a first message to a controller, where the corresponding matching flow table entry includes the characteristic information, the first message includes identification information of the edge node and the chara-
characteristic information, and the edge node is an ingress edge-node or an egress edge-node that receives the intelligent routing service request packet in the SDN migration network; the second receiving module is configured to receive a first flow table entry sent by the controller, where the first flow table entry is generated according to the first message and meets the constraint condition, and the second receiving module sends the first flow table entry to the processing module; and the processing module is configured to receive the first flow table entry and process, according to the first flow table entry, a packet sent by the user side device.

[0036] With reference to the sixth aspect, in a first possible implementation manner of the sixth aspect of the present application, the first message further includes the intelligent routing service request packet.

With reference to the sixth aspect, in a first possible implementation manner of the sixth aspect of the present application, the first message further includes the intelligent routing service request packet, and the interface attribute information of an interface that receives the intelligent routing service request packet, and the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the intelligent routing service request packet in the SDN migration network.

[0041] With reference to the first possible implementation manner of the sixth aspect or the second possible implementation manner of the sixth aspect, in a sixth possible implementation manner of the sixth aspect of the present application, the device further includes: a third receiving module, where the third receiving module receives a second message sent by the controller; and the processing module sends the intelligent routing service request packet according to a traditional IP routing mode, where the second message includes the intelligent routing service request packet.

[0042] With reference to the sixth aspect or any possible implementation manner of the first possible implementation manner of the sixth possible implementation manner of the sixth aspect, in a seventh possible implementation manner of the sixth aspect of the present application, the characteristic information includes at least one of the following in the intelligent routing service request packet: a source address, a destination address, a source port, a destination port, and a protocol number.

[0043] With reference to the seventh possible implementation manner of the sixth aspect, in an eighth possible implementation manner of the sixth aspect of the present application, the characteristic information further includes an application-aware type.

[0044] With reference to the sixth aspect, in a ninth possible implementation manner of the sixth aspect of the present application, the constraint condition required for establishing the intelligent routing service is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, where the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

[0045] A seventh aspect of the present application provides a hybrid forwarding device, where the device includes: a first receiving module, a searching module, a sending module, a second receiving module, and a processing module, where: the first receiving module is configured to receive a service packet sent by a user side device, and the first receiving module sends the service packet to the searching module; the searching module is configured to receive the service packet and find, in a flow table, a first flow table entry corresponding to characteristic information in the service packet, where the
first flow table entry includes an action, and the action is used to send a message to the controller; the first flow table entry is generated by the controller according to an intelligent routing service request packet sent by the user side device; and the searching module sends a finding result to the sending module; the sending module is configured to receive the finding result and send a first message to the controller, where the first message includes the characteristic information, identification information of the edge node, and interface attribute information of an interface that receives the service packet, and the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the service packet in the SDN migration network; the second receiving module is configured to receive a second flow table entry sent by the controller, where the second flow table entry meets a constraint condition in the intelligent routing service request packet, and the second receiving module sends the second flow table entry to the processing module; and the processing module is configured to receive the second flow table entry and process the service packet according to the second flow table entry.

[0046] With reference to the seventh aspect, in a first possible implementation manner of the seventh aspect of the present application, that the first message includes the characteristic information, identification information of the edge node, and interface attribute information of an interface that receives the service packet is specifically that: the first message includes a mirrored packet of the service packet and the identification information of the edge node, where the mirrored packet of the service packet is a duplicate packet of the service packet, and the service packet includes the characteristic information; and the processing module is further configured to be used by the edge node to send the service packet according to a traditional IP routing mode.

[0047] With reference to the seventh aspect, in a second possible implementation manner of the seventh aspect of the present application, the first message further includes a mirrored packet of the service packet, where the mirrored packet of the service packet is a duplicate packet of the service packet; and the processing module is further configured to send the service packet according to a traditional IP routing mode.

[0048] With reference to the seventh aspect or the first possible implementation manner of the seventh aspect or the second possible implementation manner of the seventh aspect, in a third possible implementation manner of the seventh aspect of the present application, the characteristic information includes at least one of the following in the service request packet: a source address, a destination address, a source port, a destination port, and a protocol number.

[0049] With reference to the third possible implementation manner of the seventh aspect, in a fourth possible implementation manner of the seventh aspect of the present application, the characteristic information further includes an application-aware type.

[0050] With reference to the seventh aspect, in a fifth possible implementation manner of the seventh aspect of the present application, the constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, where the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

[0051] To resolve the foregoing problem, an eighth aspect of the present application provides a controller, where the controller further includes: a receiving module, a determining module, a computing module, and a sending module, where: the receiving module is configured to receive a first message sent by a first edge node, and receive a second message sent by a second edge node, where the first message includes characteristic information of a packet sent by a user side device and identification information of the first edge node, the second message includes identification information of the second edge node and the characteristic information, and the receiving module sends the first message and the second message to the determining module; the determining module is configured to determine that the first edge node is an ingress edge-node that receives the packet in the SDN migration network, and that the second edge node is an egress edge-node that receives the packet in the SDN migration network, and that the second edge node sends a determining result to the computing module; the computing module is configured to receive the determining result, and generate, for all nodes on the flow forwarding path, flow table entries respectively corresponding to the nodes, and the computing module sends the flow table entries to the sending module; and the sending module is configured to receive the flow table entries, and send the flow table entries separately to the corresponding nodes, where the policy control factor is determined according to a constraint condition in an intelligent routing service request packet sent by the user side device.

[0052] With reference to the eighth aspect, in a first possible implementation manner of the eighth aspect of the present application, the determining module is further configured to, when the packet is the intelligent routing service request packet, determine, according to a sequence of receiving the first message and the second message, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node.

[0053] With reference to the eighth aspect, in a second possible implementation manner of the eighth aspect of the present application, the first message further includes first interface attribute information of a first interface, of
the first edge node, that receives the packet, and the first interface attribute information is used to indicate that the first edge node is an ingress node of the packet in the SDN migration network; the second message further includes second interface attribute information of a second interface, of the second edge node, that receives the packet, and the second interface attribute information is used to indicate that the second edge node is an egress node of the service packet in the SDN migration network; and the processing module is further configured to determine, according to the first interface attribute information and the second interface attribute information that are received, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node.

[0054] With reference to the second possible implementation manner of the eighth aspect, in a third possible implementation manner of the eighth aspect of the present application, the sending module is further configured to, when the packet is a service packet, send a first flow table entry separately to the first edge node and the second edge node, where the first flow table entry includes an action, and the action is used to send a message to the controller; and the first flow table entry is generated by the controller according to the intelligent routing service request packet sent by the user side device.

[0055] With reference to the eighth aspect or any possible implementation manner of the first possible implementation manner of the eighth aspect, in a fourth possible implementation manner of the eighth aspect of the present application, the receiving module is further configured to receive the policy control factor and the characteristic information that are sent by a policy server.

[0056] With reference to the eighth aspect, in a fifth possible implementation manner of the eighth aspect of the present application, the characteristic information includes an application-aware type, and before the step of computing, by the controller according to the identification information of the first edge node, the identification information of the second edge node, and a policy control factor, a flow forwarding path along which an intelligent routing service flow corresponding to the characteristic information needs to pass, the method further includes:

- performing deep packet inspection on the packet so as to determine whether the packet meets the application-aware type, where if the packet meets the application-aware type, proceed with the following steps; if the packet does not meet the application-aware type, skip performing the following steps.

[0057] With reference to the eighth aspect, in a sixth possible implementation manner of the eighth aspect of the present application, the constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, where the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

[0058] To resolve the foregoing problem, a ninth aspect of the present application provides a flow forwarding system, including a plurality of hybrid forwarding devices and a controller, where the plurality of hybrid forwarding devices are topologically connected to form an SDN migration network, hybrid forwarding devices located on an edge of the SDN migration network are edge nodes, the edge nodes can communicate with the controller, and the edge nodes include a first edge node and a second edge node, where: the first edge node receives an intelligent routing service request packet sent by a user side device, where the intelligent routing service request packet is used to request a service server to provide an intelligent routing service for the user side device, and the intelligent routing service request packet includes a constraint condition required for establishing the intelligent routing service; if the first edge node does not find, in a flow table, a corresponding matching flow table entry of characteristic information in the intelligent routing service request packet, the first edge node sends a first message to the controller, where the corresponding matching flow table entry includes the characteristic information, and the first message includes identification information of the first edge node and the characteristic information; the controller receives the first message sent by the first edge node; the second edge node receives the intelligent routing service request packet that is sent by the user side device and forwarded by the first edge node; if the second edge node does not find, in the flow table, the corresponding matching flow table entry of the characteristic information in the intelligent routing service request packet, the second edge node sends a second message to the controller, where the corresponding matching flow table entry includes the characteristic information, and the second message includes identification information of the second edge node and the characteristic information; the controller receives the second message sent by the second edge node; the controller determines that the first edge node is an ingress edge-node that receives the packet in the SDN migration network, and that the second edge node is an egress edge-node that receives the packet in the SDN migration network; the controller computes, according to the identification information of the first edge node, the identification information of the second edge node, and a policy control factor, a flow forwarding path along which an intelligent routing service flow corresponding to the characteristic information needs to pass; where the policy control factor is determined according to the constraint condition in the intelligent routing service request packet sent by the user
side device; the controller generates, for all nodes on the flow forwarding path, flow table entries respectively corresponding to the nodes, and sends the flow table entries separately to the corresponding nodes, where the nodes include the first edge node and the second edge node; the first edge node and the second edge node receive flow table entries sent by the controller; and the first edge node and the second edge node process, according to the flow table entries, a packet sent by the user side device.

[0059] With reference to the ninth aspect, in a first possible implementation manner of the ninth aspect of the present application, the characteristic information includes an application-aware type, and before the step that the controller computes, according to the identification information of the first edge node, the identification information of the second edge node, and a policy control factor, a flow forwarding path along which an intelligent routing service flow corresponding to the characteristic information needs to pass, the method further includes: performing deep packet inspection on the packet, so as to determine whether the packet meets the application-aware type, where if the packet meets the application-aware type, proceed with the following steps; if the packet does not meet the application-aware type, skip performing the following steps.

[0060] With reference to the first possible implementation manner of the ninth aspect, in a second possible implementation manner of the ninth aspect of the present application, the constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, where the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

[0061] To resolve the foregoing problem, a tenth aspect of the present application provides a flow forwarding system, including a plurality of hybrid forwarding devices and a controller, where the plurality of hybrid forwarding devices are topologically connected to form an SDN migration network, hybrid forwarding devices located on an edge of the SDN migration network are edge nodes, the edge nodes can communicate with the controller, and the edge nodes include a first edge node and a second edge node, where: the first edge node receives a service packet sent by a user side device, and the first edge node finds, in a flow table, a first flow table entry corresponding to characteristic information in the service packet, where the first flow table entry includes an action, and the action is used to send a message to the controller; and the first flow table entry is generated by the controller according to an intelligent routing service request packet sent by the user side device; the first edge node sends a first message to the controller, where the first message includes the characteristic information, identification information of the edge node, and interface attribute information of an interface that receives the service packet; the controller receives the first message sent by the first edge node; the second edge node receives the service packet that is sent by the user side device and forwarded by the first edge node, and the second edge node finds, in the flow table, the first flow table entry corresponding to the characteristic information in the service packet, where the first flow table entry includes the action, and the action is used to send a message to the controller; the second edge node sends a second message to the controller, where the second message includes the characteristic information, identification information of the edge node, and the interface attribute information of the interface that receives the service packet; the controller receives the second message sent by the second edge node; the controller determines that the first edge node is an ingress edge-node that receives the packet in the SDN migration network, and that the second edge node is an egress edge-node that receives the packet in the SDN migration network; the controller computes, according to the identification information of the first edge node, the identification information of the second edge node, and a policy control factor, a flow forwarding path along which an intelligent routing service flow corresponding to the characteristic information needs to pass; the controller generates, for all nodes on the flow forwarding path, second flow table entries respectively corresponding to the nodes, and sends the second flow table entries separately to the corresponding nodes, where the policy control factor is determined according to a constraint condition in the intelligent routing service request packet sent by the user side device, and the nodes include the first edge node and the second edge node; the first edge node and the second edge node receive the second flow table entries sent by the controller, where the second flow table entries meet the constraint condition in the intelligent routing service request packet; and the first edge node and the second edge node process the service packet according to the second flow table entry.

[0062] With reference to the tenth aspect, in a first possible implementation manner of the tenth aspect of the present application, the characteristic information includes an application-aware type, and after the step that the controller receives the first message sent by the first edge node, the method further includes: performing deep packet inspection on the packet, so as to determine whether the packet meets the application-aware type, where if the packet meets the application-aware type, proceed with the following steps; if the packet does not meet the application-aware type, skip performing the following steps.

[0063] With reference to the first possible implementation manner of the tenth aspect, in a second possible implementation manner of the tenth aspect of the present application, the constraint condition in the intelligent rout-
ing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, where the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

[0064] To resolve the foregoing problem, an eleventh aspect of the present application provides a hybrid forwarding device, where the device includes: a receiver, a processor, and a transmitter, where: the receiver is configured to receive an intelligent routing service request packet sent by a user side device, where the intelligent routing service request packet is used to request a service server to provide an intelligent routing service for the user side device, and the intelligent routing service request packet includes a constraint condition required for establishing the intelligent routing service; the processor is configured to find, in a flow table, a corresponding matching flow table entry of characteristic information in the intelligent routing service request packet, and the transmitter is configured to send a first message to a controller, where the corresponding matching flow table entry includes the characteristic information, the first message includes identification information of an edge node and the characteristic information, and the edge node is an ingress edge-node or an egress edge-node that receives the intelligent routing service request packet in an SDN migration network; the receiver is further configured to receive a first flow table entry sent by the controller, where the first flow table entry is generated according to the first message and meets the constraint condition; and the processor is configured to process, according to the first flow table entry, a packet sent by the user side device.

[0065] With reference to the eleventh aspect, in a first possible implementation manner of the eleventh aspect of the present application, that the first message includes identification information of the edge node and the characteristic information is specifically that: the first message includes the characteristic information; and the processor is further configured to use the edge node to establish the intelligent routing service; the processor sends the intelligent routing service request packet, and the intelligent routing service request packet is a duplicate packet of the intelligent routing service request packet, and the intelligent routing service request packet includes the characteristic information; and the processor is further configured to send the intelligent routing service request packet according to a traditional IP routing mode.

[0068] With reference to the eleventh aspect, in a fourth possible implementation manner of the eleventh aspect of the present application, that the first message includes identification information of the edge node and the characteristic information is specifically that: the first message includes a mirrored packet of the intelligent routing service request packet and the identification information of the edge node, where the mirrored packet of the intelligent routing service request packet is a duplicate packet of the intelligent routing service request packet, and the intelligent routing service request packet includes the characteristic information; and the processor is configured to be used by the edge node to send the intelligent routing service request packet according to a traditional IP routing mode.

[0069] With reference to the eleventh aspect or any possible implementation manner of the first possible implementation manner to the fourth possible implementation manner of the eleventh aspect, in a fifth possible implementation manner of the eleventh aspect of the present application, the first message further includes interface attribute information of an interface that receives the intelligent routing service request packet, and the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the intelligent routing service request packet in the SDN migration network.

[0070] With reference to the first possible implementation manner of the eleventh aspect or the second possible implementation manner of the eleventh aspect, in a sixth possible implementation manner of the eleventh aspect of the present application, the receiver is further configured to receive a second message sent by the controller; and the processor sends the intelligent routing service request packet according to a traditional IP routing mode, where the second message includes the intelligent routing service request packet.

[0071] With reference to the eleventh aspect or any possible implementation manner of the first possible implementation manner to the sixth possible implementation manner of the eleventh aspect of the present application, the characteristic information includes at least one of the following in the intelligent routing service request packet: a source address, a destination address, a source port, a destination port, and a protocol number.

[0072] With reference to the seventh possible implementation manner of the eleventh aspect, in an eighth possible implementation manner of the eleventh aspect of the present application, the characteristic information
With reference to the eleventh aspect, in a ninth possible implementation manner of the eleventh aspect of the present application, the constraint condition required for establishing the intelligent routing service is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, where the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

To resolve the foregoing problem, a twelfth aspect of the present application provides a hybrid forwarding device, where the device includes: a receiver, a processor, and a transmitter, where: the receiver is configured to receive a service packet sent by a user side device; the processor is configured to receive the service packet and find, in a flow table, a first flow table entry corresponding to characteristic information in the service packet, where the first flow table entry includes an action, and the action is used to send a message to the controller; and the first flow table entry is generated by the controller according to an intelligent routing service request packet sent by the user side device; the transmitter is configured to send a first message to the controller, where the first message includes characteristic information, identification information of an edge node, and interface attribute information of an interface that receives the service packet, and the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the service packet in an SDN migration network; the receiver is further configured to receive a second flow table entry sent by the controller, where the second flow table entry meets a constraint condition in the intelligent routing service request packet; and the processor is configured to process the service packet according to the second flow table entry.

With reference to the twelfth aspect, in a first possible implementation manner of the twelfth aspect of the present application, that the first message includes the characteristic information, identification information of the edge node, and interface attribute information of an interface that receives the service packet is specifically that: the first message includes a mirrored packet of the service packet and the identification information of the edge node, where the mirrored packet of the service packet is a duplicate packet of the service packet, and the service packet includes the characteristic information; and the processor is further configured to be used by the edge node to send the service packet according to a traditional IP routing mode.

With reference to the twelfth aspect, in a second possible implementation manner of the twelfth aspect of the present application, the first message further includes a mirrored packet of the service packet, where the mirrored packet of the service packet is a duplicate packet of the service packet; and the processor is further configured to send the service packet according to a traditional IP routing mode.

With reference to the thirteenth aspect, in a first possible implementation manner of the twelfth aspect or the second possible implementation manner of the twelfth aspect, in a third possible implementation manner of the twelfth aspect of the present application, the characteristic information includes at least one of the following in the service request packet: a source address, a destination address, a source port, a destination port, and a protocol number.

With reference to the third possible implementation manner of the twelfth aspect, in a fourth possible implementation manner of the twelfth aspect of the present application, the characteristic information further includes an application-aware type.

To resolve the foregoing problem, a thirteenth aspect of the present application provides a controller, where the controller further includes: a receiver, a processor, and a transmitter, where: the receiver is configured to receive a first message sent by a first edge node, and receive a second message sent by a second edge node, where the first message includes characteristic information of a packet sent by a user side device and identification information of the first edge node, and the second message includes identification information of the second edge node and the characteristic information; the processor is configured to determine that the first edge node is an ingress edge-node that receives the packet in an SDN migration network, and that the second edge node is an egress edge-node that receives the packet in the SDN migration network; the processor is further configured to generate, for all nodes on a flow forwarding path, flow table entries respectively corresponding to the nodes; and the transmitter is configured to send the flow table entries separately to corresponding nodes, where a policy control factor is determined according to a constraint condition in an intelligent routing service request packet sent by the user side device.

With reference to the thirteenth aspect, in a first possible implementation manner of the thirteenth aspect of the present application, the processor is further con-
figured to, when the packet is the intelligent routing service request packet, determine, according to a sequence of receiving the first message and the second message, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node.

[0082] With reference to the thirteenth aspect, in a second possible implementation manner of the thirteenth aspect of the present application, the first message further includes first interface attribute information of a first interface, of the first edge node, that receives the packet, and the first interface attribute information is used to indicate that the first edge node is an ingress node of the packet in the SDN migration network; the second message further includes second interface attribute information of a second interface, of the second edge node, that receives the packet, and the second interface attribute information is used to indicate that the second edge node is an egress node of the service packet in the SDN migration network; and the processor is further configured to determine, according to the first interface attribute information and the second interface attribute information that are received, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node.

[0083] With reference to the second possible implementation manner of the thirteenth aspect, in a third possible implementation manner of the thirteenth aspect of the present application, the transmitter is further configured to, when the packet is a service packet, send a first flow table entry separately to the first edge node and the second edge node, where the first flow table entry includes an action, and the action is used to send a message to the controller; and the first flow table entry is generated by the controller according to the intelligent routing service request packet sent by the user side device.

[0084] With reference to the thirteenth aspect or any possible implementation manner of the first possible implementation manner of the thirteenth aspect, in a fourth possible implementation manner of the thirteenth aspect of the present application, the receiver is further configured to receive the policy control factor and the characteristic information that are sent by a policy server.

[0085] With reference to the thirteenth aspect, in a fifth possible implementation manner of the thirteenth aspect of the present application, the characteristic information includes an application-aware type, before the step that the controller computes, according to the identification information of the first edge node, the identification information of the second edge node, and a policy control factor, a flow forwarding path along which an intelligent routing service flow corresponding to the characteristic information needs to pass, the method further includes: performing deep packet inspection on the packet, so as to determine whether the packet meets the application-aware type, where if the packet meets the application-aware type, proceed with the following steps; if the packet does not meet the application-aware type, skip performing the following steps.

[0086] With reference to the thirteenth aspect, in a sixth possible implementation manner of the thirteenth aspect of the present application, the constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, where the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

[0087] To resolve the foregoing problem, a fourteenth aspect of the present application provides a flow forwarding method, where the method is applied to an SDN migration network and the method includes: receiving, by an edge node, a service packet sent by a user side device; and processing, by the edge node, the service packet includes the characteristic information, identification information of the edge node, and interface attribute information of an interface that receives the service packet, and the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the service packet in the SDN migration network; receiving, by the edge node, a second flow table entry sent by the controller, where the second flow table entry corresponding to characteristic information in the service packet, where the first flow table entry includes an action, and the action is used to send a message to the controller; and the first flow table entry is generated by the controller according to a preset object of an intelligent routing service; sending, by the edge node, a first message to the controller, where the first message includes the characteristic information, identification information of the edge node, and interface attribute information of an interface that receives the service packet, and the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the service packet in the SDN migration network; receiving, by the edge node, a second flow table entry sent by the controller, where the second flow table entry meets a constraint condition in an intelligent routing service request packet sent by the user side device; and processing, by the edge node, the service packet according to the second flow table entry.

[0088] With reference to the fourteenth aspect, in a first possible implementation manner of the fourteenth aspect of the present application, that the first message includes the characteristic information, identification information of the edge node, and interface attribute information of an interface that receives the service packet is specifically that: the first message includes a mirrored packet of the service packet and the identification information of the edge node, where the mirrored packet of the service packet is a duplicate packet of the service packet, and the service packet includes the characteristic information; and the method further includes: sending, by the edge node, the service packet according to a traditional IP routing mode.

[0089] With reference to the fourteenth aspect, in a second possible implementation manner of the fourteenth aspect of the present application, the first message further includes a mirrored packet of the service.
packet, where the mirrored packet of the service packet is a duplicate packet of the service packet; and the method further includes: sending the service packet according to a traditional IP routing mode.

[0090] With reference to the fourteenth aspect or the first possible implementation manner of the fourteenth aspect or the second possible implementation manner of the fourteenth aspect, in a third possible implementation manner of the fourteenth aspect of the present application, the characteristic information includes at least one of the following in the service request packet: a source address, a destination address, a source port, a destination port, and a protocol number.

[0091] With reference to the third possible implementation manner of the fourteenth aspect, in a fourth possible implementation manner of the fourteenth aspect of the present application, the characteristic information further includes an application-aware type.

[0092] With reference to the fourteenth aspect, in a fifth possible implementation manner of the fourteenth aspect of the present application, the constraint condition required for the intelligent routing service is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, where the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

[0093] To resolve the foregoing problem, a fifteenth aspect of the present application provides a hybrid forwarding device, where the device includes: a first receiving module, a searching module, a sending module, a second receiving module, and a processing module, where: the first receiving module is configured to receive a service packet sent by a user side device, and the first receiving module sends the service packet to the searching module; the searching module is configured to receive the service packet and find, in a flow table, a first flow table entry corresponding to characteristic information in the service packet, where the first flow table entry includes an action, and the action is used to send a message to the controller; the first flow table entry is generated by the controller according to a preset object of an intelligent routing service; and the searching module sends a finding result to the sending module; the sending module is configured to receive the finding result and send a first message to the controller, where the first message includes the characteristic information, identification information of an edge node, and interface attribute information of an interface that receives the service packet is specified to receive the second flow table entry and process the service packet according to the second flow table entry.

[0094] With reference to the fifteenth aspect, in a first possible implementation manner of the fifteenth aspect of the present application, that the first message includes the characteristic information, identification information of an edge node, and interface attribute information of an interface that receives the service packet is specifically: that the first message includes a mirrored packet of the service packet and the identification information of the edge node, where the mirrored packet of the service packet is a duplicate packet of the service packet, and the service packet includes the characteristic information; and the processing module is further configured to be used by the edge node to send the service packet according to a traditional IP routing mode.

[0095] With reference to the fifteenth aspect, in a second possible implementation manner of the fifteenth aspect of the present application, the first message further includes a mirrored packet of the service packet, where the mirrored packet of the service packet is a duplicate packet of the service packet; and the processing module is further configured to send the service packet according to a traditional IP routing mode.

[0096] With reference to the fifteenth aspect or the first possible implementation manner of the fifteenth aspect or the second possible implementation manner of the fifteenth aspect, in a third possible implementation manner of the fifteenth aspect of the present application, the characteristic information includes at least one of the following in the service request packet: a source address, a destination address, a source port, a destination port, and a protocol number.

[0097] With reference to the third possible implementation manner of the fifteenth aspect, in a fourth possible implementation manner of the fifteenth aspect of the present application, the characteristic information further includes an application-aware type.

[0098] With reference to the fifteenth aspect, in a fifth possible implementation manner of the fifteenth aspect of the present application, the constraint condition required for the intelligent routing service is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, where the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

[0099] To resolve the foregoing problem, a sixteenth
aspect of the present application provides a hybrid forwarding device, where the device includes: a receiver, a processor, and a transmitter, where: the receiver is configured to receive a service packet sent by a user side device; the processor is configured to receive the service packet and find, in a flow table, a first flow table entry corresponding to characteristic information in the service packet, where the first flow table entry includes an action, and the action is used to send a message to the controller; and the first flow table entry is generated by the controller according to a preset object of an intelligent routing service; the transmitter is configured to send a first message to the controller, where the first message includes the characteristic information, identification information of an edge node, and interface attribute information of an interface that receives the service packet, and the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the service packet in an SDN migration network; the receiver is further configured to receive a second flow table entry sent by the controller, where the second flow table entry meets a constraint condition in an intelligent routing service request packet sent by the user side device; and the processor is configured to process the service packet according to the second flow table entry.

[0100] With reference to the sixteenth aspect, in a first possible implementation manner of the sixteenth aspect of the present application, that the first message includes the characteristic information, identification information of the edge node, and interface attribute information of an interface that receives the service packet is specifically that: the first message includes a mirrored packet of the service packet and the identification information of the edge node, where the mirrored packet of the service packet is a duplicate packet of the service packet, and the service packet includes the characteristic information; and the processor is further configured to be used by the edge node to send the service packet according to a traditional IP routing mode.

[0101] With reference to the sixteenth aspect, in a second possible implementation manner of the sixteenth aspect of the present application, the first message further includes a mirrored packet of the service packet, where the mirrored packet of the service packet is a duplicate packet of the service packet; and the processor is further configured to send the service packet according to a traditional IP routing mode.

[0102] With reference to the sixteenth aspect or the first possible implementation manner of the sixteenth aspect or the second possible implementation manner of the sixteenth aspect, in a third possible implementation manner of the sixteenth aspect of the present application, the characteristic information includes at least one of the following in the service request packet: a source address, a destination address, a source port, a destination port, and a protocol number.

[0103] With reference to the third possible implementation manner of the sixteenth aspect, in a fourth possible implementation manner of the sixteenth aspect of the present application, the characteristic information further includes an application-aware type.

[0104] With reference to the sixteenth aspect, in a fifth possible implementation manner of the sixteenth aspect of the present application, the constraint condition required for the intelligent routing service is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, where the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

[0105] The foregoing solutions creatively proposed a manner in which a controller computes an intelligent routing service flow forwarding path according to identification information of a first edge node, identification information of a second edge node, and a policy control factor. A traditional forwarding manner of searching an IP routing table is combined with a flow forwarding manner of searching a flow table with high-quality service assurance, which does not affect traditional IP forwarding, thereby ensuring network reliability, and also providing a high-quality flow forwarding service for a VIP customer. By using this innovative method, a refined flow forwarding service is implemented in an SDN migration network, a network path is adjusted as required, and quality of service is improved, which fills a gap in this field.

BRIEF DESCRIPTION OF DRAWINGS

[0106]

FIG. 1 is a schematic structural diagram of an embodiment of a flow forwarding system of the present application;
FIG. 2 is a schematic diagram of an embodiment of implementing an intelligent routing service by using the flow forwarding system shown in FIG. 1;
FIG. 3 is a schematic diagram of another embodiment of implementing an intelligent routing service by using the flow forwarding system shown in FIG. 1;
FIG. 4 is a schematic diagram of still another embodiment of implementing an intelligent routing service by using the flow forwarding system shown in FIG. 1;
FIG. 5 is a schematic diagram of yet another embodiment of implementing an intelligent routing service by using the flow forwarding system shown in FIG. 1;
FIG. 6 is a flowchart of an embodiment of a flow forwarding method of the present application;
FIG. 7 is a flowchart of another embodiment of a flow forwarding method of the present application;
FIG. 8 is a flowchart of still another embodiment of a flow forwarding method of the present application;
In the following description, to illustrate rather than limit, specific details such as a particular system structure, an interface, and a technology are provided to make a thorough understanding of the present application. However, a person skilled in the art should understand that the present application may also be implemented in other embodiments without these specific details. In other cases, detailed descriptions of well-known apparatuses, circuits, and methods are omitted, so that the present application is described without being disturbed by the unnecessary details.

[0107] In the following description, to illustrate rather than limit, specific details such as a particular system structure, an interface, and a technology are provided to make a thorough understanding of the present application. However, a person skilled in the art should understand that the present application may also be implemented in other embodiments without these specific details. In other cases, detailed descriptions of well-known apparatuses, circuits, and methods are omitted, so that the present application is described without being disturbed by the unnecessary details.

[0108] In the following description, to illustrate rather than limit, specific details such as a particular system structure, an interface, and a technology are provided to make a thorough understanding of the present application. However, a person skilled in the art should understand that the present application may also be implemented in other embodiments without these specific details. In other cases, detailed descriptions of well-known apparatuses, circuits, and methods are omitted, so that the present application is described without being disturbed by the unnecessary details.

[0109] Referring to FIG. 1, FIG. 1 is a schematic structural diagram of an embodiment of a flow forwarding system of the present application. The flow forwarding system in this embodiment is applied to an SDN migration network, and includes a client 110, an SDN migration network 120 formed by a plurality of topologically-connected hybrid forwarding devices 121, an application server 130, a policy server 140, and a controller 150. The hybrid forwarding device 121 can implement a flow forwarding function of an SDN/OpenFlow network in addition to an IP routing and forwarding function of a traditional network. An external interface of the hybrid forwarding device 121 is used to connect to a device outside the SDN migration network 120. An internal interface of the hybrid forwarding device 121 is used to connect to another hybrid forwarding device 121 inside the SDN migration network 120. Hybrid forwarding devices 121 located on an edge of the SDN migration network 120 are edge nodes.

[0110] The client 110 is directly connected to an external interface of one edge node of the SDN migration network 120; the plurality of hybrid forwarding devices 121 in the SDN migration network 120 are topologically connected through internal interfaces; and the other edge node of the SDN migration network 120 is directly connected to the application server 130 through an external interface of the edge node. The application server 130 is connected to the policy server 140; the policy server 140 is connected to the controller 150; and the controller 150 is connected to any hybrid forwarding device 121 in the SDN migration network 120.

[0111] Referring to FIG. 2, FIG. 2 is a schematic diagram of an embodiment of implementing an intelligent routing service by using the flow forwarding system shown in FIG. 1.

[0112] In this embodiment, an external interface of an edge node is set as follows: when a corresponding matching flow table entry of characteristic information in an intelligent routing service request packet is not found in a flow table, the edge node sends a first message to a controller, where the first message includes identification information of the edge node and the characteristic information; and an internal interface of the edge node is set as follows: even if the characteristic information is not found in the flow table, the characteristic information of the intelligent routing service request packet is not sent to the controller. The characteristic information includes at least one of the following in the intelligent routing service request packet: a source address, a destination address, a source port, a destination port, and a protocol number. In addition, the characteristic information may further include an application-aware type.

[0113] In this embodiment, an intelligent routing service request packet and the identification information of the edge node are encapsulated in the first message, and the intelligent routing service request packet includes characteristic information. However, in another possible embodiment, an intelligent routing service request packet, characteristic information of the intelligent routing service request packet, and the identification information of the edge node may be together encapsulated in the first message.

[0114] The first message may further include interface attribute information of an interface that receives the intelligent routing service request packet, where the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the intelligent routing service request packet in an SDN migration network. Specifically, an edge node that receives an intelligent routing service request packet from an external interface whose interface attribute information is that the packet is an uplink packet is a first edge node; and an edge node that sends an intelligent routing service request packet through an external interface...
whose interface attribute information is that the packet is a downlink packet is a second edge node. In another embodiment, the controller may determine, according to a sequence of receiving messages, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node.

If a client 110 and an application server 130 perform refined intelligent routing flow forwarding on a data flow, characteristic information of the data flow is stored in a flow table of the first edge node and a flow table of the second edge node, and therefore the first edge node and the second edge node do not send an intelligent routing service packet to a controller 150. The first edge node and the second edge node send a service request packet of a data flow to the controller 150 only when the data flow (that may be an intelligent routing service flow and a common service flow) is newly initiated and characteristic information of the newly-initiated data flow is not stored in the first edge node and the second edge node.

Usually, a service packet generated when the client 110 performs a common service is sent to an SDN migration network 120 through an external interface of an edge node that is directly connected to the client 110. In the SDN migration network 120, according to a forwarding manner of searching an IP routing table in a traditional network, the service packet is sent, after being forwarded by internal interfaces of a plurality of hybrid forwarding devices 121, to an edge node that is directly connected to the application server 130. Then, the edge node that is directly connected to the application server 130 sends the service packet to the application server 130 through an external interface.

When the client 110 needs to perform an intelligent routing service, as shown by a dot-dashed line in the figure, the client 110 sends an intelligent routing service request to the application server 130 and generates an intelligent routing service request packet, where the intelligent routing service request packet is used to request a service server to provide the intelligent routing service for a user side device, and the intelligent routing service request packet includes the characteristic information and a constraint condition required for establishing the intelligent routing service. The constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service (QoS) priority, a latency level, a congestion level, a latency level, a value-added service identification number, and the like.

The quality of service (QoS) class may be set manually, for example, the quality of service class may be manually divided into three classes: gold, silver, and bronze; and "gold" class users are provided with the best quality of service, followed by "silver" class users and "bronze" class users in sequence. In different systems, the quality of service class may be set according to a specific requirement, which is not specifically limited herein. For example, the quality of service (QoS) class may be set by setting a TOS (Type of Service) field in an IP (Internet Protocol) packet header.

The latency level may be set manually, for example, the latency level may be manually divided into an ordinary level and an advanced level; and a latency of the ordinary level cannot exceed 30 milliseconds, while a latency of the advanced level cannot exceed 10 milliseconds. In different systems, the latency level may be set according to a specific requirement, which is not specifically limited herein.

The congestion level may be set manually, for example, the congestion level is set to 50%, that is, a congestion rate of an allocated flow forwarding path cannot exceed 50%. In different systems, the congestion level may be set according to a specific requirement, which is not specifically limited herein.

The value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information, and may be set manually. For example, if the value-added service identification number is "1", it indicates that uniform resource locator (Uniform Resource Locator, URL) filtering is performed on the data flow that matches the characteristic information; if the value-added service identification number is "2", it indicates that traffic analysis is performed on the data flow that matches the characteristic information. In different systems, the value-added service identification number may be set according to a specific requirement, which is not specifically limited herein.

"A source address is 192.168.1.0, and a destination address is 192.168.1.255", and the constraint condition is "bandwidth is 8 M", it indicates that flow forwarding path computation needs to be performed on a data flow that meets "a source address is 192.168.1.0, and a destination address is 192.168.1.255", so as to obtain a flow forwarding path, which meets "bandwidth is 8 M", of the data flow.

The intelligent routing service request packet generated by the client 110 is sent, through the external interface, to the edge node that is directly connected to the client 110. The edge node that is directly connected to the client 110 is the first edge node. The characteristic information of the intelligent routing service request packet has not been recorded in the flow table of the first edge node in this case; therefore, according to the initial configuration "if an edge node does not find, in a flow table, a corresponding matching flow table entry of characteristic information in an intelligent routing service request packet, the edge node sends a first message to a controller", the first edge node knows that this is a data flow for which an intelligent routing service request is proposed, and the first edge node encapsulates the intelligent routing service request packet in the first message.
and sends the first message to the controller 150. The first message includes the intelligent routing service request packet and identification information of the first edge node, and the intelligent routing service request packet includes the characteristic information of the intelligent routing service request packet.

[0125] After receiving the first message, the controller 150 reads, from the first message, the characteristic information of the intelligent routing service request packet and the identification information of the first edge node. Then, the controller 150 encapsulates the intelligent routing service request packet in a second message and returns the second message to the first edge node.

[0126] A refined intelligent routing service flow forwarding path is not yet obtained in this case; therefore, according to a traditional forwarding manner of searching an IP routing table, the intelligent routing service request packet is sent, after being forwarded by the internal interfaces of the plurality of hybrid forwarding devices 121, to the edge node that is directly connected to the application server 130. The edge node that is directly connected to the application server 130 is the second edge node.

[0127] The characteristic information of the intelligent routing service request packet has not been recorded in the flow table of the second edge node in this case; therefore, according to the initial configuration "if an edge node does not find, in a flow table, a corresponding matching flow table entry of characteristic information in an intelligent routing service request packet, the edge node sends a first message to a controller", the second edge node knows that this is a data flow for which an intelligent routing service request is proposed, and the second edge node encapsulates the intelligent routing service request packet in the first message and sends the first message to the controller 150. The first message includes the intelligent routing service request packet and identification information of the second edge node, and the intelligent routing service request packet includes the characteristic information of the intelligent routing service request packet.

[0128] After receiving the first message, the controller 150 reads, from the first message, the characteristic information of the intelligent routing service request packet and the identification information of the second edge node. Then, the controller 150 encapsulates the intelligent routing service request packet in a second message and returns the second message to the second edge node.

[0129] After receiving the second message, the second edge node sends the intelligent routing service request packet to the application server 130 through the external interface.

[0130] After receiving the intelligent routing service request packet, the application server 130 knows that the client 110 proposes the intelligent routing service request; and obtains, from the intelligent routing service request packet, the constraint condition required for establishing the intelligent routing service. Therefore, the application server 130 sends, to a policy server 140, the constraint condition required by client 110 for establishing the intelligent routing service. The policy server 140 generates a policy control factor according to the constraint condition required for establishing the intelligent routing service, encapsulates the characteristic information of the intelligent routing service request packet and the policy control factor in a control policy, and then sends the control policy to the controller 150. After receiving the control policy, the controller 150 reads the characteristic information of the intelligent routing service request packet and the policy control factor and locally finds, according to the characteristic information of the intelligent routing service request packet, the identification information of the first edge node and the identification information of the second edge node that are associated with the characteristic information.

[0131] If the characteristic information further includes the application-aware type, the controller 150 needs to perform deep packet inspection on the packet, so as to determine whether the packet meets the application-aware type. If the packet meets the application-aware type, proceed with the following steps; if the packet does not meet the application-aware type, terminate the procedure; if the characteristic information does not include the application-aware type, perform the following steps directly.

[0132] Previously, the controller 150 has already received, in an IGP protocol snooping manner or the like, a topology connection diagram of the hybrid forwarding devices 121 in the SDN migration network 120. The controller 150 computes, according to interface information of the first edge node, interface information of the second edge node, the policy control factor, and the topology connection diagram of the hybrid forwarding devices 121 in the SDN migration network 120, an intelligent routing service flow forwarding path that meets a requirement of the client 110; and the controller 150 generates corresponding first flow table entries for all nodes in the intelligent routing service flow forwarding path and sends the first flow table entries separately to all the nodes.

[0133] After the intelligent routing service flow forwarding path is generated, as shown by a dashed line in the figure, a subsequent service packet sent by the client 110 is forwarded according to the intelligent routing service flow forwarding path after the subsequent service packet enters the SDN migration network 120, and finally, the subsequent service packet reaches the application server 130, thereby completing data transmission.

[0134] It may be understood that: in this embodiment, there is a short period from the time when the client 110 proposes the intelligent routing service request to the time when the controller 150 determines the intelligent routing service flow forwarding path; however, the first edge node and the second edge node are set as follows: when there is no characteristic information, of a data flow, in a flow table, a hybrid forwarding device sends, to the
controller 150, an intelligent routing service request packet that is received through an external interface, and then returns the intelligent routing service request packet to the first edge node and the second edge node, so as to continue to send the intelligent routing service request packet to the server 130; therefore, if a problem occurs on the controller 150, the controller 150 cannot return the intelligent routing service request packet to the first edge node and the second edge node, and the first edge node and the second edge node cannot continue to send the intelligent routing service request packet to the application server 130, so that the intelligent routing service request packet cannot reach the application server 130. In this case, a newly-initiated intelligent routing service is affected because the characteristic information is not recorded in the flow table, and a newly-initiated common service is also affected because the characteristic information is not recorded in the flow table.

[0135] Referring to FIG. 3, FIG. 3 is a schematic diagram of another embodiment of implementing an intelligent routing service by using the flow forwarding system shown in FIG. 1.

[0136] In this embodiment, an external interface of an edge node is set as follows: when a corresponding matching flow table entry of characteristic information in an intelligent routing service request packet is not found in a flow table, the edge node sends a first message to a controller, where the first message includes identification information of the edge node and the characteristic information; and an internal interface of the edge node is set as follows: even if the characteristic information is not found in the flow table, the characteristic information of the intelligent routing service request packet is not sent to the controller. The characteristic information includes at least one of the following in the intelligent routing service request packet: a source address, a destination address, a source port, a destination port, and a protocol number. In addition, the characteristic information may further include an application-aware type.

[0137] In this embodiment, a mirrored packet of the intelligent routing service request packet and the identification information of the edge node are encapsulated in the first message, and the intelligent routing service request packet includes the characteristic information. Therefore, the mirrored packet also includes the characteristic information. However, in another possible embodiment, the mirrored packet, the characteristic information, and the identification information of the edge node may be together encapsulated in the first message.

[0138] The first message may further include interface attribute information of an interface that receives the intelligent routing service request packet, where the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the intelligent routing service packet in an SDN migration network. Specifically, an edge node that receives an intelligent routing service request packet from an external interface whose interface attribute information is that the packet is an uplink packet is a first edge node; and an edge node that sends an intelligent routing service request packet through an external interface whose interface attribute information is that the packet is a downlink packet is a second edge node.

[0139] In another embodiment, the controller may determine, according to a sequence of receiving messages, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node.

[0140] If a client 110 and an application server 130 perform refined intelligent routing flow forwarding transmission on a data flow, characteristic information of the data flow is stored in a flow table of the first edge node and a flow table of the second edge node, and therefore the first edge node and the second edge node do not send the mirrored packet to a controller 150. The first edge node and the second edge node send a mirrored packet of a data flow to the controller 150 only when the data flow (that may be an intelligent routing service flow and a common service flow) is newly initiated and characteristic information of the newly-initiated data flow is not stored in the first edge node and the second edge node.

[0141] Usually, a service packet generated when the client 110 performs a common service is sent to an SDN migration network 120 through an external interface of an edge node that is directly connected to the client 110. In the SDN migration network 120, according to a forwarding manner of searching an IP routing table in a traditional network, the service packet is sent, after being forwarded by internal interfaces of a plurality of hybrid forwarding devices 121, to an edge node that is directly connected to the application server 130. Then, the edge node that is directly connected to the application server 130 sends the service packet to the application server 130 through an external interface.

[0142] When the client 110 needs to perform an intelligent routing service, as shown by a dot-dashed line in the figure, the client 110 sends an intelligent routing service request to the application server 130 and generates an intelligent routing service request packet, where the intelligent routing service request packet is used to request a service server to provide the intelligent routing service for a user side device, and the intelligent routing service request packet includes the characteristic information and a constraint condition required for establishing the intelligent routing service.

[0143] The constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service (QoS) priority, a latency level, a congestion level, a value-added service identification number, and the like.

[0144] The quality of service (QoS) class may be set manually, for example, the quality of service class may be manually divided into three classes: gold, silver, and
The latency level may be set manually, for example, by setting a TOS field in an IP packet header.

[0145] The latency level may be set manually, for example, latency level may be manually divided into an ordinary level and an advanced level; and a latency of the ordinary level cannot exceed 30 milliseconds, while a latency of the advanced level cannot exceed 10 milliseconds. In different systems, the latency level may be set according to a specific requirement, which is not specifically limited herein.

[0146] The congestion level may be set manually, for example, the congestion level is set to 50%, that is, a congestion rate of an allocated flow forwarding path cannot exceed 50%. In different systems, the congestion level may be set according to a specific requirement, which is not specifically limited herein.

[0147] The value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information, and may be set manually. For example, if the value-added service identification number is "1", it indicates that uniform resource locator (Uniform-ResourceLocator, URL) filtering is performed on the data flow that matches the characteristic information; if the value-added service identification number is "2", it indicates that traffic analysis is performed on the data flow that matches the characteristic information. In different systems, the value-added service identification number may be set according to a specific requirement, which is not specifically limited herein.

[0148] For example, if the characteristic information is "a source address is 192.168.1.0, and a destination address is 192.168.1.255", and the constraint condition is "bandwidth is 8 M", it indicates that the flow forwarding path computation needs to be performed on a data flow that meets "a source address is 192.168.1.0, and a destination address is 192.168.1.255", so as to obtain a flow forwarding path, which meets "bandwidth is 8 M", of the data flow.

[0149] The intelligent routing service request packet generated by the client 110 is sent, through the external interface, to the edge node that is directly connected to the client 110. The edge node that is directly connected to the client 110 is the first edge node. The characteristic information of the intelligent routing service request packet has not been recorded in the flow table of the first edge node in this case; therefore, according to the initial configuration "if an edge node does not find, in a flow table, a corresponding matching flow table entry of characteristic information in an intelligent routing service request packet, the edge node sends a first message to a controller", the first edge node knows that this is a data flow for which an intelligent routing service request is newly proposed. The first edge node performs mirroring on the intelligent routing service request packet to obtain a mirrored packet, that is, the mirrored packet of the intelligent routing service request packet is a duplicate packet of the intelligent routing service request packet; and then, the first edge node encapsulates the mirrored packet in the first message and sends the first message to the controller 150. The first message includes the mirrored packet and identification information of the first edge node, and the intelligent routing service request packet includes the characteristic information of the intelligent routing service request packet. Therefore, the mirrored packet also includes the characteristic information. After receiving the first message, the controller 150 reads the identification information of the first edge node and the characteristic information from the first message. However, the original intelligent routing service request packet (the intelligent routing service request packet on which mirroring is performed) is not encapsulated in the first message to be sent to the controller 150, but continues to be sent to the application server 130. A refined intelligent routing service flow forwarding path is not yet obtained in this case; therefore, according to a traditional forwarding manner of searching an IP routing table, the intelligent routing service request packet is sent, after being forwarded by the internal interfaces of the plurality of hybrid forwarding devices 121, to the edge node that is directly connected to the application server 130. The edge node that is directly connected to the application server 130 is the second edge node.

[0150] The characteristic information of the intelligent routing service request packet has not been recorded in the flow table of the second edge node in this case; therefore, according to the initial configuration "if an edge node does not find, in a flow table, a corresponding matching flow table entry of characteristic information in an intelligent routing service request packet, the edge node sends a first message to a controller", the second edge node knows that this is a data flow for which an intelligent routing service request is newly proposed. The second edge node performs mirroring on the intelligent routing service request packet to obtain a mirrored packet, that is, the mirrored packet of the intelligent routing service request packet is a duplicate packet of the intelligent routing service request packet; and then, the second edge node encapsulates the mirrored packet in the first message and sends the first message to the controller 150. The first message includes identification information of the second edge node and the mirrored packet, and the intelligent routing service request packet includes the characteristic information of the intelligent routing service request packet. Therefore, the mirrored packet also includes the characteristic information. After receiving the first message, the controller 150 reads the characteristic information and the identification information of the second edge node from the first message. However, the original intelligent routing service request packet is not encapsulated in the first message to be sent to the controller.
150, but continues to be sent to the application server 130 through an external interface of the second edge node. After receiving the intelligent routing service request packet, the application server 130 knows that the client 110 proposes the intelligent routing service request; and obtains, from the intelligent routing service request packet, the constraint condition required for establishing the intelligent routing service.

Therefore, the application server 130 sends, to a policy server 140, the obtained constraint condition required for establishing the intelligent routing service. The policy server 140 obtains, by means of parsing, the constraint condition required for establishing the intelligent routing service and generates a policy control factor, and encapsulates characteristic information of the intelligent routing service flow and the control policy factor in a control policy, and then sends the control policy to the controller 150. After receiving the control policy, the controller 150 reads the constraint condition required for establishing the intelligent routing service and the policy control factor and locally finds, according to the characteristic information of the intelligent routing service flow, the identification information of the first edge node and the identification information of the second edge node that are associated with the characteristic information.

If the characteristic information further includes the application-aware type, the controller 150 needs to perform deep packet inspection on the packet, so as to determine whether the packet meets the application-aware type. If the packet meets the application-aware type, proceed with the following steps; if the packet does not meet the application-aware type, terminate the procedure; if the characteristic information does not include the application-aware type, perform the following steps directly.

Previously, the controller 150 has already received, in an IGP protocol snooping manner or the like, a topology connection diagram of the hybrid forwarding devices 121 in the SDN migration network 120. The controller 150 computes, according to the identification information of the first edge node, the identification information of the second edge node, the policy control factor, and the topology connection diagram of the hybrid forwarding devices 121 in the SDN migration network 120, an intelligent routing service flow forwarding path that meets a requirement of the client 110; and the controller 150 generates corresponding first flow table entries for all nodes in the intelligent routing service flow forwarding path and sends the first flow table entries separately to all the nodes.

After the intelligent routing service flow forwarding path is generated, as shown by a dashed line in the figure, a subsequent intelligent routing service packet sent by the client 110 is forwarded according to the intelligent routing service flow forwarding path after the subsequent intelligent routing service packet enters the SDN migration network 120, and finally, the subsequent intelligent routing service packet reaches the application server 130, thereby completing data transmission.

It may be understood that: this embodiment resolves the problem in the previous embodiment that: if a problem occurs on the controller 150, the controller 150 cannot return the intelligent routing service request packet to the first edge node and the second edge node, and therefore, the first edge node and the second edge node cannot continue to transmit the intelligent routing service request packet to the application server 130, so that a newly-initiated intelligent routing service is affected, and a newly-initiated common service is also affected. However, in this embodiment, one copy of both a newly-initiated intelligent routing service request packet and a newly-initiated common service request packet must be mirrored to the controller 150, which therefore causes relatively heavy load on the controller 150.

Referring to FIG. 4, FIG. 4 is a schematic diagram of still another embodiment of implementing an intelligent routing service by using the flow forwarding system shown in FIG. 1.

In this embodiment, a controller delivers a first flow table entry to a hybrid forwarding device 121 as required, where the first flow table entry includes an action and characteristic information of an object that needs to perform an intelligent routing service, where the action is used to send a message to the controller, so that after a data flow with the characteristic information of the object that needs to perform the intelligent routing service enters an edge node, the edge node searches a flow table by using the characteristic information as an index. If a matching flow table entry is found, a packet is forwarded according to a traditional IP routing mode; in addition, a copy of the packet is mirrored.

Usually, a service packet generated when a client 110 performs a common service (not a newly-initiated common service) is sent to an SDN migration network 120 through an external interface of an edge node that is directly connected to the client 110. In the SDN migration network 120, according to a traditional forwarding manner of searching an IP routing table, the service packet is sent, after being forwarded by internal interfaces of a plurality of hybrid forwarding devices 121, to an edge node that is directly connected to an application server 130. Then, the edge node that is directly connected to the application server 130 sends the service packet to the application server 130 through an external interface.

When the client 110 needs to perform an intelligent routing service, as shown by a dotted line in the figure, the client 110 sends an intelligent routing service request to the application server 130 and generates an intelligent routing service request packet, where the intelligent routing service request packet is used to request a service server to provide the intelligent routing service for a user side device, and the intelligent routing service request packet includes characteristic information and a constraint condition required for establishing the intelligent routing service.

The characteristic information includes at least
In addition, the characteristic information may further include an application-aware type.

[0161] The constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service (QoS) priority, a latency level, a congestion level, a value-added service identification number, and the like.

[0162] The quality of service (QoS) class may be set manually, for example, the quality of service class may be manually divided into three classes: gold, silver, and bronze; and "gold" class users are provided with the best quality of service, followed by "silver" class users and "bronze" class users in sequence. In different systems, the quality of service class may be set according to a specific requirement, which is not specifically limited herein. For example, the quality of service class may be set by setting a TOS field in an IP packet header.

[0163] The latency level may be set manually, for example, the latency level may be manually divided into an ordinary level and an advanced level; and a latency of the ordinary level cannot exceed 30 milliseconds, while a latency of the advanced level cannot exceed 10 milliseconds. In different systems, the latency level may be set according to a specific requirement, which is not specifically limited herein.

[0164] The congestion level may be set manually, for example, the congestion level is set to 50%, that is, a congestion rate of an allocated flow forwarding path cannot exceed 50%. In different systems, the congestion level may be set according to a specific requirement, which is not specifically limited herein.

[0165] The value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information, and may be set manually. For example, if the value-added service identification number is "1", it indicates that uniform resource locator (Uniform-ResourceLocator, URL) filtering is performed on the data flow that matches the characteristic information; if the value-added service identification number is "2", it indicates that traffic analysis is performed on the data flow that matches the characteristic information. In different systems, the value-added service identification number may be set according to a specific requirement, which is not specifically limited herein.

[0166] For example, if the characteristic information is "a source address is 192.168.1.0, and a destination address is 192.168.1.255", and the constraint condition is "bandwidth is 8 M", it indicates that flow forwarding path computation needs to be performed on a data flow that meets "a source address is 192.168.1.0, and a destination address is 192.168.1.255", so as to obtain a flow forwarding path, which meets "bandwidth is 8 M", of the data flow.

[0167] The intelligent routing service request packet generated by the client 110 is sent to the edge node that is directly connected to the client 110. In this case, the characteristic information of the intelligent routing service request packet is not recorded in a flow table of the edge node that is directly connected to the client 110; therefore, according to the traditional forwarding manner of searching an IP routing table, the intelligent routing service request packet is forwarded by the internal interfaces of the plurality of hybrid forwarding devices 121 and is sent, by the edge node that is directly connected to the client 110, to the edge node that is directly connected to the application server 130. Then, the edge node that is directly connected to the application server 130 sends the intelligent routing service request packet to the application server 130 through the external interface. After receiving the intelligent routing service request packet, the application server 130 knows that the client 110 proposes the intelligent routing service request; obtains, from the intelligent routing service request packet, the characteristic information of the intelligent routing service request packet and the constraint condition required for establishing the intelligent routing service. Therefore, the application server 130 sends, to a policy server 140, the constraint condition required for establishing the intelligent routing service. The policy server 140 obtains, by means of parsing, the constraint condition required for establishing the intelligent routing service and generates a policy control factor, and encapsulates the characteristic information of the intelligent routing service request packet and the policy control factor in a control policy, and then sends the control policy to a controller 150. The controller 150 records, in a first flow table, the characteristic information of the intelligent routing service request packet and sends the first flow table separately to all hybrid forwarding devices 121.

[0168] In this case, the client 110 continues to send an intelligent routing service packet to the application server 130. As shown by a dot-dashed line in the figure, the intelligent routing service packet is sent to the edge node that is directly connected to the client 110. The edge node that is directly connected to the client 110 has already received the first flow table in this case, and characteristic information of the intelligent routing service packet is recorded in a first flow table entry; therefore, the edge node that is directly connected to the client 110 performs mirroring on the intelligent routing service packet to obtain a mirrored packet, and then the edge node encapsulates the mirrored packet in a first message and sends the first message to the controller 150. The first message includes the mirrored packet, identification information of the edge node, and interface attribute information of an interface that receives the intelligent routing service packet, and the mirrored packet includes the characteristic information of the intelligent routing service packet. The interface attribute information is used to indicate that
the edge node is an ingress edge-node or an egress edge-node of the intelligent routing service packet in the SDN migration network.

[0169] In another embodiment, the characteristic information, the mirrored packet, the identification information of the edge node, and the interface attribute information of the interface that receives the service packet may be together included in the first message.

[0170] After receiving the first message, the controller 150 reads, from the first message, the characteristic information of the intelligent routing service request packet and the identification information of the edge node. If the characteristic information further includes the application-aware type, the controller 150 needs to perform deep packet inspection on the packet, so as to determine whether the packet meets the application-aware type. If the packet meets the application-aware type, proceed with the following steps; if the packet does not meet the application-aware type, terminate the procedure; if the characteristic information does not include the application-aware type, perform the following steps directly.

[0171] The controller 150 forwards the intelligent routing service packet according to a traditional IP routing mode, so as to continue to send the intelligent routing service packet to the application server 130. A refined intelligent routing service flow forwarding path is not yet obtained in this case; therefore, according to the traditional forwarding manner of searching an IP routing table, the intelligent routing service packet is sent, after being forwarded by the internal interfaces of the plurality of hybrid forwarding devices 121, to the edge node that is directly connected to the application server 130.

[0172] The edge node that is directly connected to the application server 130 has already received the first flow table in this case, and the characteristic information of the intelligent routing service packet is recorded in the first flow table entry; therefore, the edge node that is directly connected to the application server 130 performs mirroring on the intelligent routing service packet to obtain a mirrored packet, and the edge node encapsulates the mirrored packet in the first message and sends the first message to the controller 150. The first message includes the mirrored packet, the identification information of the edge node, and the interface attribute information of the interface that receives the service packet, and the mirrored packet includes the characteristic information of the intelligent routing service packet. In addition, on the other hand, the original intelligent routing service packet is forwarded according to the traditional IP routing mode, so as to continue to be sent to the application server 130 though the external interface of the edge node that is directly connected to the application server 130.

[0173] In another embodiment, the characteristic information, the mirrored packet, the identification information of the edge node, and the interface attribute information of the interface that receives the service packet may be together included in the first message. After receiving the first message, the controller 150 reads, from the first message, the characteristic information of the intelligent routing service packet, identification information of the edge node, and the interface attribute information of the interface that receives the service packet. A first edge node and a second edge node are determined according to the interface attribute information. For example, specifically, an edge node that receives an intelligent routing service request packet from an external interface whose interface attribute information is that the packet is an uplink packet is the first edge node; and an edge node that sends an intelligent routing service request packet through an external interface whose interface attribute information is that the packet is a downlink packet is the second edge node. Herein, the edge node that is directly connected to the client 110 is the first edge node, and the edge node that is directly connected to the application server 130 is the second edge node.

[0174] In another embodiment, the controller may determine, according to a sequence of receiving messages, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node.

[0175] According to the characteristic information of the intelligent routing service packet, the controller 150 locally finds identification information of the first edge node, identification information of the second edge node, and the policy control factor that are associated with the characteristic information. Previously, the controller 150 has already received, in an IGP protocol snooping manner or the like, a topology connection diagram of the hybrid forwarding devices 121 in the SDN migration network 120. The controller 150 computes, according to the identification information of the first edge node, the identification information of the second edge node, the policy control factor, and the topology connection diagram of the hybrid forwarding devices 121 in the SDN migration network 120, an intelligent routing service flow forwarding path that meets a requirement of the client 110; and the controller 150 generates corresponding second flow tables for all nodes in the intelligent routing service flow forwarding path and sends the second flow tables respectively to all the nodes. In addition, after a second flow table is sent to the first edge node and the second edge node, the first edge node and the second edge node process the intelligent routing service packet according to a second flow table entry, and do not send a subsequent intelligent routing service packet to the controller 150 anymore, so as to reduce load on the controller 150.

[0176] After the intelligent routing service flow forwarding path is generated, as shown by a dashed line in the figure, a subsequent intelligent routing service packet sent by the client 110 is forwarded according to the intelligent routing service flow forwarding path after the subsequent intelligent routing service packet enters the SDN migration network 120, and finally, the subsequent intelligent routing service packet reaches the application server 130, thereby completing data transmission.

[0177] It may be understood that: only a newly-initiated
packet of an intelligent routing service is mirrored as required, and a packet of a common service is not mirrored in this embodiment, which overcomes a problem in the previous embodiment that one copy of both a newly-initiated intelligent routing service request packet and a newly-initiated common service packet must be copied to the controller 150, thereby causing relatively heavy load on the controller 150. However, in this embodiment, only after an initially-sent intelligent routing service request packet is sent to the application server 130, the application server 130 can send characteristic information of the intelligent routing service request packet to the policy server 140; then, the characteristic information of the intelligent routing service request packet is forwarded to the controller 150, and the controller 150 records the characteristic information of the intelligent routing service request packet in the first flow table; and only after delivering the first flow table to each hybrid forwarding device 121, the controller 150 can mirror the intelligent routing service packet and further compute an intelligent routing service flow forwarding path. Therefore, this embodiment takes a slightly longer time.

[0178] Referring to FIG. 5, FIG. 5 is a schematic diagram of yet another embodiment of implementing an intelligent routing service by using the flow forwarding system shown in FIG. 1.

[0179] In this embodiment, a controller delivers a first flow table entry to a hybrid forwarding device 121 as required, where the first flow table entry includes an action and characteristic information of an object that needs to perform an intelligent routing service, where the action is used to send a message to the controller, so that after a data flow with the characteristic information of the object that needs to perform the intelligent routing service enters an edge node, the edge node searches a flow table by using the characteristic information as an index. If a matching flow table entry is found, a packet is forwarded according to a traditional IP routing mode; in addition, a copy of the packet is mirrored.

[0180] In this embodiment, an operator has already predetermined an object that needs to perform an intelligent routing service, for example, a user is a VIP user, and therefore, a service flow of the user may obtain more bandwidth for data transmission. The operator sets, in an application server 130, characteristic information of a data flow for which an intelligent routing service needs to be performed, and therefore, the application server 130 sends, to a policy server 140, the characteristic information of the data flow for which the intelligent routing service needs to be performed and a constraint condition required for establishing the intelligent routing service.

[0181] The characteristic information includes at least one of the following in an intelligent routing service request packet: a source address, a destination address, a source port, a destination port, and a protocol number. In addition, the characteristic information may further include an application-aware type.

[0182] The constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service (QoS) priority, a latency level, a congestion level, a value-added service identification number, and the like.

[0183] The quality of service (QoS) class may be set manually, for example, the quality of service class may be manually divided into three classes: gold, silver, and bronze; and "gold" class users are provided with the best quality of service, followed by "silver" class users and "bronze" class users in sequence. In different systems, the quality of service class may be set according to a specific requirement, which is not specifically limited herein. For example, the quality of service class may be set by setting a TOS field in an IP packet header.

[0184] The latency level may be set manually, for example, the latency level may be manually divided into an ordinary level and an advanced level; and a latency of the ordinary level cannot exceed 30 milliseconds, while a latency of the advanced level cannot exceed 10 milliseconds. In different systems, the latency level may be set according to a specific requirement, which is not specifically limited herein.

[0185] The congestion level may be set manually, for example, the congestion level is set to 50%, that is, a congestion rate of an allocated flow forwarding path cannot exceed 50%. In different systems, the congestion level may be set according to a specific requirement, which is not specifically limited herein.

[0186] The value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information, and may be set manually. For example, if the value-added service identification number is "1", it indicates that uniform resource locator (Uniform ResourceLocator, URL) filtering is performed on the data flow that matches the characteristic information; if the value-added service identification number is "2", it indicates that traffic analysis is performed on the data flow that matches the characteristic information. In different systems, the value-added service identification number may be set according to a specific requirement, which is not specifically limited herein.

[0187] For example, if the characteristic information is "a source address is 192.168.1.0, and a destination address is 192.168.1.255", and the constraint condition is "bandwidth is 8 M", it indicates that flow forwarding path computation needs to be performed on a data flow that meets "a source address is 192.168.1.0, and a destination address is 192.168.1.255", so as to obtain a flow forwarding path, which meets "bandwidth is 8 M", of the data flow.

[0188] The policy server 140 obtains, by means of parsing, the characteristic information of the data flow for which the intelligent routing service needs to be performed, obtains, by means of parsing according to the
intelligent routing service request packet, the constraint condition required for establishing the intelligent routing service, generates a policy control factor, and encapsulates the characteristic information of the data flow of the intelligent routing service and the policy control factor in a control policy; and then sends the control policy to a controller 150. The controller 150 generates a first flow table according to the characteristic information of the data flow for which the intelligent routing service needs to be performed, and then the controller 150 separately sends the first flow table to each hybrid forwarding device 121.

[0189] A client 110 sends an intelligent routing service packet to the application server 130. As shown by a dotted line in the figure, the intelligent routing service packet is sent to an edge node that is directly connected to the client 110. The edge node that is directly connected to the client 110 has already received the first flow table in this case, and characteristic information of the intelligent routing service packet is recorded in the first flow table; therefore, the edge node that is directly connected to the client 110 performs mirroring on the intelligent routing service packet so as to obtain a mirrored packet, and then the edge node encapsulates the mirrored packet in a first message and sends the first message to the controller 150. The first message includes the mirrored packet, identification information of the edge node, and interface attribute information of an interface that receives the intelligent routing service packet, and the mirrored packet includes the characteristic information of the intelligent routing service packet. The interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the intelligent routing service packet in an SDN migration network.

[0190] In another embodiment, the characteristic information, the mirrored packet, the identification information of the edge node, and the interface attribute information of the interface that receives the service packet may be together included in the first message.

[0191] After receiving the first message, the controller 150 reads the characteristic information of the intelligent routing service request packet and the identification information of the edge node from the first message.

[0192] If the characteristic information further includes the application-aware type, the controller 150 needs to perform deep packet inspection on the packet, so as to determine whether the packet meets the application-aware type. If the packet meets the application-aware type, proceed with the following steps; if the packet does not meet the application-aware type, terminate the procedure; if the characteristic information does not include the application-aware type, perform the following steps directly.

[0193] The controller 150 forwards the intelligent routing service packet according to a traditional IP routing mode, so as to continue to send the intelligent routing service packet to the application server 130. A refined intelligent routing service flow forwarding path is not yet obtained in this case; therefore, according to a traditional forwarding manner of searching an IP routing table, the intelligent routing service packet is sent, after being forwarded by internal interfaces of a plurality of hybrid forwarding devices 121, to an edge node that is directly connected to the application server 130.

[0194] The edge node that is directly connected to the application server 130 has already received the first flow table in this case, and the characteristic information of the intelligent routing service packet is recorded in a first flow table entry; therefore, the edge node that is directly connected to the application server 130 performs mirroring on the intelligent routing service packet to obtain a mirrored packet, and the edge node encapsulates the mirrored packet in the first message and sends the first message to the controller 150. The first message includes the mirrored packet, the identification information of the edge node, and the interface attribute information of the interface that receives the service packet, and the mirrored packet includes the characteristic information of the intelligent routing service packet. In addition, on the other hand, the original intelligent routing service packet is forwarded according to the traditional IP routing mode, so as to continue to be sent to the application server 130 though an external interface of the edge node that is directly connected to the application server 130.

[0195] In another embodiment, the characteristic information, the mirrored packet, the identification information of the edge node, and the interface attribute information of the interface that receives the service packet may be together included in the first message. After receiving the first message, the controller 150 reads, from the first message, the characteristic information of the intelligent routing service packet, identification information of a second edge node, and the interface attribute information of the interface that receives the service packet. A first edge node and the second edge node are determined according to the interface attribute information. For example, specifically, an edge node that receives an intelligent routing service request packet from an external interface whose interface attribute information is that the packet is an uplink packet is the first edge node; and an edge node that sends an intelligent routing service request packet through an external interface whose interface attribute information is that the packet is a downlink packet is the second edge node. Herein, the edge node that is directly connected to the client 110 is the first edge node, and the edge node that is directly connected to the client server 130 is the second edge node.

[0196] In another embodiment, the controller determines, according to a sequence of receiving messages, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node.

[0197] According to the characteristic information of the intelligent routing service packet, the controller 150 locally finds identification information of the first edge node, identification information of the second edge node, and the policy control factor that are associated with the
characteristic information. Previously, the controller 150 has already received, in an IGP protocol snooping manner or the like, a topology connection diagram of the hybrid forwarding devices 121 in the SDN migration network 120. The controller 150 computes, according to the identification information of the first edge node, the identification information of the second edge node, the policy control factor, and the topology connection diagram of the hybrid forwarding devices 121 in the SDN migration network 120, an intelligent routing service flow forwarding path that meets a requirement of the client 110; and the controller 150 generates corresponding second flow tables for all nodes in the intelligent routing service flow forwarding path and sends the second flow tables respectively to all the nodes. In addition, after a second flow table is sent to the first edge node and the second edge node, the first edge node and the second edge node process the intelligent routing service packet according to a second flow table entry, and do not send a subsequent intelligent routing service packet to the controller 150 anymore, so as to reduce load on the controller 150.

[0198] After the intelligent routing service flow forwarding path is generated, as shown by a dashed line in the figure, a subsequent intelligent routing service packet sent by the client 110 is forwarded according to the intelligent routing service flow forwarding path after the subsequent intelligent routing service packet enters the SDN migration network 120, and finally, the subsequent intelligent routing service packet reaches the application server 130, thereby completing data transmission.

[0199] It may be understood that this embodiment has the following advantages of both mirroring a packet as required and a short response time. However, this embodiment is merely applicable to a scenario in which an object that needs to perform an intelligent routing service is known in advance.

[0200] Referring to FIG. 6, FIG. 6 is a flowchart of an embodiment of a flow forwarding method of the present application. The flow forwarding method in this embodiment is applied to an (SDN migration network) SDN migration network and includes:

S601: An edge node receives an intelligent routing service request packet sent by a user side device, where the intelligent routing service request packet is used to request a service server to provide an intelligent routing service for the user side device, and the intelligent routing service request packet includes a constraint condition required for establishing the intelligent routing service.

[0201] Before the intelligent routing service is performed, a controller needs to first obtain characteristic information of a data flow for which the intelligent routing service needs to be performed and the constraint condition required for establishing the intelligent routing service.

[0202] The characteristic information includes at least one of the following in the intelligent routing service request packet: a source address, a destination address, a source port, a destination port, and a protocol number. In addition, the characteristic information may further include an application-aware type.

[0203] The constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service (QoS) priority, a latency level, a congestion level, a value-added service identification number, and the like.

[0204] The quality of service (QoS) class may be set manually, for example, the quality of service class may be manually divided into three classes: gold, silver, and bronze; and "gold" class users are provided with the best quality of service, followed by "silver" class users and "bronze" class users in sequence. In different systems, the quality of service class may be set according to a specific requirement, which is not specifically limited herein. For example, the quality of service class may be set by setting a TOS field in an IP packet header.

[0205] The latency level may be set manually, for example, the latency level may be manually divided into an ordinary level and an advanced level; and a latency of the ordinary level cannot exceed 30 milliseconds, while a latency of the advanced level cannot exceed 10 milliseconds. In different systems, the latency level may be set according to a specific requirement, which is not specifically limited herein.

[0206] The congestion level may be set manually, for example, the congestion level is set to 50%, that is, a congestion rate of an allocated flow forwarding path cannot exceed 50%. In different systems, the congestion level may be set according to a specific requirement, which is not specifically limited herein.

[0207] The value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information, and may be set manually. For example, if the value-added service identification number is "1", it indicates that uniform resource locator (Uniform-ResourceLocator, URL) filtering is performed on the data flow that matches the characteristic information; if the value-added service identification number is "2", it indicates that traffic analysis is performed on the data flow that matches the characteristic information. In different systems, the value-added service identification number may be set according to a specific requirement, which is not specifically limited herein.

[0208] For example, if the characteristic information is "a source address is 192.168.1.0, and a destination address is 192.168.1.255", and the constraint condition is "bandwidth is 8 M", it indicates that flow forwarding path computation needs to be performed on a data flow that meets "a source address is 192.168.1.0, and a destination address is 192.168.1.255", so as to obtain a flow...
When a user applies for the intelligent routing service, the user side device sends the intelligent routing service request packet, where the intelligent routing service request packet is used to request the service server to provide the intelligent routing service for the user side device, and the intelligent routing service request packet includes the characteristic information of the intelligent routing service request packet and the constraint condition required for establishing the intelligent routing service. The edge node receives the intelligent routing service request packet sent by the user side device.

**[0209]** When a user applies for the intelligent routing service, the user side device sends the intelligent routing service request packet, where the intelligent routing service request packet is used to request the service server to provide the intelligent routing service for the user side device, and the intelligent routing service request packet includes the characteristic information of the intelligent routing service request packet and the constraint condition required for establishing the intelligent routing service. The edge node receives the intelligent routing service request packet sent by the user side device.

**[0210]** S602: If the edge node does not find, in a flow table, a corresponding matching flow table entry of characteristic information in the intelligent routing service request packet, the edge node sends a first message to a controller, where the corresponding matching flow table entry includes the characteristic information, the first message includes identification information of the edge node and the characteristic information, and the edge node is an ingress edge-node or an egress edge-node that receives the intelligent routing service request packet sent by the user side device.

**[0211]** If a data flow is a data flow for which an intelligent routing service request newly proposed, there is certainly no characteristic information, of the data flow, recorded in the edge node. Therefore, the edge node may be set in advance. An external interface of the edge node is set as follows: when the corresponding matching flow table entry of the characteristic information in the intelligent routing service request packet is not found in the flow table, the edge node sends the first message to the controller, where the first message includes the characteristic information and the identification information of the edge node; and an internal interface of the edge node is set as follows: even if the characteristic information is not found in the flow table, the characteristic information of the intelligent routing service request packet is not sent to the controller.

**[0212]** In this embodiment, the intelligent routing service request packet and the identification information of the edge node are encapsulated in the first message, and the intelligent routing service request packet includes the characteristic information. In another embodiment, the intelligent routing service request packet, the characteristic information of the intelligent routing service request packet, and the identification information of the edge node may be together encapsulated in the first message. For the two embodiments, the intelligent routing service request packet is sent to the controller. In order to continue packet transmission, the edge node further needs to receive a second message sent by the controller, where the second message includes the intelligent routing service request packet, so that the intelligent routing service request packet is returned to the edge node to continue packet transmission.

**[0213]** However, in still another possible embodiment, a mirrored packet of the intelligent routing service request packet and the identification information of the edge node are encapsulated in the first message. The mirrored packet of the intelligent routing service request packet is a duplicate packet of the intelligent routing service request packet. The intelligent routing service request packet includes the characteristic information, and therefore the mirrored packet also includes the characteristic information. In addition, in yet another possible embodiment, the mirrored packet, the characteristic information, and the identification information of the edge node may be together encapsulated in the first message.

**[0214]** The first message may further include interface attribute information of an interface that receives the intelligent routing service request packet, where the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the intelligent routing service request packet in an SDN migration network. Specifically, an edge node that receives an intelligent routing service request packet from an external interface whose interface attribute information is that the packet is an uplink packet is a first edge node (ingress edge-node); and an edge node that sends an intelligent routing service request packet through an external interface whose interface attribute information is that the packet is a downlink packet is a second edge node (egress edge-node).

**[0215]** In another embodiment, the controller may determine, according to a sequence of receiving messages, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node.

**[0216]** If the edge node does not find, in the flow table, the corresponding matching flow table entry of the characteristic information in the intelligent routing service request packet, the edge node sends the first message to the controller.

**[0217]** Because an intelligent routing service flow forwarding path is not yet generated in this case, the edge node sends the intelligent routing service request packet according to a traditional IP routing mode.

**[0218]** S603: The edge node receives a first flow table entry sent by the controller, where the first flow table entry is generated according to the first message and meets the constraint condition.

**[0219]** After receiving the first message, the controller obtains the characteristic information, a first edge node identifier of the first edge node, and a second edge node identifier of the second edge node; and obtains, from the intelligent routing service request packet received by an application server, the constraint condition required for establishing the intelligent routing service, so as to further generate the first flow table entry, where the generated first flow table entry meets the constraint condition. The edge node receives the first flow table entry sent by the controller.

**[0220]** S604: The edge node processes, according to the first flow table entry, a packet sent by the user side device.
After the first flow table entry is generated, the intelligent routing service flow forwarding path has been established, and the edge node does not send the intelligent routing service request packet according to the traditional IP routing mode anymore, but processes, according to the first flow table entry, a packet sent by the user side device.

Referring to FIG. 7, FIG. 7 is a flowchart of another embodiment of a flow forwarding method of the present application. The flow forwarding method in this embodiment is applied to an SDN migration network and includes:

S701: An edge node receives a service packet sent by a user side device.

Before an intelligent routing service is performed, a controller needs to first obtain characteristic information of a data flow for which the intelligent routing service needs to be performed and a constraint condition required for establishing the intelligent routing service. When a user applies for the intelligent routing service, the user side device sends an intelligent routing service request packet, where the intelligent routing service request packet is used to request a service server to provide the intelligent routing service for the user side device, and the intelligent routing service request packet includes characteristic information of the intelligent routing service request packet and the constraint condition required for establishing the intelligent routing service.

The characteristic information includes at least one of the following in the intelligent routing service request packet: a source address, a destination address, a source port, a destination port, and a protocol number. In addition, the characteristic information may further include an application-aware type.

The constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service (QoS) priority, a latency level, a congestion level, a value-added service identification number, and the like.

The quality of service (QoS) class may be set manually, for example, the quality of service class may be manually divided into three classes: gold, silver, and bronze; and “gold” class users are provided with the best quality of service, followed by “silver” class users and “bronzes” class users in sequence. In different systems, the quality of service class may be set according to a specific requirement, which is not specifically limited herein. For example, the quality of service class may be set by setting a TOS field in an IP packet header.

The latency level may be set manually, for example, the latency level may be manually divided into an ordinary level and an advanced level; and a latency of the ordinary level cannot exceed 30 milliseconds, while a latency of the advanced level cannot exceed 10 milliseconds. In different systems, the latency level may be set according to a specific requirement, which is not specifically limited herein.

The congestion level may be set manually, for example, the congestion level is set to 50%, that is, a congestion rate of an allocated flow forwarding path cannot exceed 50%. In different systems, the congestion level may be set according to a specific requirement, which is not specifically limited herein.

The value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information, and may be set manually. For example, if the value-added service identification number is “1”, it indicates that uniform resource locator (Uniform-ResourceLocator, URL) filtering is performed on the data flow that matches the characteristic information; if the value-added service identification number is “2”, it indicates that traffic analysis is performed on the data flow that matches the characteristic information. In different systems, the value-added service identification number may be set according to a specific requirement, which is not specifically limited herein.

For example, if the characteristic information is “a source address is 192.168.1.0, and a destination address is 192.168.1.255”, and the constraint condition is “bandwidth is 8 M”, it indicates that flow forwarding path computation needs to be performed on a data flow that meets “a source address is 192.168.1.0, and a destination address is 192.168.1.255”, so as to obtain a flow forwarding path, which meets “bandwidth is 8 M”, of the data flow.

In another embodiment, an operator has already known in advance the characteristic information of the data flow for which the intelligent routing service needs to be performed, and only the constraint condition required for establishing the intelligent routing service needs to be obtained by using the intelligent routing service request packet constraint condition.

After sending of the intelligent routing service request packet is completed, the user side device continues to send the service packet (or referred to as an intelligent routing service packet). The edge node receives the service packet sent by the user side device.

S702: The edge node finds, in a flow table, a first flow table entry corresponding to characteristic information in the service packet, where the first flow table entry includes an action, and the action is used to send a message to a controller; and the first flow table entry is generated by the controller according to an intelligent routing service request packet sent by the user side device or according to a preset object that needs to perform an intelligent routing service.

Because an application server has obtained the intelligent routing service request packet and has sent the characteristic information of the intelligent routing service request packet to the controller, the controller
generates a first flow table according to the characteristic information and sends the first flow table to the edge node. Therefore, an external interface of the edge node may be preset as follows: when a corresponding matching flow table entry of the characteristic information in the intelligent routing service request packet is found in the flow table, the edge node sends a message to the controller, where the message includes identification information of the edge node and the characteristic information; and an internal interface of the edge node may be preset as follows: even if the characteristic information is found in the flow table, the characteristic information of the intelligent routing service request packet is not sent to the controller.

[0235] The edge node finds, in the flow table, the first flow table entry corresponding to the characteristic information in the service packet.

[0236] S703: The edge node sends a first message to the controller, where the first message includes the characteristic information, identification information of the edge node, and interface attribute information of an interface that receives the service packet, and the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the service packet in an SDN migration network.

[0237] When finding corresponding characteristic information in the first flow table entry, the edge node sends the first message to the controller.

[0238] In this embodiment, the first message includes a mirrored packet of the service packet, the identification information of the edge node, and the interface attribute information of the interface that receives the service packet, where the mirrored packet of the service packet is a duplicate packet of the service packet, so that if the service packet includes the characteristic information, the mirrored packet also includes the characteristic information. In another embodiment, the first message includes the characteristic information, the identification information of the edge node, the interface attribute information of the interface that receives the service packet, and the mirrored packet of the service packet. The interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the intelligent routing service request packet in the SDN migration network. Specifically, an edge node that receives an intelligent routing service request packet from an external interface whose interface attribute information is that the packet is an uplink packet is a first edge node (ingress edge-node); and an edge node that sends an intelligent routing service request packet through an external interface whose interface attribute information is that the packet is a downlink packet is a second edge node (egress edge-node).

[0239] Because an intelligent routing service flow forwarding path is not yet generated in this case, after the edge node sends the first message to the controller, the edge node sends an intelligent routing service packet according to a traditional IP routing mode.

[0240] S704: The edge node receives a second flow table entry sent by the controller, where the second flow table entry meets a constraint condition in the intelligent routing service request packet.

[0241] After receiving the first message, the controller obtains the characteristic information, a first edge node identifier of the first edge node, and a second edge node identifier of the second edge node; and obtains, from the intelligent routing service request packet received by the application server, the constraint condition required for establishing the intelligent routing service so as to generate the second flow table entry, where the generated second flow table entry meets the constraint condition. The edge node receives the second flow table entry sent by the controller.

[0242] S705: The edge node processes the service packet according to the second flow table entry.

[0243] After the second flow table entry is generated, the intelligent routing service flow forwarding path has been established, and the edge node does not send the packet according to the traditional IP routing mode anymore, but processes, according to the second flow table entry, a packet sent by the user side device.

[0244] Referring to FIG. 8, FIG. 8 is a flowchart of still another embodiment of a flow forwarding method of the present application. The flow forwarding method in this embodiment is applied to an SDN migration network and includes:

S801: A controller receives a first message sent by a first edge node, where the first message includes characteristic information of a packet sent by a user side device and identification information of the first edge node.

[0245] When the packet is a service packet, the first edge node and a second edge node do not know in which case the first message and a second message need to be sent. The controller sends a first flow table entry separately to the first edge node and the second edge node, so as to tell the first edge node and the second edge node when to send the messages. The first flow table entry includes an action, and the action is used to send a message to the controller; and the first flow table entry is generated by the controller according to an intelligent routing service request packet sent by the user side device or according to a preset object that needs to perform an intelligent routing service.

[0246] When the packet is a service packet and the characteristic information is not in a first flow table of the first edge node and a first flow table of the second edge node, the first edge node and the second edge node need to send the first message and the second message.

[0247] The first message further includes first interface attribute information of a first interface, of the first edge node, that receives the packet, and the first interface attribute information is used to indicate that the first edge node is an ingress edge-node of the packet in the SDN
S802: The controller receives a second message sent by a second edge node, where the second message includes identification information of the second edge node and the characteristic information.

S803: The controller determines that the first edge node is an ingress edge-node that receives the packet in the SDN migration network, and that the second edge node is an egress edge-node that receives the packet in the SDN migration network.

Specifically, an edge node that receives an intelligent routing service request packet from an external interface whose interface attribute information is that the packet is an uplink packet is an ingress edge-node; and an edge node that receives an intelligent routing service request packet from an external interface whose interface attribute information is that the packet is a downlink packet is an egress edge-node.

In another embodiment, the controller determines, according to a sequence of receiving the first message and the second message, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node.

S804: The controller computes, according to the identification information of the first edge node, the identification information of the second edge node, and a policy control factor, a flow forwarding path along which an intelligent routing service flow corresponding to the characteristic information needs to pass. The policy control factor is determined according to a constraint condition in the intelligent routing service request packet sent by the user side device. The intelligent routing service request packet includes the characteristic information and the constraint condition, where the characteristic information is used to indicate those data flows, for which the intelligent routing service flow needs to be established, in various data flows. The characteristic information includes at least one of the following: a source address, a destination address, a source port, a destination port, a protocol number, and the like. In addition, the characteristic information may further include an application-aware type.

The constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service (QoS) priority, a latency level, a congestion level, a value-added service identification number, and the like.

The quality of service (QoS) class may be set manually, for example, the quality of service class may be manually divided into three classes: gold, silver, and bronze; and "gold" class users are provided with the best quality of service, followed by "silver" class users and "bronze" class users in sequence. In different systems, the quality of service class may be set according to a specific requirement, which is not specifically limited herein. For example, the quality of service class may be set by setting a TOS field in an IP packet header.

The latency level may be set manually, for example, the latency level may be manually divided into a regular level and an advanced level; and a latency of the ordinary level cannot exceed 30 milliseconds, while a latency of the advanced level cannot exceed 10 milliseconds. In different systems, the latency level may be set according to a specific requirement, which is not specifically limited herein.

The congestion level may be set manually, for example, the congestion level is set to 50%, that is, a congestion rate of an allocated flow forwarding path cannot exceed 50%. In different systems, the congestion level may be set according to a specific requirement, which is not specifically limited herein.

The value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information, and may be set manually. For example, if the value-added service identification number is "1", it indicates that uniform resource locator (Uniform-ResourceLocator, URL) filtering is performed on the data flow that matches the characteristic information; if the value-added service identification number is "2", it indicates that traffic analysis is performed on the data flow that matches the characteristic information. In different systems, the value-added service identification number may be set according to a specific requirement, which is not specifically limited herein.

For example, if the characteristic information is "a source address is 192.168.1.0, and a destination address is 192.168.1.255", and the constraint condition is "bandwidth is 8 M", it indicates that flow forwarding path computation needs to be performed on a data flow that meets "a source address is 192.168.1.0, and a destination address is 192.168.1.255", so as to obtain a flow forwarding path, which meets "bandwidth is 8 M", of the data flow.

If the characteristic information includes the application-aware type, before the step that the controller computes, according to the identification information of the first edge node, the identification information of the second edge node, and a policy control factor, a flow forwarding path along which an intelligent routing service flow corresponding to the characteristic information needs to pass, the method further includes: performing deep packet inspection on the packet, so as to determine whether the packet meets the application-aware type, where if the packet meets the application-aware type, the packet does not meet the application-aware type, terminate the following...
The controller obtains, by means of parsing, the application-aware type, no processing is to be performed.

[0261] The controller obtains, by means of parsing, the identification information of the first edge node, the identification information of the second edge node, and the characteristic information from the first message and the second message. The controller receives the policy control factor and the characteristic information that are sent by a policy server. The controller associates the identification information of the first edge node, the identification information of the second edge node, and the policy control factor according to the characteristic information. The controller computes, according to the identification information of the first edge node, the identification information of the second edge node, and the policy control factor, the flow forwarding path along which the intelligent routing service flow corresponding to the characteristic information needs to pass.

[0262] S805: The controller generates, for all nodes on the flow forwarding path, flow table entries respectively corresponding to the nodes, and sends the flow table entries separately to corresponding nodes.

[0263] The present application further provides a flow forwarding method, where the method is applied to an (SDN migration network) SDN migration network and the method includes:

A first edge node receives an intelligent routing service request packet sent by a user side device, where the intelligent routing service request packet is used to request a service server to provide an intelligent routing service for the user side device, and the intelligent routing service request packet includes a constraint condition required for establishing the intelligent routing service. A policy control factor is determined according to the constraint condition in the intelligent routing service request packet sent by the user side device. If the first edge node does not find, in a flow table, a corresponding matching flow table entry of characteristic information in the intelligent routing service request packet, the first edge node sends a first message to a controller, where the corresponding matching flow table entry includes the characteristic information, and the first message includes identification information of the first edge node and the characteristic information.

[0264] The controller receives the first message sent by the first edge node.

[0265] A second edge node receives the intelligent routing service request packet that is sent by the user side device and forwarded by the first edge node.

[0266] If the second edge node does not find, in the flow table, the corresponding matching flow table entry of the characteristic information in the intelligent routing service request packet, the second edge node sends a second message to the controller, where the corresponding matching flow table entry includes the characteristic information, and the second message includes identification information of the second edge node and the characteristic information.

[0267] The controller receives the second message sent by the second edge node.

[0268] The controller determines that the first edge node is an ingress edge-node that receives the packet in the SDN migration network, and that the second edge node is an egress edge-node that receives the packet in the SDN migration network.

[0269] The controller computes, according to the identification information of the first edge node, the identification information of the second edge node, and a policy control factor, a flow forwarding path along which an intelligent routing service flow corresponding to the characteristic information needs to pass, where the policy control factor is determined according to the constraint condition in the intelligent routing service request packet sent by the user side device. If the characteristic information includes an application-aware type, before the step that the controller computes, according to the identification information of the first edge node, the identification information of the second edge node, and a policy control factor, a flow forwarding path along which an intelligent routing service flow corresponding to the characteristic information needs to pass, the method further includes: performing deep packet inspection on the packet, so as to determine whether the packet meets the application-aware type, where if the packet meets the application-aware type, proceed with the following steps; if the packet does not meet the application-aware type, terminate the following steps; if the characteristic information includes the application-aware type, no processing is to be performed.

[0270] The controller generates, for all nodes on the flow forwarding path, flow table entries respectively corresponding to the nodes, and sends the flow table entries separately to corresponding nodes, where the nodes include the first edge node and the second edge node.

[0271] The first edge node and the second edge node receive the flow table entries sent by the controller.

[0272] The first edge node and the second edge node process, according to the flow table entries, a packet sent by the user side device.

[0273] For details, refer to FIG. 6, FIG. 8, and related descriptions thereof, and details are not described herein again.

[0274] The present application further provides a flow forwarding method, where the method is applied to an (SDN migration network) SDN migration network and the method includes:

A first edge node receives a service packet sent by a user side device, and the first edge node finds, in a flow table, a first flow table entry corresponding to characteristic information in the service packet, where the first flow table entry includes an action, and the action is used to send a message to the
controller; and the first flow table entry is generated by the controller according to an intelligent routing service request packet sent by the user side device. The intelligent routing service request packet includes characteristic information and a constraint condition, where the characteristic information is used to indicate those data flows, for which an intelligent routing service needs to be established, in various data flows. The characteristic information includes at least one of the following: a source address, a destination address, a source port, a destination port, a protocol number, and the like. In addition, the characteristic information may further include an application-aware type.

[0275] The constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service (QoS) priority, a latency level, a congestion level, a value-added service identification number, and the like.

[0276] The quality of service (QoS) class may be set manually, for example, the quality of service class may be manually divided into three classes: gold, silver, and bronze; and "gold" class users are provided with the best quality of service, followed by "silver" class users and "bronze" class users in sequence. In different systems, the quality of service class may be set according to a specific requirement, which is not specifically limited herein. For example, the quality of service class may be set by setting a TOS field in an IP packet header.

[0277] The latency level may be set manually, for example, the latency level may be manually divided into an ordinary level and an advanced level; and a latency of the ordinary level cannot exceed 30 milliseconds, while a latency of the advanced level cannot exceed 10 milliseconds. In different systems, the latency level may be set according to a specific requirement, which is not specifically limited herein.

[0278] The congestion level may be set manually, for example, the congestion level is set to 50%, that is, a congestion rate of an allocated flow forwarding path cannot exceed 50%. In different systems, the congestion level may be set according to a specific requirement, which is not specifically limited herein.

[0279] The value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information, and may be set manually. For example, if the value-added service identification number is "1", it indicates that uniform resource locator (UniformResourceLocator, URL) filtering is performed on the data flow that matches the characteristic information; if the value-added service identification number is "2", it indicates that traffic analysis is performed on the data flow that matches the characteristic information. In different systems, the value-added service identification number may be set according to a specific requirement, which is not specifically limited herein.

[0280] For example, if the characteristic information is "a source address is 192.168.1.0, and a destination address is 192.168.1.255", and the constraint condition is "bandwidth is 8 M", it indicates that flow forwarding path computation needs to be performed on a data flow that meets "a source address is 192.168.1.0, and a destination address is 192.168.1.255", so as to obtain a flow forwarding path, which meets "bandwidth is 8 M", of the data flow.

[0281] The first edge node sends a first message to the controller, where the first message includes the characteristic information, identification information of the first edge node, and interface attribute information of an interface that receives the service packet.

[0282] The controller receives the first message sent by the first edge node. If the characteristic information further includes the application-aware type, the controller performs deep packet inspection on the packet, so as to determine whether the packet meets the application-aware type, where if the packet meets the application-aware type, perform the following steps; if the packet does not meet the application-aware type, terminate the following steps; if the characteristic information includes the application-aware type, no processing is to be performed.

[0283] The second edge node receives the service packet that is sent by the user side device and forwarded by the first edge node, and the second edge node finds, in the flow table, the first flow table entry corresponding to the characteristic information in the service packet, where the first flow table entry includes the action, and the action is used to send a message to the controller.

[0284] The second edge node sends a second message to the controller, where the second message includes the characteristic information, the identification information of the second edge node, and interface attribute information of an interface that receives the service packet.

[0285] The controller receives the second message sent by the second edge node.

[0286] The controller determines that the first edge node is an ingress edge-node that receives the packet in the SDN migration network, and that the second edge node is an egress edge-node that receives the packet in the SDN migration network.

[0287] The controller computes, according to the identification information of the first edge node, the identification information of the second edge node, and a policy control factor, a flow forwarding path along which an intelligent routing service flow corresponding to the characteristic information needs to pass.

[0288] The controller generates, for all nodes on the flow forwarding path, second flow table entries respectively corresponding to the nodes, and sends the second flow table entries separately to corresponding nodes,
where the policy control factor is determined according to the constraint condition in the intelligent routing service request packet sent by the user side device, and the nodes include the first edge node and the second edge node.

[0289] The first edge node and the second edge node receive the second flow table entries sent by the controller, where the second flow table entries meet the constraint condition in the intelligent routing service request packet.

[0290] The first edge node and the second edge node process the service packet according to the second flow table entry.

[0291] For details, refer to FIG. 7, FIG. 8, and related descriptions thereof, and details are not described herein again.

[0292] Referring to FIG. 9, FIG. 9 is a schematic structural diagram of an embodiment of a hybrid forwarding device of the present application. The hybrid forwarding device in this embodiment includes: a first receiving module 910, a searching and receiving module 920, a second receiving module 930, and a processing module 940.

[0293] The first receiving module 910 is configured to receive an intelligent routing service request packet sent by a user side device, where the intelligent routing service request packet is used to request a service server to provide an intelligent routing service for the user side device, and the intelligent routing service request packet includes a constraint condition required for establishing the intelligent routing service.

[0294] The intelligent routing service request packet includes characteristic information and the constraint condition, where the characteristic information is used to indicate those data flows, for which the intelligent routing service needs to be established, in various data flows. The characteristic information includes at least one of the following: a source address, a destination address, a source port, a destination port, a protocol number, and the like. In addition, the characteristic information may further include an application-aware type.

[0295] The constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service (QoS) priority, a latency level, a congestion level, a value-added service identification number, and the like.

[0296] The quality of service (QoS) class may be set manually, for example, the quality of service class may be manually divided into three classes: gold, silver, and bronze; and "gold" class users are provided with the best quality of service, followed by "silver" class users and "bronze" class users in sequence. In different systems, the quality of service class may be set according to a specific requirement, which is not specifically limited herein. For example, the quality of service class may be set by setting a TOS field in an IP packet header.

[0297] The latency level may be set manually, for example, the latency level may be manually divided into an ordinary level and an advanced level; and a latency of the ordinary level cannot exceed 30 milliseconds, while a latency of the advanced level cannot exceed 10 milliseconds. In different systems, the latency level may be set according to a specific requirement, which is not specifically limited herein.

[0298] The congestion level may be set manually, for example, the congestion level is set to 50%, that is, a congestion rate of an allocated flow forwarding path cannot exceed 50%. In different systems, the congestion level may be set according to a specific requirement, which is not specifically limited herein.

[0299] The value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information, and may be set manually. For example, if the value-added service identification number is "1", it indicates that uniform resource locator (Uniform-ResourceLocator, URL) filtering is performed on the data flow that matches the characteristic information; if the value-added service identification number is "2", it indicates that traffic analysis is performed on the data flow that matches the characteristic information. In different systems, the value-added service identification number may be set according to a specific requirement, which is not specifically limited herein.

[0300] For example, if the characteristic information is "a source address is 192.168.1.0, and a destination address is 192.168.1.255", and the constraint condition is "bandwidth is 8 M", it indicates that flow forwarding path computation needs to be performed on a data flow that meets "a source address is 192.168.1.0, and a destination address is 192.168.1.255", so as to obtain a flow forwarding path, which meets "bandwidth is 8 M", of the data flow.

[0301] For example, before the intelligent routing service is performed, a controller needs to first obtain characteristic information of a data flow for which the intelligent routing service needs to be performed and the constraint condition required for establishing the intelligent routing service. When a user applies for the intelligent routing service, the user side device sends the intelligent routing service request packet, where the intelligent routing service request packet is used to request the service server to provide the intelligent routing service for the user side device, and the intelligent routing service request packet includes the characteristic information of the intelligent routing service request packet and the constraint condition required for establishing the intelligent routing service. The first receiving module 910 receives the intelligent routing service request packet sent by the user side device.

[0302] The first receiving module 910 sends the intelligent routing service request packet to the searching and receiving module 920.

[0303] The searching and receiving module 920 is con-
figured to receive the intelligent routing service request packet, where when an edge node does not find, in a flow table, a corresponding matching flow table entry of characteristic information in the intelligent routing service request packet, the edge node sends a first message to a controller, where the corresponding matching flow table entry includes the characteristic information, the first message includes identification information of the edge node and the characteristic information, and the edge node is an ingress edge-node or an egress edge-node that receives the intelligent routing service request packet in an SDN migration network.

[0304] For example, if a data flow is a data flow for which an intelligent routing service request is newly proposed, there is certainly no characteristic information, of the data flow, recorded in the edge node. Therefore, the edge node may be set in advance. An external interface of the edge node is set as follows: when the corresponding matching flow table entry of the characteristic information in the intelligent routing service request packet is not found in the flow table, the edge node sends the first message to the controller, where the first message includes the identification information of the edge node and the characteristic information; and an internal interface of the edge node is set as follows: even if the characteristic information is not found in the flow table, the characteristic information of the intelligent routing service request packet is not sent to the controller.

[0305] In this embodiment, the intelligent routing service request packet and the identification information of the edge node are encapsulated in the first message, and the intelligent routing service request packet includes the characteristic information. In another possible embodiment, the intelligent routing service request packet, the characteristic information of the intelligent routing service request packet, and the identification information of the edge node may be together encapsulated in the first message. For the two embodiments, the intelligent routing service request packet is sent to the controller. In order to continue packet transmission, the edge node further needs to receive a second message sent by the controller, where the second message includes the intelligent routing service request packet, so that the intelligent routing service request packet is returned to the edge node to continue packet transmission.

[0306] However, in still another possible embodiment, a mirrored packet of the intelligent routing service request packet and the identification information of the edge node are encapsulated in the first message. The mirrored packet of the intelligent routing service request packet is a duplicate packet of the intelligent routing service request packet. The intelligent routing service request packet includes the characteristic information, and therefore the mirrored packet also includes the characteristic information. In addition, in yet another possible embodiment, the mirrored packet, the characteristic information, and the identification information of the edge node may be together encapsulated in the first message.

[0307] The first message may further include interface attribute information of an interface that receives the intelligent routing service request packet, where the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the intelligent routing service request packet in an SDN migration network. Specifically, an edge node that receives an intelligent routing service request packet from an external interface whose interface attribute information is that the packet is an uplink packet is a first edge node (ingress edge-node); and an edge node that sends an intelligent routing service request packet through an external interface whose interface attribute information is that the packet is a downlink packet is a second edge node (egress edge-node).

[0308] In another embodiment, the controller may determine, according to a sequence of receiving messages, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node.

[0309] Because an intelligent routing service flow forwarding path is not yet generated in this case, the processing module 940 sends the intelligent routing service request packet according to a traditional IP routing mode.

[0310] The second receiving module 930 is configured to receive a first flow table entry sent by the controller, where the first flow table entry is generated according to the first message and meets the constraint condition.

[0311] For example, after receiving the first message, the controller obtains the characteristic information, a first edge node identifier of the first edge node, and a second edge node identifier of the second edge node; and obtains, from the intelligent routing service request packet received by an application server, the constraint condition required for establishing the intelligent routing service so as to generate the first flow table entry, where the generated first flow table entry meets the constraint condition. The second receiving module 930 receives the first flow table entry sent by the controller.

[0312] The second receiving module 930 sends the first flow table entry to the processing module 940.

[0313] The processing module 940 is configured to receive the first flow table entry and process, according to the first flow table entry, a packet sent by the user side device.

[0314] For example, after the first flow table entry is generated, the intelligent routing service flow forwarding path has been established, and the processing module 940 does not send the intelligent routing service request packet according to the traditional IP routing mode anymore, but processes, according to the first flow table entry, a packet sent by the user side device.

[0315] In another embodiment, the device further includes a third receiving module, where the third receiving module receives the second message sent by the controller, and the second message includes the intelligent routing service request packet; and the processing module 940 sends the intelligent routing service request pack-
et according to the traditional IP routing mode.

Referring to FIG. 10, FIG. 10 is a schematic structural diagram of another embodiment of a hybrid forwarding device of the present application. The hybrid forwarding device in this embodiment includes: a first receiving module 1010, a searching module 1020, a sending module 1030, a second receiving module 1040, and a processing module 1050.

The first receiving module 1010 is configured to receive a service packet sent by a user side device.

For example, before an intelligent routing service is performed, a controller needs to first obtain characteristic information of a data flow for which the intelligent routing service needs to be performed and a constraint condition required for establishing the intelligent routing service. When a user applies for the intelligent routing service, the user side device sends an intelligent routing service request packet, where the intelligent routing service request packet is used to request a service server to provide the intelligent routing service for the user side device, and the intelligent routing service request packet includes characteristic information of the intelligent routing service request packet and the constraint condition required for establishing the intelligent routing service.

The intelligent routing service request packet includes the characteristic information and the constraint condition, where the characteristic information is used to indicate those data flows, for which the intelligent routing service needs to be established, in various data flows. The characteristic information includes at least one of the following: a source address, a destination address, a source port, a destination port, a protocol number, and the like. In addition, the characteristic information may further include an application-aware type.

The constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service (QoS) priority, a latency level, a congestion level, a value-added service identification number, and the like.

The quality of service (QoS) class may be set manually, for example, the quality of service class may be manually divided into three classes: gold, silver, and bronze; and “gold” class users are provided with the best quality of service, followed by “silver” class users and “bronze” class users in sequence. In different systems, the quality of service class may be set according to a specific requirement, which is not specifically limited herein. For example, the quality of service class may be set by setting a TOS field in an IP packet header.

The latency level may be set manually, for example, the latency level may be manually divided into an ordinary level and an advanced level; and a latency of the ordinary level cannot exceed 30 milliseconds, while a latency of the advanced level cannot exceed 10 milliseconds. In different systems, the latency level may be set according to a specific requirement, which is not specifically limited herein.

The congestion level may be set manually, for example, the congestion level is set to 50%, that is, a congestion rate of an allocated flow forwarding path cannot exceed 50%. In different systems, the congestion level may be set according to a specific requirement, which is not specifically limited herein.

The value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information, and may be set manually. For example, if the value-added service identification number is “1”, it indicates that uniform resource locator (Uniform-ResourceLocator, URL) filtering is performed on the data flow that matches the characteristic information; if the value-added service identification number is “2”, it indicates that traffic analysis is performed on the data flow that matches the characteristic information. In different systems, the value-added service identification number may be set according to a specific requirement, which is not specifically limited herein.

For example, if the characteristic information is “a source address is 192.168.1.0, and a destination address is 192.168.1.255”, and the constraint condition is “bandwidth is 8 M”, it indicates that flow forwarding path computation needs to be performed on a data flow that meets “a source address is 192.168.1.0, and a destination address is 192.168.1.255”, so as to obtain a flow forwarding path, which meets “bandwidth is 8 M”, of the data flow.

In another embodiment, an operator has already known in advance the characteristic information of the data flow for which the intelligent routing service needs to be performed; and therefore only needs to obtain, by using the intelligent routing service request packet, the constraint condition required for establishing the intelligent routing service.

After sending of the intelligent routing service request packet is completed, the user side device continues to send a service packet (or referred to as an intelligent routing service packet). The first receiving module 1010 receives the service packet sent by the user side device.

The first receiving module 1010 sends the service packet to the searching module 1020.

The searching module 1020 is configured to receive the service packet and find, in a flow table, a first flow table entry corresponding to characteristic information in the service packet, where the first flow table entry includes an action, and the action is used to send a message to the controller; the first flow table entry is generated by the controller according to the intelligent routing service request packet sent by the user side device or according to a preset object that needs to perform the intelligent routing service.

For example, because an application server...
has obtained the intelligent routing service request packet and has sent the characteristic information of the intelligent routing service request packet to the controller, the controller generates a first flow table according to the characteristic information and sends the first flow table to an edge node. Therefore, an external interface of the edge node may be preset as follows: when a corresponding matching flow table entry of the characteristic information in the intelligent routing service request packet is found in the flow table, the edge node sends a message to the controller, where the message includes identification information of the edge node and the characteristic information; and an internal interface of the edge node may be preset as follows: even if the characteristic information is found in the flow table, the characteristic information of the intelligent routing service request packet is not sent to the controller. The searching module 1020 finds, in the flow table, the first flow table entry corresponding to the characteristic information in the service packet.

[0331] The searching module 1020 sends a finding result to the sending module 1030.

[0332] The sending module 1030 is configured to receive the finding result and send a first message to the controller, where the first message includes the characteristic information, identification information of an edge node, and interface attribute information of an interface that receives the service packet, and the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the service packet in an SDN migration network.

[0333] For example, when finding corresponding characteristic information in the first flow table entry, the sending module 1030 sends the first message to the controller.

[0334] In this embodiment, the first message includes a mirrored packet of the service packet, the identification information of the edge node, and the interface attribute information of the interface that receives the service packet, where the mirrored packet of the service packet is a duplicate packet of the service packet, so that if the service packet includes the characteristic information, the mirrored packet also includes the characteristic information. In another embodiment, the first message includes the characteristic information, the identification information of the edge node, the interface attribute information of the interface that receives the service packet, and the mirrored packet of the service packet. The interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the intelligent routing service request packet in the SDN migration network. Specifically, an edge node that receives an intelligent routing service request packet from an external interface whose interface attribute information is that the packet is an uplink packet is a first edge node (ingress edge-node); and an edge node that sends an intelligent routing service request packet through an external interface whose interface attribute information is that the packet is a downlink packet is a second edge node (egress edge-node).

[0335] Because an intelligent routing service flow forwarding path is not yet generated in this case, after the edge node sends the first message to the controller, the processing module 1050 sends the intelligent routing service packet according to a traditional IP routing mode.

[0336] The second receiving module 1040 is configured to receive a second flow table entry sent by the controller, where the second flow table entry meets the constraint condition in the intelligent routing service request packet.

[0337] For example, after receiving the first message, the controller obtains the characteristic information, a first edge node identifier of the first edge node, and a second edge node identifier of the second edge node; and obtains, from the intelligent routing service request packet received by the application server, the constraint condition required for establishing the intelligent routing service so as to generate the second flow table entry, where the generated second flow table entry meets the constraint condition. The second receiving module 1040 receives the second flow table entry sent by the controller.

[0338] The second receiving module 1040 sends the second flow table entry to the processing module 1050.

[0339] The processing module 1040 is configured to receive the second flow table entry and process the service packet according to the second flow table entry.

[0340] For example, after the second flow table entry is generated, the intelligent routing service flow forwarding path has been established, and the processing module 1040 does not send the packet according to the traditional IP routing mode anymore, but processes, according to the second flow table entry, a packet sent by the user side device.

[0341] Referring to FIG. 11, FIG. 11 is a schematic structural diagram of an embodiment of a controller of the present application. The controller in this embodiment includes: a receiving module 1110, a determining module 1120, and a sending module 1130, and a computing module 1140.

[0342] The receiving module 1110 is configured to receive a first message sent by a first edge node, and receive a second message sent by a second edge node, where the first message includes characteristic information of a packet sent by a user side device and identification information of the first edge node, and the second message includes identification information of the second edge node and the characteristic information.

[0343] For example, when the packet is a service packet, the first edge node and the second edge node do not know in which case the first message and the second message need to be sent. The controller sends a first flow table entry separately to the first edge node and the second edge node, so as to tell the first edge node and the second edge node when to send the messages. The first flow table entry includes an action, and the action is used to send a message to the controller; and the first flow table entry is generated by the controller according
to an intelligent routing service request packet sent by
the user side device or according to a preset object that
needs to perform an intelligent routing service.

[0344] When the packet is a service packet and the
characteristic information is not in a first flow table of
the first edge node and a first flow table of the second
delayed edge node, the first edge node and the second edge node need
to send the first message and the second message.

[0345] The first message further includes first interface
attribute information of a first interface, of the first edge
node, that receives the packet, and the first interface attri-
bute information is used to indicate that the first edge
node is an ingress edge-node of the packet in an SDN
migration network.

[0346] The second message further includes second
interface attribute information of a second interface, of
the second edge node, that receives the packet, and the
second interface attribute information is used to indicate
that the second edge node is an egress node of the serv-
vice packet in the SDN migration network.

[0347] After receiving the packet, the receiving module
1110 receives the first message sent by the first edge
delayed node.

[0348] The receiving module 1110 sends the first mes-
sage and the second message to the determining module
1120.

[0349] The determining module 1120 is configured to
determine that the first edge node is an ingress edge-
node that receives the packet in the SDN migration net-
work, and that the second edge node is an egress edge-
node that receives the packet in the SDN migration net-
work.

[0350] For example, specifically, the determining mod-
ule 1120 determines that: an edge node that receives an
intelligent routing service request packet from an external
interface whose interface attribute information is that the
packet is an uplink packet is an ingress edge-node; and
an edge node that receives an intelligent routing service
request packet from an external interface whose inter-
face attribute information is that the packet is a downlink
packet is an egress edge-node.

[0351] In another embodiment, the determining mod-
ule 1120 determines, according to a sequence of receiv-
ing the first message and the second message, that the
first edge node is an ingress edge-node, and that the
second edge node is an ingress edge-node.

[0352] The determining module 1120 sends a deter-
mining result to the computing module 1130.

[0353] The computing module 1130 is configured to
receive the determining result, and generate, for all
nodes on a flow forwarding path, flow table entries re-
spectively corresponding to the nodes.

[0354] The sending module 1140 is configured to send
the flow table entries separately to corresponding nodes,
where a policy control factor is determined according to
a constraint condition in the intelligent routing service re-
quest packet sent by the user side device. The sending
module 1140 is further configured to, when the packet is
a service packet, send a first flow table entry separately
to the first edge node and the second edge node, where
the first flow table entry includes an action, and the action
is used to send a message to the controller; and the first
flow table entry is generated by the controller according
to the intelligent routing service request packet sent by
the user side device.

[0355] The intelligent routing service request packet
includes the characteristic information and the constraint
condition, where the characteristic information is used to
indicate those data flows, for which the intelligent routing
service needs to be established, in various data flows.
The characteristic information includes at least one of
the following: a source address, a destination address,
a source port, a destination port, a protocol number, and
the like. In addition, the characteristic information may
further include an application-aware type.

[0356] The constraint condition in the intelligent routing
service request packet is a parameter for flow forwarding
path computation performed on a data flow that matches
the characteristic information, and the constraint condi-
tion includes at least one of the following: bandwidth, a
bandwidth priority, a quality of service (quality of service,
QoS) priority, a latency level, a congestion level, a value-
added service identification number, and the like.

[0357] The quality of service (QoS) class may be set
manually, for example, the quality of service class may
be manually divided into three classes: gold, silver, and
bronze; and "gold" class users are provided with the best
quality of service, followed by "silver" class users and
"bronze" class users in sequence. In different systems, the
quality of service class may be set according to a specific
requirement, which is not specifically limited here. For example, the quality of service class may be
set by setting a TOS field in an IP packet header.

[0358] The latency level may be set manually, for ex-
ample, the latency level may be manually divided into an
ordinary level and an advanced level; and a latency of
the ordinary level cannot exceed 30 milliseconds, while
a latency of the advanced level cannot exceed 10 milli-
seconds. In different systems, the latency level may be
set according to a specific requirement, which is not spe-
cifically limited herein.

[0359] The congestion level may be set manually, for ex-
ample, the congestion level is set to 50%, that is, a
congestion rate of an allocated flow forwarding path can-
not exceed 50%. In different systems, the congestion lev-
el may be set according to a specific requirement, which is
not specifically limited herein.

[0360] The value-added service identification number
is used to identify a type of value-added service process-
ing performed on the data flow that matches the charac-
teristic information, and may be set manually. For exam-
ple, if the value-added service identification number is
"1", it indicates that uniform resource locator (Uniform-
ResourceLocator, URL) filtering is performed on the data
flow that matches the characteristic information; if the
value-added service identification number is "2", it indi-
cates that traffic analysis is performed on the data flow that matches the characteristic information. In different systems, the value-added service identification number may be set according to a specific requirement, which is not specifically limited herein.

[0361] For example, if the characteristic information is "a source address is 192.168.1.0, and a destination address is 192.168.1.255", and the constraint condition is "bandwidth is 8 M", it indicates that flow forwarding path computation needs to be performed on a data flow that meets "a source address is 192.168.1.0, and a destination address is 192.168.1.255", so as to obtain a flow forwarding path, which meets "bandwidth is 8 M", of the data flow.

[0362] If the characteristic information includes the application-aware type, the controller further includes a deep packet inspection module, where the deep packet inspection module is configured to perform deep packet inspection on the packet so as to determine whether the packet meets the application-aware type.

[0363] In another embodiment, the receiving module 1110 is further configured to receive the policy control factor and the characteristic information that are sent by a policy server.

[0364] Referring to FIG. 12, FIG. 12 is a schematic structural diagram of still another embodiment of a hybrid forwarding device of the present application. The hybrid forwarding device in this embodiment includes: a receiver 1210, a processor 1220, a transmitter 1230, a random access memory 1240, a read-only memory 1250, and a bus 1260. The processor 1220 is coupled separately to the receiver 1210, the transmitter 1230, the random access memory 1240, and the read-only memory 1250 by using the bus 1260. When it is required to run the hybrid forwarding device, a permanent bootloader in a basic input/output system or an embedded system of the random access memory 1240 instructs a system to start up, so that the hybrid forwarding device enters a normal running state. After the hybrid forwarding device enters the normal running state, an application program and an operating system run in the random access memory 1240, so that:

the receiver 1210 is configured to receive an intelligent routing service request packet sent by a user side device, where the intelligent routing service request packet is used to request a service server to provide an intelligent routing service for the user side device, and the intelligent routing service request packet includes a constraint condition required for establishing the intelligent routing service. A policy control factor is determined according to the constraint condition in the intelligent routing service request packet sent by the user side device.

[0365] The intelligent routing service request packet includes characteristic information and the constraint condition, where the characteristic information is used to indicate those data flows, for which the intelligent routing service needs to be established, in various data flows. The characteristic information includes at least one of the following: a source address, a destination address, a source port, a destination port, a protocol number, and the like. In addition, the characteristic information may further include an application-aware type.

[0366] The constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service (QoS) priority, a latency level, a congestion level, a value-added service identification number, and the like.

[0367] The quality of service (QoS) class may be set manually, for example, the quality of service class may be manually divided into three classes: gold, silver, and bronze; and "gold" class users are provided with the best quality of service, followed by "silver" class users and "bronze" class users in sequence. In different systems, the quality of service class may be set according to a specific requirement, which is not specifically limited herein. For example, the quality of service class may be set by setting a TOS field in an IP packet header.

[0368] The latency level may be set manually, for example, the latency level may be manually divided into an ordinary level and an advanced level; and a latency of the ordinary level cannot exceed 30 milliseconds, while a latency of the advanced level cannot exceed 10 milliseconds. In different systems, the latency level may be set according to a specific requirement, which is not specifically limited herein.

[0369] The congestion level may be set manually, for example, the congestion level is set to 50%, that is, a congestion rate of an allocated flow forwarding path cannot exceed 50%. In different systems, the congestion level may be set according to a specific requirement, which is not specifically limited herein.

[0370] The value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information, and may be set manually. For example, if the value-added service identification number is "1", it indicates that uniform resource locator (Uniform-ResourceLocator, URL) filtering is performed on the data flow that matches the characteristic information; if the value-added service identification number is "2", it indicates that traffic analysis is performed on the data flow that matches the characteristic information. In different systems, the value-added service identification number may be set according to a specific requirement, which is not specifically limited herein.

[0371] For example, if the characteristic information is "a source address is 192.168.1.0, and a destination address is 192.168.1.255", and the constraint condition is "bandwidth is 8 M", it indicates that flow forwarding path computation needs to be performed on a data flow that...
meets "a source address is 192.168.1.0, and a destination address is 192.168.1.255", so as to obtain a flow forwarding path, which meets "bandwidth is 8 M", of the data flow.

[0372] For example, before the intelligent routing service is performed, a controller needs to first obtain characteristic information of a data flow for which the intelligent routing service needs to be performed and the constraint condition required for establishing the intelligent routing service. When a user applies for the intelligent routing service, the user side device sends the intelligent routing service request packet, where the intelligent routing service request packet is used to request the service server to provide the intelligent routing service for the user side device, and the intelligent routing service request packet includes the characteristic information of the intelligent routing service request packet and the constraint condition required for establishing the intelligent routing service. The receiver 1210 receives the intelligent routing service request packet sent by the user side device.

[0373] The processor 1220 is configured to receive the intelligent routing service request packet. When an edge node does not find, in a flow table, a corresponding matching flow table entry of the characteristic information in the intelligent routing service request packet, the transmitter 1230 sends a first message to the controller, where the corresponding matching flow table entry includes the characteristic information, the first message includes identification information of the edge node and the characteristic information, and the edge node is an ingress edge-node or an egress edge-node that receives the intelligent routing service request packet in an SDN migration network.

[0374] For example, if a data flow is a data flow for which an intelligent routing service request is newly proposed, there is certainly no characteristic information, of the data flow, recorded in the edge node. Therefore, the edge node may be set in advance. An external interface of the edge node is set as follows: when the corresponding matching flow table entry of the characteristic information in the intelligent routing service request packet is not found in the flow table, the edge node sends the first message to the controller, where the first message includes the characteristic information and the identification information of the edge node; and an internal interface of the edge node is set as follows: even if the characteristic information is not found in the flow table, the characteristic information of the intelligent routing service request packet is not sent to the controller.

[0375] In this embodiment, the intelligent routing service request packet and the identification information of the edge node are encapsulated in the first message, and the intelligent routing service request packet includes the characteristic information. In another possible embodiment, the intelligent routing service request packet, the characteristic information of the intelligent routing service request packet, and the identification information of the edge node may be together encapsulated in the first message. For the two embodiments, the intelligent routing service request packet is sent to the controller. In order to continue packet transmission, the edge node further needs to receive a second message sent by the controller, where the second message includes the intelligent routing service request packet, so that the intelligent routing service request packet is returned to the edge node to continue packet transmission.

[0376] However, in still another possible embodiment, a mirrored packet of the intelligent routing service request packet and the identification information of the edge node are encapsulated in the first message. The mirrored packet of the intelligent routing service request packet is a duplicate packet of the intelligent routing service request packet. The intelligent routing service request packet includes the characteristic information, and therefore the mirrored packet also includes the characteristic information. In addition, in yet another possible embodiment, the mirrored packet, the characteristic information, and the identification information of the edge node may be together encapsulated in the first message.

[0377] The first message may further include interface attribute information of an interface that receives the intelligent routing service request packet, where the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the intelligent routing service request packet in the SDN migration network. Specifically, an edge node that receives an intelligent routing service request packet from an external interface whose interface attribute information is that the packet is an uplink packet is a first edge node (ingress edge-node); and an edge node that sends an intelligent routing service request packet through an external interface whose interface attribute information is that the packet is a downlink packet is a second edge node (egress edge-node).

[0378] In another embodiment, the controller may determine, according to a sequence of receiving messages, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node.

[0379] Because an intelligent routing service flow forwarding path is not yet generated in this case, the processing module 1220 sends the intelligent routing service request packet according to a traditional IP routing mode.

[0380] The receiver 1210 is further configured to receive a first flow table entry sent by the controller, where the first flow table entry is generated according to the first message and meets the constraint condition.

[0381] For example, after receiving the first message, the controller obtains the characteristic information, a first edge node identifier of the first edge node, and a second edge node identifier of the second edge node; and obtains, from the intelligent routing service request packet received by an application server, the constraint condition required for establishing the intelligent routing service so as to generate the first flow table entry, where the
generated first flow table entry meets the constraint condition. The receiver 1210 receives the first flow table entry sent by the controller.

The processor 1220 is configured to receive the first flow table entry and process, according to the first flow table entry, a packet sent by the user side device.

For example, after the first flow table entry is generated, the intelligent routing service flow forwarding path has been established, and the processor 1220 does not send the intelligent routing service request packet according to the traditional IP routing mode anymore, but processes, according to the first flow table entry, a packet sent by the user side device.

In another embodiment, the receiver 1210 is further configured to receive a second message sent by the controller, where the second message includes the intelligent routing service request packet; and the processing module 1220 sends the intelligent routing service request packet according to the traditional IP routing mode.

Referring to FIG. 13, FIG. 13 is a schematic structural diagram of yet another embodiment of a hybrid forwarding device of the present application. The hybrid forwarding device in this embodiment includes: a receiver 1310, a processor 1320, a transmitter 1330, a random access memory 1340, a read-only memory 1350, and a bus 1360. The processor 1320 is coupled separately to the receiver 1310, the transmitter 1330, the random access memory 1340, and the read-only memory 1350 by using the bus 1360. When it is required to run the hybrid forwarding device, a permanent bootloader in a basic input/output system or an embedded system of the read-only memory 1350 is used to instruct a system to start up, so that the hybrid forwarding device enters a normal running state. After the hybrid forwarding device enters the normal running state, an application program and an operating system run in the random access memory 1340, so that:

the receiver 1310 is configured to receive a service packet sent by a user side device.

For example, before an intelligent routing service is performed, a controller needs to first obtain characteristic information of a data flow for which the intelligent routing service needs to be performed and a constraint condition required for establishing the intelligent routing service.

When a user applies for the intelligent routing service, the user side device sends an intelligent routing service request packet, where the intelligent routing service request packet is used to request a service server to provide the intelligent routing service for the user side device, and the intelligent routing service request packet includes characteristic information of the intelligent routing service request packet and the constraint condition required for establishing the intelligent routing service.

The characteristic information is used to indicate those data flows, for which the intelligent routing service needs to be established, in various data flows. The characteristic information includes at least one of the following: a source address, a destination address, a source port, a destination port, a protocol number, and the like. In addition, the characteristic information may further include an application-aware type.

The constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service (QoS) priority, a latency level, a congestion level, a value-added service identification number, and the like.

The quality of service (QoS) class may be set manually, for example, the quality of service class may be manually divided into three classes: gold, silver, and bronze; and "gold" class users are provided with the best quality of service, followed by "silver" class users and "bronze" class users in sequence. In different systems, the value-added service class may be set by setting a TOS field in an IP packet header.

The latency level may be set manually, for example, the latency level may be manually divided into an ordinary level and an advanced level; and a latency of the ordinary level cannot exceed 30 milliseconds, while a latency of the advanced level cannot exceed 10 milliseconds. In different systems, the latency level may be set according to a specific requirement, which is not specifically limited herein.

The congestion level may be set manually, for example, the congestion level is set to 50%, that is, a congestion rate of an allocated flow forwarding path cannot exceed 50%. In different systems, the congestion level may be set according to a specific requirement, which is not specifically limited herein.

The value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information, and may be set manually. For example, if the value-added service identification number is "1", it indicates that uniform resource locator (UniformResourceLocator, URL) filtering is performed on the data flow that matches the characteristic information; if the value-added service identification number is "2", it indicates that traffic analysis is performed on the data flow that matches the characteristic information. In different systems, the value-added service identification number may be set according to a specific requirement, which is not specifically limited herein.

For example, if the characteristic information is "a source address is 192.168.1.0, and a destination address is 192.168.1.255", and the constraint condition is "bandwidth is 8 M", it indicates that flow forwarding path computation needs to be performed on a data flow that meets "a source address is 192.168.1.0, and a destina-
tion address is 192.168.1.255", so as to obtain a flow forwarding path, which meets "bandwidth is 8 M", of the data flow.

[0394] In another embodiment, an operator has already known in advance the characteristic information of the data flow for which the intelligent routing service needs to be performed; and therefore only needs to obtain, by using the intelligent routing service request packet, the constraint condition required for establishing the intelligent routing service.

[0395] After sending of the intelligent routing service request packet is completed, the user side device continues to send a service packet (or referred to as an intelligent routing service packet). The receiver 1310 receives the service packet sent by the user side device.

[0396] The processor 1320 is configured to receive the service packet and find, in a flow table, a first flow table entry corresponding to characteristic information in the service packet, where the first flow table entry includes an action, and the action is used to send a message to the controller; the first flow table entry is generated by the controller according to the intelligent routing service request packet sent by the user side device or according to a preset object that needs to perform the intelligent routing service.

[0397] For example, because an application server has obtained the intelligent routing service request packet and has sent the characteristic information of the intelligent routing service request packet to the controller, the controller generates a first flow table according to the characteristic information and sends the first flow table to an edge node. Therefore, an external interface of the edge node may be preset as follows: when a corresponding matching flow table entry of the characteristic information in the intelligent routing service request packet is found in the flow table, the edge node sends a message to the controller, where the message includes identification information of the edge node and the characteristic information; and an internal interface of the edge node may be preset as follows: even if the characteristic information is found in the flow table, the characteristic information of the intelligent routing service request packet is not sent to the controller. The processor 1320 finds, in the flow table, the first flow table entry corresponding to the characteristic information in the service packet.

[0398] The transmitter 1330 is configured to receive the finding result and send a first message to the controller, where the first message includes the characteristic information, the identification information of the edge node, and interface attribute information of an interface that receives the service packet, and the interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the service packet in an SDN migration network.

[0399] For example, when corresponding characteristic information is found in the first flow table entry, the transmitter 1330 sends the first message to the controller.

[0400] In this embodiment, the first message includes a mirrored packet of the service packet, the identification information of the edge node, and the interface attribute information of the interface that receives the service packet, where the mirrored packet of the service packet is a duplicate packet of the service packet, so that if the service packet includes the characteristic information, the mirrored packet also includes the characteristic information. In another embodiment, the first message includes the characteristic information, the identification information of the edge node, the interface attribute information of the interface that receives the service packet, and the mirrored packet of the service packet. The interface attribute information is used to indicate that the edge node is an ingress edge-node or an egress edge-node of the intelligent routing service request packet in the SDN migration network. Specifically, an edge node that receives an intelligent routing service request packet from an external interface whose interface attribute information is that the packet is an uplink packet is a first edge node (ingress edge-node); and an edge node that sends an intelligent routing service request packet through an external interface whose interface attribute information is that the packet is a downlink packet is a second edge node (egress edge-node).

[0401] Because an intelligent routing service flow forwarding path is not yet generated in this case, after the edge node sends the first message to the controller, the transmitter 1330 sends the intelligent routing service packet according to a traditional IP routing mode.

[0402] The receiver 1310 is further configured to receive a second flow table entry sent by the controller, where the second flow table entry meets the constraint condition in the intelligent routing service request packet.

[0403] For example, after receiving the first message, the controller obtains the characteristic information, a first edge node identifier of the first edge node, and a second edge node identifier of the second edge node; and obtains, from the intelligent routing service request packet received by the application server, the constraint condition required for establishing the intelligent routing service so as to generate the second flow table entry, where the generated second flow table entry meets the constraint condition. The receiver 1310 receives the second flow table entry sent by the controller.

[0404] The processor 1320 is configured to receive the second flow table entry and process the service packet according to the second flow table entry.

[0405] For example, after the second flow table entry is generated, the intelligent routing service flow forwarding path has been established, and the processor 1320 does not send the packet according to the traditional IP routing mode anymore, but processes, according to the second flow table entry, the packet sent by the user side device.

[0406] Referring to FIG. 14, FIG. 14 is a schematic structural diagram of another embodiment of a controller of the present application. The controller in this embodiment includes: a receiver 1410, a processor 1420, a
transmitter 1430, a random access memory 1440, a read-only memory 1450, and a bus 1460. The processor 1420 is coupled separately to the receiver 1410, the transmitter 1430, the random access memory 1440, and the read-only memory 1450 by using the bus 1460. When it is required to run the controller, a permanent bootloader in a basic input/output system or an embedded system of the read-only memory 1450 instructs a system to start up, so that the controller enters a normal running state. After the controller enters the normal running state, an application program and an operating system run in the random access memory 1440, so that:

the receiver 1410 is configured to receive a first message sent by a first edge node, and receive a second message sent by a second edge node, where the first message includes characteristic information of a packet sent by a user side device and identification information of the first edge node, and the second message includes identification information of the second edge node and the characteristic information.

For example, when the packet is a service packet, the first edge node and the second edge node do not know in which case the first message and the second message need to be sent. The controller sends a first flow table entry separately to the first edge node and the second edge node, so as to tell the first edge node and the second edge node when to send the messages. The first flow table entry includes an action, and the action is used to send a message to the controller; and the first flow table entry is generated by the controller according to an intelligent routing service request packet sent by the user side device or according to a preset object that needs to perform an intelligent routing service.

When the packet is a service packet and the characteristic information is not in a first flow table of the first edge node and a first flow table of the second edge node, the first edge node and the second edge node need to send the first message and the second message.

The first message further includes first interface attribute information of a first interface, of the first edge node, that receives the packet, and the first interface attribute information is used to indicate that the first edge node is an ingress edge-node of the packet in an SDN migration network.

The second message further includes second interface attribute information of a second interface, of the second edge node, that receives the packet, and the second interface attribute information is used to indicate that the second edge node is an egress node of the service packet in the SDN migration network.

After receiving the packet, the receiver 1410 receives the first message sent by the first edge node.

The processor 1420 is configured to determine that the first edge node is an ingress edge-node that receives the packet in the SDN migration network, and that the second edge node is an egress edge-node that receives the packet in the SDN migration network. For example, specifically, the processor 1420 determines that: an edge node that receives an intelligent routing service request packet from an external interface whose interface attribute information is that the packet is an uplink packet is an ingress edge-node; and an edge node that receives an intelligent routing service request packet from an external interface whose interface attribute information is that the packet is a downlink packet is an egress edge-node.

In another embodiment, the processor 1420 determines, according to a sequence of receiving the first message and the second message, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node.

The processor 1420 is further configured to receive the determining result, and generate, for all nodes on a flow forwarding path, flow table entries respectively corresponding to the nodes.

The transmitter 1430 is configured to send the flow table entries separately to corresponding nodes, where a policy control factor is determined according to a constraint condition in the intelligent routing service request packet sent by the user side device. The transmitter 1430 is further configured to, when the packet is a service packet, send a first flow table entry separately to the first edge node and the second edge node, where the first flow table entry includes an action, and the action is used to send a message to the controller; and the first flow table entry is generated by the controller according to the intelligent routing service request packet sent by the user side device.

The intelligent routing service request packet includes characteristic information and the constraint condition, where the characteristic information is used to indicate those data flows, for which the intelligent routing service needs to be established, in various data flows. The characteristic information includes at least one of the following: a source address, a destination address, a source port, a destination port, a protocol number, and the like. In addition, the characteristic information may further include an application-aware type.

The constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition includes at least one of the following: bandwidth, a bandwidth priority, a quality of service (QoS) priority, a latency level, a congestion level, a value-added service identification number, and the like.

The quality of service (QoS) class may be set manually, for example, the quality of service class may be manually divided into three classes: gold, silver, and bronze; and "gold" class users are provided with the best quality of service, followed by "silver" class users and "bronze" class users in sequence. In different systems, the quality of service class may be set according to a
specific requirement, which is not specifically limited herein. For example, the quality of service class may be set by setting a TOS field in an IP packet header.

[0420] The latency level may be set manually, for example, the latency level may be manually divided into an ordinary level and an advanced level; and a latency of the ordinary level cannot exceed 30 milliseconds, while a latency of the advanced level cannot exceed 10 milliseconds. In different systems, the latency level may be set according to a specific requirement, which is not specifically limited herein.

[0421] The congestion level may be set manually, for example, the congestion level is set to 50%, that is, a congestion rate of an allocated flow forwarding path cannot exceed 50%. In different systems, the congestion level may be set according to a specific requirement, which is not specifically limited herein.

[0422] The value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information, and may be set manually. For example, if the value-added service identification number is "1", it indicates that uniform resource locator (Uniform-ResourceLocator, URL) filtering is performed on the data flow that matches the characteristic information; if the value-added service identification number is "2", it indicates that traffic analysis is performed on the data flow that matches the characteristic information. In different systems, the value-added service identification number may be set according to a specific requirement, which is not specifically limited herein.

[0423] For example, if the characteristic information is "a source address is 192.168.1.0, and a destination address is 192.168.1.255", and the constraint condition is "bandwidth is 8 M", it indicates that flow forwarding path computation needs to be performed on a data flow that meets "a source address is 192.168.1.0, and a destination address is 192.168.1.255", so as to obtain a flow forwarding path, which meets "bandwidth is 8 M", of the data flow.

[0424] If the characteristic information includes the application-aware type, the processor 1420 is further configured to perform deep packet inspection on the packet so as to determine whether the packet meets the application-aware type.

[0425] In another embodiment, the receiver 1410 is further configured to receive the policy control factor and the characteristic information that are sent by a policy server.

[0426] Based on the foregoing controller and hybrid forwarding device, the present application further proposes a flow forwarding system. The system includes a client, a hybrid forwarding device, an application server, a controller, and a policy server, where the policy server receives an intelligent routing service request packet sent by the application server, and sends a control policy to the controller according to the intelligent routing service request packet, so that the controller computes an intelligent routing service flow forwarding path according to the control policy, and controls an intelligent routing service packet of the client to be forwarded to the application server according to the intelligent routing service flow forwarding path. For details, refer to FIG. 1 to FIG. 5, and related descriptions thereof; and details are not described herein again.

[0427] In the several implementation manners provided in the present application, it should be understood that the disclosed system, apparatus, and method may be implemented in other manners. For example, the described apparatus embodiment is merely exemplary. For example, the module or unit division is merely logical function division and may be other division in actual implementation. For example, a plurality of units or components may be combined or integrated into another system, or some features may be ignored or not performed. In addition, the displayed or discussed mutual couplings or direct couplings or communication connections may be implemented through some interfaces. The indirect couplings or communication connections between the apparatuses or units may be implemented in electronic, mechanical, or other forms.

[0428] The units described as separate parts may or may not be physically separate, and parts displayed as units may or may not be physical units, may be located in one position, or may be distributed on a plurality of network units. A part or all of the units may be selected according to actual needs to achieve the objectives of the solutions of the implementation manners.

[0429] In addition, functional units in the embodiments of the present application may be integrated into one processing unit, or each of the units may exist alone physically, or two or more units are integrated into one unit. The integrated unit may be implemented in a form of hardware, or may be implemented in a form of a software functional unit.

[0430] When the integrated unit is implemented in the form of a software functional unit and sold or used as an independent product, the integrated unit may be stored in a computer-readable storage medium. Based on such an understanding, the technical solutions of the present application essentially, or the part contributing to the prior art, or all or a part of the technical solutions may be implemented in the form of a software product. The software product is stored in a storage medium and includes several instructions for instructing a computer device (which may be a personal computer, a server, or a network device) or a processor to perform all or a part of the steps of the methods described in the embodiments of the present application. The foregoing storage medium includes: any medium that can store program code, such as a USB flash drive, a removable hard disk, a read-only memory (ROM, Read-Only Memory), a random access memory (RAM, Random Access Memory), a magnetic disk, or an optical disc.
Claims

1. A hybrid forwarding device, wherein the device comprises: a first receiving module, a searching module, a sending module, a second receiving module, and a processing module, wherein:

   the first receiving module is configured to receive a service packet sent by a user side device, and the first receiving module sends the service packet to the searching module;

   the searching module is configured to receive the service packet and find, in a flow table, a first flow table entry corresponding to characteristic information in the service packet, wherein the first flow table entry comprises an action, and the action is used to send a message to the controller; the first flow table entry is generated by the controller according to an intelligent routing service request packet sent by the user side device; and the searching module sends a finding result to the sending module;

   the sending module is configured to receive the finding result and send a first message to the controller, wherein the first message comprises the characteristic information, identification information of the device, and interface attribute information of an interface that receives the service packet, and the interface attribute information is used to indicate that the device is an ingress edge-node or an egress edge-node of the service packet in an SDN migration network; the second receiving module is configured to receive a second flow table entry sent by the controller, wherein the second flow table entry meets a constraint condition in the intelligent routing service request packet, and the second receiving module sends the second flow table entry to the processing module; and the processing module is configured to receive the second flow table entry and process the service packet according to the second flow table entry.

2. The device according to claim 1, wherein that the first message comprises the characteristic information, identification information of the device, and interface attribute information of an interface that receives the service packet is specifically that:

   the first message comprises a mirrored packet of the service packet and the identification information of the device, wherein the mirrored packet of the service packet is a duplicate packet of the service packet, and the service packet comprises the characteristic information; and the processing module is further configured to be used by the device to send the service packet according to a traditional IP routing mode.

3. The device according to either one of claim 1 or 2, wherein the characteristic information comprises at least one of the following in the service packet: a source address, a destination address, a source port, a destination port, and a protocol number.

4. The device according to claim 3, wherein the characteristic information further comprises an application-aware type.

5. The device according to claim 1, wherein the constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition comprises at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, wherein the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

6. A controller, wherein the controller comprises a receiving module, a determining module, a computing module, and a sending module, wherein:

   the receiving module is configured to receive a first message sent by a first edge node, and receive a second message sent by a second edge node, wherein the first message comprises characteristic information of a packet sent by a user side device and identification information of the first edge node, the second message comprises identification information of the second edge node and the characteristic information, and the receiving module sends the first message and the second message to the determining module;

   the determining module is configured to determine that the first edge node is an ingress edge-node that receives the packet in an SDN migration network, and that the second edge node is an egress edge-node that receives the packet in the SDN migration network, and the determining module sends a determining result to the computing module;

   the computing module is configured to receive the determining result, and generate, for all nodes on a flow forwarding path, flow table entries respectively corresponding to the nodes, and the computing module sends the flow table entries to the sending module; and

   the sending module is configured to receive the flow table entries, and send the flow table entries...
7. The controller according to claim 6, wherein the determining module is further configured to, when the packet is the intelligent routing service request packet, determine, according to a sequence of receiving the first message and the second message, that the first edge node is an ingress edge-node, and that the second edge node is an egress edge-node.

8. The controller according to claim 6, wherein the first message further comprises first interface attribute information of a first interface, of the first edge node, that receives the packet, and the first interface attribute information is used to indicate that the first edge node is an ingress edge-node of the packet in the SDN migration network; and the processing module is further configured to determine, according to the first interface attribute information and the second interface attribute information that are received, that the first edge node is the ingress edge-node, and that the second edge node is the egress edge-node.

9. The controller according to claim 8, wherein the sending module is further configured to, when the packet is a service packet, send a first flow table entry separately to the first edge node and the second edge node, wherein the first flow table entry comprises an action, and the action is used to send a message to the controller; and the first flow table entry is generated by the controller according to the intelligent routing service request packet sent by the user side device.

10. The controller according to claims 6 to 9, wherein the receiving module is further configured to receive the policy control factor and the characteristic information that are sent by a policy server.

11. The controller according to claim 10, wherein the characteristic information comprises an application-aware type, and the controller further comprises a deep packet inspection module, wherein the deep packet inspection module is configured to perform deep packet inspection on the packet so as to determine whether the packet meets the application-aware type.

12. The controller according to claim 6, wherein the constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition comprises at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, and a congestion level, and a value-added service identification number, wherein the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

13. A flow forwarding system, comprising a plurality of hybrid forwarding devices and a controller, wherein the plurality of hybrid forwarding devices is topologically connected to form an SDN migration network, hybrid forwarding devices located on an edge of the SDN migration network are edge nodes, the edge nodes are configured to communicate with the controller, and the edge nodes comprise a first edge node and a second edge node, wherein:

- the first edge node is configured to receive a service packet sent by a user side device, and the first edge node is configured to find, in a flow table, a first flow table entry corresponding to characteristic information in the service packet, wherein the first flow table entry comprises an action, and the action is used to send a message to the controller; and the first flow table entry is generated by the controller according to an intelligent routing service request packet sent by the user side device;
- the first edge node is configured to send a first message to the controller, wherein the first message comprises the characteristic information, identification information of the first edge node, and interface attribute information of an interface that receives the service packet;
- the controller is configured to receive the first message sent by the first edge node;
- the second edge node is configured to receive the service packet that is sent by the user side device and forwarded by the first edge node, and the second edge node is configured to find in the flow table, the first flow table entry corresponding to the characteristic information in the service packet, wherein the first flow table entry comprises the action, and the action is used to send a message to the controller; and the second edge node is configured to send a second message to the controller, wherein the second message comprises the characteristic information, identification information of the second edge node, and the interface attribute information of the interface that receives the service packet.
14. The system according to claim 13, wherein the characteristic information comprises an application-aware type, and the controller is further configured to perform deep packet inspection on the packet so as to determine whether the packet meets the application-aware type.

15. The system according to claim 13, wherein the constraint condition in the intelligent routing service request packet is a parameter for flow forwarding path computation performed on a data flow that matches the characteristic information, and the constraint condition comprises at least one of the following: bandwidth, a bandwidth priority, a quality of service QoS priority, a latency level, a congestion level, and a value-added service identification number, where-in the value-added service identification number is used to identify a type of value-added service processing performed on the data flow that matches the characteristic information.

2. Vorrichtung nach Anspruch 1, wobei die erste Nachricht umfasst: ein erstes Empfangsmodul, ein Suchmodul, ein Sendemodul, ein zweites Empfangsmodul und ein Verarbeitungsmodul, wobei:

das erste Empfangsmodul konfiguriert ist, um ein von einem Benutzerseitengerät gesendetes Servicepaket zu empfangen, und das erste Empfangsmodul das Servicepaket an das Suchmodul sendet;
das Suchmodul konfiguriert ist, um das Servicepaket zu empfangen und in einem Flow Table einen ersten Flow-Table-Eintrag zu finden, der charakteristischen Informationen in dem Servicepaket entspricht, wobei der erste Flow-Table-Eintrag eine Aktion umfasst und die Aktion verwendet wird, um eine Nachricht an den Controller zu senden; wobei der erste Flow-Table-Eintrag durch den Controller gemäß einem intelligenten Routing-Serviceanforderungspaket generiert wird, das durch das Benutzerseitengerät gesendet wurde; und das Suchmodul ein Findergebnis an das Sendemodul sendet;
das Sendemodul konfiguriert ist, um das Findergebnis zu empfangen und eine erste Nachricht an den Controller zu senden, wobei die erste Nachricht die charakteristischen Informationen, Identifikationsinformationen der Vorrichtung und Schnittstellenattributinformationen einer Schnittstelle umfasst, die das Servicepaket empfängt, und die Schnittstellenattributinformationen verwendet werden, um anzugeben, dass die Vorrichtung ein Eintritts-Randknoten oder Austritts-Randknoten des Servicepakets in einem SDN-Migrationsnetzwerk ist;
das zweite Empfangsmodul konfiguriert ist, um einen zweiten Flow-Table-Eintrag zu empfangen, der von dem Controller gesendet wurde, wobei der zweite Flow-Table-Eintrag eine Einschränkungsbedingung in dem intelligenten Routing-Serviceanforderungspaket erfüllt und das zweite Empfangsmodul den zweiten Flow-Table-Eintrag an das Verarbeitungsmodul sendet; und das Verarbeitungsmodul konfiguriert ist, um den zweiten Flow-Table-Eintrag zu empfangen und das Servicepaket gemäß dem zweiten Flow-Table-Eintrag zu verarbeiten.

Patentansprüche
fikationsinformationen der Vorrichtung, wobei das gespeicherte Paket des Servicepakets ein Duplikatpaket des Servicepakets ist und das Servicepaket die charakteristischen Informationen umfasst; und das Verarbeitungsmodul ist ferner konfiguriert, um von der Vorrichtung verwendet zu werden, um das Servicepaket gemäß einem klassischen IP-Routingmodus zu senden.

3. Vorrichtung nach einem der Ansprüche 1 oder 2, wobei die charakteristischen Informationen mindestens eine(n) der folgenden in dem Servicepaket umfassen: eine Quelladresse, eine Zieladresse, einen Quellport, einen Zielport und eine Protokollnummer.

4. Vorrichtung nach Anspruch 3, wobei die charakteristischen Informationen ferner einen Application-Aware-Typ umfassen.

5. Vorrichtung nach Anspruch 1, wobei die Einschränkungsbedingung in dem intelligenten Routing-Serviceanforderungspaket ein Parameter für Flow-Weiterleitungswegberechnung ist, die mit einem Datenflow durchgeführt wird, der zu den charakteristischen Informationen passt, und die Einschränkungsbedingung mindestens eine der folgenden umfasst: Bandbreite, eine Bandbreitenpriorität, eine Servicequalität (Quality of Service; QoS)-Priorität, ein Latenzlevel, ein Überbelegungslevel und eine Identifikationsnumerierung eines Mehrwertdienstes, wobei die Identifikationsnumerierung des Mehrwertdienstes verwendet wird, um einen Typ der Mehrwertdienstverarbeitung zu identifizieren, der an dem Datenflow durchgeführt wird, der zu den charakteristischen Informationen passt.

6. Controller, wobei der Controller ein Empfangsmodul, ein Bestimmungsmodul, ein Rechenmodul und ein Sendemodul umfasst, wobei:

   - das Empfangsmodul konfiguriert ist, um eine erste Nachricht zu empfangen, die von einem ersten Randknoten gesendet wurde, und eine zweite Nachricht zu empfangen, die von einem zweiten Randknoten gesendet wurde, wobei die erste Nachricht charakteristische Informationen eines Pakets, das von einem Benutzerseitengerät gesendet wurde, und Identifikationsinformationen des ersten Randknotens umfasst, die zweite Nachricht Identifikationsinformationen des zweiten Randknotens und die charakteristischen Informationen umfasst, und das Empfangsmodul die erste Nachricht und die zweite Nachricht an das Bestimmungsmodul sendet; das Bestimmungsmodul konfiguriert ist, um zu bestimmen, dass der erste Randknoten ein Austritts-Randknoten ist, der das Paket in einem SDN-Migrationsnetzwerk empfängt, und dass der zweite Randknoten ein Austritts-Randknoten ist, der das Paket in dem SDN-Migrationsnetzwerk empfängt, und das Bestimmungsmodul ein Bestimmungsergebnis an das Rechenmodul sendet; das Rechenmodul konfiguriert ist, um das Bestimmungsergebnis zu empfangen und für alle Knoten an einem Flow-Weiterleitungsweg Flow-Table-Einträge zu generieren, die den jeweiligen Knoten entsprechen, und das Rechenmodul die Flow-Table-Einträge an das Sendemodul sendet; und das Sendemodul konfiguriert ist, um die Flow-Table-Einträge zu empfangen und die Flow-Table-Einträge separat an die entsprechenden Knoten zu senden, wobei ein Richtlinienkontrollfaktor gemäß einer Einschränkungsbedingung in einem intelligenten Routing-Serviceanforderungspaket bestimmt wird, das durch das Benutzerseitengerät gesendet wurde.

7. Controller nach Anspruch 6, wobei das Bestimmungsmodul ferner konfiguriert ist, wenn das Paket das intelligente Routing-Serviceanforderungspaket ist, gemäß einer Abfolge des Empfangens der ersten Nachricht und der zweiten Nachricht zu bestimmen, dass der erste Randknoten ein Eintritts-Randknoten ist und dass der zweite Randknoten ein Austritts-Randknoten ist.

8. Controller nach Anspruch 6, wobei die erste Nachricht ferner erste Schnittstellenattributinformationen einer ersten Schnittstelle des ersten Randknotens umfasst, die das Paket empfängt, und die ersten Schnittstellenattributinformationen verwendet werden, um anzugeben, dass der erste Randknoten ein Eintrittsknoten des Pakets in das SDN-Migrationsnetzwerk ist; die zweite Nachricht ferner zweite Schnittstellenattributinformationen einer zweiten Schnittstelle des zweiten Randknotens umfasst, die das Paket empfängt, und die zweiten Schnittstellenattributinformationen verwendet werden, um anzugeben, dass der zweite Randknoten ein Austrittsknoten des Servicepakets in dem SDN-Migrationsnetzwerk ist; und das Verarbeitungsmodul ferner konfiguriert ist, um gemäß den ersten Schnittstellenattributinformationen und den zweiten Schnittstellenattributinformationen, die empfangen werden, zu bestimmen, dass der erste Randknoten der Eintritts-Randknoten ist und der zweite Randknoten der Austritts-Randknoten ist.

9. Controller nach Anspruch 8, wobei das Sendemodul ferner konfiguriert ist, wenn das Paket ein Servicepaket ist, einen ersten Flow-Table-Eintrag separat an den ersten Randknoten und den zweiten Randknoten zu senden, wobei der erste Flow-Table-Eintrag eine Aktion umfasst und die Aktion verwendet...
10. Controller nach Anspruch 6 bis 9, wobei das Empfangsmodul ferner konfiguriert ist, um den Richtlinienkontrollfaktor und die charakteristischen Informationen zu empfangen, die durch den Richtlinienserver gesendet werden.


12. Controller nach Anspruch 6, wobei die Einschränkungsbedingung in dem intelligenten Routing-Serviceanforderungspaket ein Parameter für Flow-Weiterleitungswegberechnung ist, die mit einem Datenflow durchgeführt wird, der zu den charakteristischen Informationen passt, und die Einschränkungsbedingung mindestens eine(n) der folgenden umfasst: Bandbreite, eine Bandbreitenpriorität, eine Servicequalität(QoS)-Priorität, ein Latenzlevel, ein Überbelegungsniveau und eine Identifikationsnummer eines Mehrwertdienstes, wobei die Identifikationsnummer des Mehrwertdienstes verwendet wird, um einen Typ der Mehrwertdienstverarbeitung zu identifizieren, der an dem Daten-Flow durchgeführt wird, der zu den charakteristischen Informationen passt.

13. Flow-Weiterleitungssystem, umfassend eine Vielzahl von Hybridweiterleitungsvorrichtungen und einen Controller, wobei die Vielzahl der Hybridweiterleitungsvorrichtungen topologisch unter Bildung eines SDN-Migrationsnetzwerks verbunden ist, an einem Rand des SDN-Migrationsnetzwerks befindliche Hybridweiterleitungsvorrichtungen Randknoten sind, die Randknoten konfiguriert sind, um mit dem Controller zu kommunizieren, und die Randknoten einen ersten Randknoten und einen zweiten Randknoten umfassen, wobei:

   der erste Randknoten konfiguriert ist, um ein Servicepaket zu empfangen, das von dem Benutzereitgerät gesendet wurde, und der erste Randknoten konfiguriert ist, um in einem Flow Table einen ersten Flow-Table-Eintrag zu finden, der charakteristischen Informationen in dem Servicepaket entspricht, wobei der erste Flow-Table-Eintrag eine Aktion umfasst und die Aktion verwendet wird, um eine Nachricht an den Controller zu senden; und der erste Flow-Table-Eintrag durch den Controller gemäß einem intelligenten Routing-Serviceanforderungspaket generiert wird, das von dem Benutzereitgerät gesendet wurde.

   der erste Randknoten konfiguriert ist, um eine erste Nachricht an den Controller zu senden; und der erste Flow-Table-Eintrag durch den Controller gemäß einem intelligenten Routing-Serviceanforderungspaket generiert ist, das durch das Benutzereitgerät gesendet wurde; der erste Randknoten konfiguriert ist, um eine erste Nachricht an den Controller zu senden, wobei die erste Nachricht die charakteristischen Informationen, Identifikationsinformationen des ersten Randknotens und Schnittstellenattributinformationen einer Schnittstelle umfasst, die das Servicepaket empfängt; der Controller konfiguriert ist, um die erste Nachricht zu empfangen, die von dem ersten Randknoten gesendet wurde; der zweite Randknoten konfiguriert ist, um das Servicepaket zu empfangen, das von dem Benutzereitgerät gesendet wurde und von dem ersten Randknoten weitergeleitet wurde, und der zweite Randknoten konfiguriert ist, um in dem Flow Table den ersten Flow-Table-Eintrag zu finden, der den charakteristischen Informationen in dem Servicepaket entspricht, wobei der erste Flow-Table-Eintrag die Aktion umfasst und die Aktion verwendet wird, um eine Nachricht an den Controller zu senden; der zweite Randknoten konfiguriert ist, um eine zweite Nachricht an den Controller zu senden, wobei die zweite Nachricht die charakteristischen Informationen, Identifikationsinformationen des zweiten Randknotens und die Schnittstellenattributinformationen der Schnittstelle umfasst, die das Servicepaket empfängt; der Controller konfiguriert ist, um die zweite Nachricht zu empfangen, die von dem zweiten Randknoten gesendet wurde; der Controller konfiguriert ist, um zu bestimmen, dass der erste Randknoten ein Eintritts-Randknoten ist, der das Paket in dem SDN-Migrationsnetzwerk empfängt, und dass der zweite Randknoten ein Austritts-Randknoten ist, der das Paket in dem SDN-Migrationsnetzwerk empfängt; wobei der Controller konfiguriert ist, um gemäß den Identifikationsinformationen des ersten Randknotens, den Identifikationsinformationen des zweiten Randknotens und einem Richtlinienkontrollfaktor einen Flow-Weiterleitungsweg zu berechnen, den ein intelligenter Routingservice-Flow entsprechend den charakteristischen Informationen passieren muss; der Controller konfiguriert ist, um für alle Knoten auf dem Flow-Weiterleitungsweg zweite Flow-Table-Einträge zu generieren, die jeweils den Knoten entsprechen, und die zweiten Flow-Table-Einträge separat zu den entsprechenden Knoten zu senden, wobei der Richtlinienkont-
1. Dispositif hybride de transfert, le dispositif comportant : un premier module de réception, un module de recherche, un module d'émission, un deuxième module de réception, et un module de traitement :

le premier module de réception étant configuré pour recevoir un paquet de service émis par un dispositif côté utilisateur, et le premier module de réception envoyant le paquet de service au module de recherche ;

le module de recherche étant configuré pour recevoir le paquet de service et localiser, dans une table de flux, une première entrée de table de flux correspondant à des informations caractéristiques figurant dans le paquet de service, la première entrée de table de flux comportant une action, et l'action étant utilisée pour envoyer un message au contrôleur ; la première entrée de table de flux étant générée par le contrôleur d'après un paquet de demande de service d'acheminement intelligent émis par le dispositif côté utilisateur ; et le module de recherche envoi un résultat de localisation au module d'émission ;

le module d'émission étant configuré pour recevoir le résultat de localisation et envoyer un premier message au contrôleur, le premier message comportant les informations caractéristiques, des informations d'identification du dispositif, et des informations d'attributs d'interface d'une interface qui reçoit le paquet de service, et les informations d'attributs d'interface étant utilisées pour indiquer que le dispositif est un noeud périphérique d'entrée ou un noeud périphérique de sortie du paquet de service dans un réseau de migration SDN ;

le deuxième module de réception étant configuré pour recevoir une deuxième entrée de table de flux émise par le contrôleur, la deuxième entrée de table de flux satisfaisant une condition de contrainte figurant dans le paquet de demande de service d'acheminement intelligent, et le deuxième module de réception envoyant la deuxième entrée de table de flux au module de traitement ; et

le module de traitement étant configuré pour recevoir la deuxième entrée de table de flux et traiter le paquet de service d'après la deuxième entrée de table de flux.

2. Dispositif selon la revendication 1, le fait que le premier message comporte les informations caractéristiques, des informations d'identification du dispositif, et des informations d'attributs d'interface d'une interface qui reçoit le paquet de service étant spécifiquement le fait que : le premier message comporte un paquet miroir du paquet de service et les informations d'identification du dispositif, le paquet miroir du paquet de service étant un paquet dupliqué du paquet de service, et le paquet de service comporte les informations caractéristiques ; et le module de traitement étant en outre configuré pour être utilisé par le dispositif pour émettre le paquet de service selon un mode d'acheminement IP traditionnel.

3. Dispositif selon l'une ou l'autre des revendications 1 et 2, les informations caractéristiques comportent au moins une des informations suivantes dans le paquet de service : une adresse d'origine, une adresse de destination, un port d'origine, un port de destina-
Contrôleur, le contrôleur comportant un module de
sensibilité à l’application.

4. Dispositif selon la revendication 3, les informations
caractéristiques comportant en outre un type sensi-
ble à l’application.

5. Dispositif selon la revendication 1, la condition de
contrainte figurant dans le paquet de demande de
service d’acheminement intelligent étant un paramè-
tre servant à un calcul de trajet de transfert de flux
effectué sur un flux de données qui concorde avec les
informations caractéristiques, et la condition de
contrainte comportant au moins une des informations
suivantes : une bande passante, une priorité
de bande passante, une priorité de qualité de service
QoS, un niveau de latence, un niveau d’encombre-
ment, et un numéro d’identification de service à va-
leur ajoutée, le numéro d’identification de service à
trajet de transfert de flux de données qui concorde avec les
informations caractéristiques.

6. Contrôleur, le contrôleur comportant un module de
réception, un module de détermination, un module
de calcul et un module d’émission :

le module de réception étant configuré pour re-
cevoir un premier message émis par un premier
noeud périphérique, et recevoir un deuxième
message émis par un deuxième noeud périphé-
rique, le premier message comportant des in-
formations caractéristiques d’un paquet émis
par un dispositif côté utilisateur et des informa-
tions d’identification du premier noeud périphé-
rique, le deuxième message comportant des in-
formations d’identification du deuxième noeud
périphérique et les informations caractéris-
tiques, et le module de réception envoyant le pre-
mier message et le deuxième message au mo-
dule de détermination :

le module de détermination étant configuré pour dé-
terminer que le premier noeud périphérique
est un noeud périphérique d’entrée qui reçoit le
paquet dans un réseau de migration SDN, et
que le deuxième noeud périphérique est un
noeud périphérique de sortie qui reçoit le paquet,
dans le réseau de migration SDN, et le mo-
dule de détermination envoyant un résultat de déter-
mination au module de calcul :

le module de calcul étant configuré pour recevoir
le résultat de détermination et pour générer,
semble les tables de flux correspondant respectivement aux noeuds, et le module
de calcul envoyant les entrées de table de flux
au module d’émission ; et
le module d’émission étant configuré pour rece-
voir les entrées de table de flux, et envoyer sé-
parément les entrées de table de flux aux
noeuds correspondants, un facteur de contrôle
de politique étant déterminé d’après une condi-
tion de contrainte figurant dans un paquet de
demande de service d’acheminement intelligent
émis par le dispositif côté utilisateur.

7. Contrôleur selon la revendication 6, le module de
détermination étant en outre configuré, lorsque le
paquet est le paquet de demande de service d’ache-
minement intelligent, pour déterminer, d’après une
succession de réception du premier message et du
deuxième message, que le premier noeud périphé-
rique est un noeud périphérique d’entrée, et que le
deuxième noeud périphérique est un noeud périphé-
rique de sortie.

8. Contrôleur selon la revendication 6, le premier mes-
sage comportant en outre des premières informa-
tions d’attributs d’interface d’une première interface,
du premier noeud périphérique, qui reçoit le paquet,
et les premières informations d’attributs d’interface
étant utilisées pour indiquer que le premier noeud
périphérique est un noeud d’entrée du paquet dans
le réseau de migration SDN ; le deuxième message
comportant en outre des deuxième informations
d’attributs d’interface d’une deuxième interface,
du deuxième noeud périphérique, qui reçoit le paquet,
et les deuxième informations d’attributs d’interface
étant utilisées pour indiquer que le deuxième noeud
périphérique est un noeud de sortie du paquet de
service dans le réseau de migration SDN ; et le mo-
dule de traitement étant en outre configuré pour dé-
terminer, d’après les premières informations d’attri-
buts d’interface et les deuxième informations d’at-
tributs d’interface qui sont reçues, que le premier
noeud périphérique est le noeud périphérique d’en-
trée, et que le deuxième noeud périphérique est le
noeud périphérique de sortie.

9. Contrôleur selon la revendication 8, le module d’émission étant en outre configuré, lorsque le pa-
quet est un paquet de service, pour envoi
sepa-
rément une première entrée de table de flux au pre-
mier noeud périphérique et au deuxième noeud pé-
riphérique, la première entrée de table de flux com-
portant une action, et l’action étant utilisée pour en-
voyer un message au contrôleur ; et la première en-
trée de table de flux étant générée par le contrôle-
d’après le paquet de demande de service d’achemi-
nement intelligent émis par le dispositif côté utilisate-
teur.

10. Contrôleur selon les revendications 6 à 9, le module
de réception étant en outre configuré pour recevoir
le facteur de contrôle de politique et les informations
caractéristiques qui sont émis par un serveur de po-
11. Contrôleur selon la revendication 10, les informations caractéristiques comportant un type sensible à l’application, et le contrôleur comportant en outre un module d’inspection approfondie de paquets, le module d’inspection approfondie de paquets étant configuré pour effectuer une inspection approfondie de paquets sur le paquet de façon à déterminer si le paquet est conforme au type sensible à l’application.

12. Contrôleur selon la revendication 6, la condition de contrainte figurant dans le paquet de demande de service d’acheminement intelligent étant un paramètre servant à un calcul de trajet de transfert de flux effectué sur un flux de données qui concorde avec les informations caractéristiques, et la condition de contrainte comportant au moins une des informations suivantes : une bande passante, une priorité de bande passante, une priorité de qualité de service QoS, un niveau de latence, un niveau d’encombrement, et un numéro d’identification de service à valeur ajoutée, le numéro d’identification de service à valeur ajoutée étant utilisé pour identifier un type de traitement de service à valeur ajoutée effectué sur le flux de données qui concorde avec les informations caractéristiques.

13. Système de transfert de flux, comportant une pluralité de dispositifs hybrides de transfert et un contrôleur, la pluralité de dispositifs hybrides de transfert étant reliée topologiquement pour former un réseau de migration SDN, des dispositifs hybrides de transfert situés sur une périphérie du réseau de migration SDN étant des noeuds périphériques, les noeuds périphériques étant configurés pour communiquer avec le contrôleur, et les noeuds périphériques comportant un premier noeud périphérique et un deuxième noeud périphérique :

   le premier noeud périphérique étant configuré pour recevoir un paquet de service émis par un dispositif côté utilisateur, et le premier noeud périphérique étant configuré pour localiser, dans une table de flux, une première entrée de table de flux correspondant à des informations caractéristiques figurant dans le paquet de service, la première entrée de table de flux comportant une action, et l’action étant utilisée pour envoyer un message au contrôleur ; et la première entrée de table de flux étant générée par le contrôleur d’après un paquet de demande de service d’acheminement intelligent émis par le dispositif côté utilisateur :

   le premier noeud périphérique étant configuré pour envoyer un premier message au contrôleur, le premier message comportant les informations caractéristiques, des informations d’identification du premier noeud périphérique, et des informations d’attributs d’interface d’une interface qui reçoit le paquet de service ; le contrôleur étant configuré pour recevoir le premier message émis par le premier noeud périphérique ; le deuxième noeud périphérique étant configuré pour recevoir le paquet de service qui est émis par le dispositif côté utilisateur et transféré par le premier noeud périphérique, et le deuxième noeud périphérique étant configuré pour localiser, dans la table de flux, la première entrée de table de flux correspondant aux informations caractéristiques dans le paquet de service, la première entrée de table de flux comportant l’action, et l’action étant utilisée pour envoyer un message au contrôleur ; le deuxième noeud périphérique étant configuré pour envoyer un deuxième message au contrôleur, le deuxième message comportant les informations caractéristiques, des informations d’identification du deuxième noeud périphérique, et les informations d’attributs d’interface de l’interface qui reçoit le paquet de service ; le contrôleur étant configuré pour recevoir le deuxième message émis par le deuxième noeud périphérique ; le contrôleur étant configuré pour déterminer que le premier noeud périphérique est un noeud périphérique d’entrée qui reçoit le paquet dans le réseau de migration SDN, et que le deuxième noeud périphérique est un noeud périphérique de sortie qui reçoit le paquet dans le réseau de migration SDN ; le contrôleur étant configuré pour calculer, d’après les informations d’identification du premier noeud périphérique, les informations d’identification du deuxième noeud périphérique, et un facteur de contrôle de politique, un trajet de transfert de flux le long duquel doit passer un flux de service d’acheminement intelligent correspondant aux informations caractéristiques ; le contrôleur étant configuré pour générer, pour tous les noeuds sur le trajet de transfert de flux, des deuxième entrées de table de flux correspondant respectivement aux noeuds, et pour envoyer séparément les deuxième entrées de table de flux aux noeuds correspondants, le facteur de contrôle de politique étant déterminé d’après une condition de contrainte figurant dans le paquet de demande de service d’acheminement intelligent émis par le dispositif côté utilisateur, et les noeuds comportant le premier noeud périphérique et le deuxième noeud périphérique ; le premier noeud périphérique et le deuxième noeud périphérique étant configurés pour rece-
voir les deuxièmes entrées de table de flux émises par le contrôleur, les deuxièmes entrées de table de flux satisfaisant la condition de contrainte figurant dans le paquet de demande de service d’acheminement intelligent; et le premier noeud périphérique et le deuxième noeud périphérique étant configurés pour traiter les paquets de service d’après les deuxièmes entrées de table de flux.

14. Système selon la revendication 13, les informations caractéristiques comportant un type sensible à l’application, et le contrôleur étant en outre configuré pour effectuer une inspection approfondie de paquets sur le paquet de façon à déterminer si le paquet est conforme au type sensible à l’application.

15. Système selon la revendication 13, la condition de contrainte figurant dans le paquet de demande de service d’acheminement intelligent étant un paramètre servant à un calcul de trajet de transfert de flux effectué sur un flux de données qui concorde avec les informations caractéristiques, et la condition de contrainte comportant au moins une des informations suivantes : une bande passante, une priorité de bande passante, une priorité de qualité de service QoS, un niveau de latence, un niveau d’encombrement, et un numéro d’identification de service à valeur ajoutée, le numéro d’identification de service à valeur ajoutée effectué sur le flux de données qui concorde avec les informations caractéristiques.
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FIG. 3
An edge node receives an intelligent routing service request packet sent by a user side device

If the edge node does not find, in a flow table, a corresponding matching flow table entry of characteristic information in the intelligent routing service request packet, the edge node sends a first message to a controller

The edge node receives a first flow table entry sent by the controller, where the first flow table entry is generated according to the first message and meets a constraint condition

The edge node processes, according to the first flow table entry, a packet sent by the user side device

FIG. 6

An edge node receives a service packet sent by a user side device

The edge node finds, in a flow table, a first flow table entry corresponding to characteristic information in the service packet

The edge node sends a first message to a controller

The edge node receives a second flow table entry sent by the controller

The edge node processes the service packet according to the second flow table entry

FIG. 7
A controller receives a first message sent by a first edge node  

The controller receives a second message sent by a second edge node  

The controller determines an ingress edge-node and an egress edge-node  

The controller computes, according to identification information of the first edge node, identification information of the second edge node, and a policy control factor, a flow forwarding path along which an intelligent routing service flow corresponding to characteristic information needs to pass  

The controller generates, for all nodes that pass along the flow forwarding path, flow table entries respectively corresponding to the nodes, and sends the flow table entries separately to the corresponding nodes  

FIG. 8  

First receiving module | Searching and receiving module | Second receiving module | Processing module  
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