METHOD AND SYSTEM FOR DATA SYNCHRONIZATION, AND APPARATUS THEREOF

Embodiments of the present disclosure disclose a data synchronization method, system and apparatuses thereof. The data synchronization method includes the following processes: sending, by a client, a data characteristic verification message carrying one or multiple data characteristics for data in a client database, to a server; comparing, by the server, the one or multiple data characteristics carried in the data characteristic verification message with the data characteristics for the data in a server database; determining, by the server, the data to be synchronized based on a result of the comparing and sending the client a data characteristic verification response carrying information indicating the determined data to be synchronized; and determining, by the client, the data to be synchronized according to the information in the data characteristic verification response, and synchronizing the determined data to be synchronized with the server. The method, system and apparatus thereof provided by the embodiments of the present disclosure can reduce the amount of data to be transmitted in data synchronization and improve the efficiency of data synchronization.
Description

Field of the Invention

[0001] The present invention relates to data processing technologies in networks, and particularly, to method and system for data synchronization, and apparatus thereof.

Background of the Invention

[0002] In February, 2000, SyncML initiative was created to synchronize personal information or corporation data between multiple platforms and networks. The objective of creating the SyncML initiative was to make a user, a device manufacturer, a basic component developer, a data provider, an application developer and a service provider cooperate with each other, and enable network data to be accessed by any client anywhere at any moment.

[0003] A typical application of the SyncML initiative is the data synchronization between a mobile device and a network service device. Besides the above-mentioned application, the SyncML initiative is applicable to the data synchronization between two equivalent devices, such as two computers. The data synchronization of a client and a server includes the following processes. After a negotiation of device information at an initialization phase of the synchronization, the client sends the data changed by the client to the server for storing, and the server sends the data changed by the server to the client for storing, so as to guarantee the data synchronization between the client and the server.

[0004] At present, there are mainly several sync types shown in Table 1.

<table>
<thead>
<tr>
<th>Type of synchronization</th>
<th>Description information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-way sync</td>
<td>A normal sync type in which the client and the server exchange information about modified data in these devices, and information about data not being modified is not exchanged in these devices. The client sends the modifications first.</td>
</tr>
<tr>
<td>Slow sync</td>
<td>A special form of two-way sync in which all items are compared with each other on a field-by-field basis. In practice, this means that the client sends all its data from a datastore to the server and the server does the sync analysis (field-by-field) for the data received from the client and the data stored in the server itself.</td>
</tr>
<tr>
<td>One-way sync from client only</td>
<td>A sync type in which the client sends modifications of the client to the server but the server does not send modifications of the server back to the client.</td>
</tr>
<tr>
<td>Refresh sync from client only</td>
<td>This type of sync is a one-side sync in which the client sends all its data from a datastore to the server; and the server replaces all data corresponding to the client in the server with the data sent by the client.</td>
</tr>
<tr>
<td>One-way sync from server only</td>
<td>A sync type in which the client gets all modifications from the server but the client does not send its modifications to the server.</td>
</tr>
<tr>
<td>Refresh sync from server only</td>
<td>This type of sync is similar to the type of Refresh sync from client only, and in this type of sync the server sends a client all data corresponding to the client and stored in the server, the client replaces all data in the client with the data sent by the server, that is the data in the client is same as the data corresponding to the client and stored in the server.</td>
</tr>
<tr>
<td>Server Alerted sync</td>
<td>A sync alert type, which provides the means for a server to alert the client to perform synchronization. When the server alerts the client, it also tells the client which type of synchronization to initiate, and type of the following synchronization may be one of the above mentioned types of synchronization.</td>
</tr>
</tbody>
</table>

[0005] How to perform data synchronization is hereinafter described by taking the two-way sync as example. Other sync types are special cases of the two-way sync. For example, the slow sync is the two-way sync in which both client and server can send out all the data of the user; one-way sync is the two-way sync in which the data of the user is sent in one way; refresh sync is the slow sync in which the data of the user is sent in one way.

[0006] Two-way data sync between a server and a client includes the following steps.

[0007] In step 1, a client sends a synchronization initialization package to a server.

[0008] In step 2, the server sends the synchronization initialization package to the client.
In step 1 and step 2, a synchronization initialization is performed. The synchronization initialization includes the following processes: authentication, synchronization data negotiation, device information negotiation, etc. The device information negotiation determines what data format can be synchronized, and which synchronization types are supported.

In step 3, the client sends synchronization data to the server.

In step 4, the server sends synchronization data to the client.

In step 3 and step 4, the client sends changed data to the server based on change state of the data. And the change state of the data may be Add, Update, Delete, Move, etc. The server modifies the data stored in the server according to the data received from the client, so that the server fulfills the data synchronization. And the server also sends the changed data to the client based on the change state of data stored in the server, and the client modifies the data stored in the client according to the data received from the server, so that the client fulfills the data synchronization.

In step 5, after receiving the synchronization data, the client sends a synchronization acknowledgement message to the server.

In step 6, after receiving the synchronization data, the server sends synchronization acknowledgement message to the client.

The message package may be used in the above-mentioned steps. And an interaction with the same function between the client and the server should be performed several times by exchanging several messages within one message package, before the interaction is completed. Two message packages, i.e. one sending package and one receiving package, may be used to express the interaction.

The system for data synchronization includes the client and the server which interact with each other to exchange data. And a mapping table is set up to record mapping relations between GUID and LUID for the same data item.

The interaction between the client and the server can result in a change of data item status of the data in the client database or the server database. The client and the server can determine what kind of data synchronization instruction or / and data synchronization message may be received according to the changes of data item status of the data in the client database and server database respectively.

The data synchronization instruction or / and data synchronization message sent from the client to the server include: \texttt{<Add>}, which indicates that the client sends new data item and LUID thereof to the server, then the server adds the data item sent from the client into the server database, and creates a GUID for the data item sent from the client and stores a mapping relation between the LUID and GUID of the data item sent from the client; \texttt{<Update>}, which indicates that the client sends updated data item and LUID thereof to the server, then the server finds out a corresponding GUID of the LUID according to a mapping relation stored, updates the data corresponding to the GUID and stores the updated data; \texttt{<Delete>}, which indicates that the client sends LUID for the data item to be deleted to the server, then the server finds out a corresponding GUID of the LUID according to a mapping relation stored, deletes the data item corresponding to the GUID and removes the mapping relation between the LUID and GUID from a mapping table; \texttt{<Move>}, which indicates that the client sends an original LUID and a destination LUID of the data item to be moved to the server, then the server finds out an original GUID corresponding to the original LUID and a destination GUID corresponding to the destination LUID, and moves the data corresponding to the original GUID to the data item corresponding to the destination GUID.

The data synchronization instruction or / and data synchronization message sent from the server to the client include: \texttt{<Add>}, which indicates that the server sends new data item and GUID thereof to the client, then the client adds the data item sent from the server into the client database, and creates a LUID for the data item sent from the client and returns a newly-created LUID to the server; \texttt{<Update>}, which indicates that the server sends updated data item and
LUID thereof to the client, then the client updates the data item corresponding to the LUID, and stores the updated data;
<Delete>, which indicates that the server sends LUID for the data item to be deleted to the client, and removes a mapping
relation of the LUID and the GUID from a mapping table, then the client deletes the data item corresponding to the LUID;
and <Move>, which indicates that the server sends an original LUID of the data item and a destination LUID of the data
item to be moved to the client, then the client moves data corresponding to the original LUID to the data item corresponding
to the destination LUID.

At present, anchors may be used for indicating the latest successful data synchronization session between a
client and a server. Anchors may be used in the server database or client database, i.e., when the data synchronization
is completed between the client and the server, the same anchor may be created in the client database and the server
database. When another data synchronization is initiated later, the client or the server shall first check whether the
anchor in the client database is identical with the anchor in the server database. And if the anchor in the client database
is identical with the anchor in the server database, normal data synchronization will be performed; otherwise a slow sync
or a refresh sync will be initiated.

The process of updating the anchor between the client and the server includes the following steps:

Step 1: A client sends a synchronization data package to a server, and the synchronization data package carries
synchronization data, last anchor for the last synchronization session, and next anchor for the present synchronization
session.

Step 2: Upon receiving the synchronization data package, the server compares the last anchor sent from client with
the last anchor in the server database, if the received last anchor is identical with the last anchor stored in the server
database, the server synchronizes data of the server with the synchronization data carried by the synchronization
data package, updates the anchor in the server database in accordance with the anchor carried by the synchronization
data package for the present synchronization session, and returns a synchronization data package carrying the
synchronization data to the client. The synchronization data includes the data identified as modified in the server
database; if the last anchor in the package is different from the anchor in the server database, the server initiates
slow sync or a refresh sync.

When there is slow sync between the client and the server, the client has to send all data in the client database
to the server, and the server shall compare every data item of the client database with corresponding data item in the
server database. At present, the slow sync may be initiated due to the following reasons. The first reason is that the
LUIDs in the client database are out of order or lost, the re-use of LUID by the client or the re-creation of LUID would
make the LUIDs out of order, thus the LUID-GUID mapping table in the server becomes useless, and the client and the
server are unable to determine how data items in databases correspond to each other. The second reason is that the
Change Log in the client database is lost, so it becomes impossible to tell which data item has been synchronized and
which data item still needs to be synchronized. The third reason is that the anchors of the client and the server are
different from each other, even when the client initiates a fast synchronization, the server would still find that the anchors
of the client and the server are different from each other, thus the client and the server would not know whether the data
of the server and the client are synchronized, then a slow sync has to be initiated.

For the first or second reason described above, the client may be initiate a slow sync on its own initiative; and
for the third reason, the client initiates a slow sync on its own initiative, or the server requests the client to initiate the
slow sync.

The slow sync between the client and the server has the following disadvantages.

1) The client has to send all the data in the client database to the server, a majority of the data might have been
synchronized, therefore a mass of data will be transmitted and the time for data synchronization will be very long.

2) The server has to compare each received data item, which takes a long period of processing time.

3) It is unreasonable to adopt the anchor technique in data synchronization. In a network requiring data synchro-
nization, a slow sync is very common. When network is disconnected during data synchronization, client is cancelled
by a user, or the client is reset by the user, the anchors in the server and the client will be inconsistent with each
other, which results in a slow sync. In practical applications, the anchors in the server and the client are inconsistent
with each other, which does not mean that data in the client database and data in the server database are different
completely. For example, if the client and the server need to synchronize one hundred data items, and network fails
when the 50th data item is synchronized, so the first fifty data items are synchronized already and do not need to
be transmitted in the following synchronization process. But the first fifty data items will be sent out in the following
synchronization since the anchors in the client and the server are inconsistent with each other. Therefore, the slow
Summary of the Invention

[0030] The present disclosure provides a data synchronization method to decrease data transmission quantity and increase data synchronization efficiency.

[0031] The present disclosure also provides a data synchronization system to decrease data transmission quantity and increase data synchronization efficiency.

[0032] And the present disclosure also provides a data synchronization apparatus to decrease data transmission quantity and increase data synchronization efficiency.

[0033] The data synchronization method includes the following processes: sending, by a client, a data characteristic verification message carrying data characteristics of a data item in a client database, to a server, wherein the data characteristics uniquely identify data contents of the data item; comparing, by the server, the data characteristics carried in the data characteristic verification message with data characteristics which were received from the client and stored in a server database; determining, by the server, the data item is to be synchronized based on a result of the comparing, and sending the client a data characteristic verification response carrying information indicating the determined data item to be synchronized; and receiving, by the server, the data item to be synchronized and updating the data in the server database according to the received data item.

[0034] A data synchronization server, includes a database for the server, a synchronization module, a data characteristic information processing module connected to the synchronization module, and a data processing module connected to the synchronization module and the database for the server; where

- the data characteristic information processing module is configured to send data characteristics received for a data item from a client to the synchronization module; and
- the synchronization module is configured to compare data characteristics which were received from the client and stored in the database for the server with the data characteristics received from the data characteristic information processing module, determine the data item is to be synchronized based on a result of the comparing, send information of the data item to be synchronized to the client, receive the data synchronization message carrying a data item to be synchronized from the client, and forward the data synchronization message to the data processing module; or the synchronization module is configured to send the data characteristic set up by the data characteristic information processing module to the client, receive information of a data item to be synchronized from the client, and send a data synchronization message carrying the data item to be synchronized to the client according to the information of the data item to be synchronized, so that the client synchronizes the data on the client;
- the data processing module is configured to send a data item in the database to the synchronization module, or receive a data synchronization message from the synchronization module, and modify or add a data item in the database based on the synchronization data in the data synchronization message.

[0035] According to the above-mentioned method, system and apparatus, data characteristic information for the data stored in the client database and in the server database is set up respectively. To be specific, the data characteristic of the data in the client database is set up by the client by computing, and the data characteristic of the data in the server database is set up by the server by computing or received by the server from the client and stored by the server. When the client and the server synchronize data thereof, the client sends to the server the data characteristic set up for the data in the client database. The server verifies the data characteristic of corresponding data stored in the server database based on the received data characteristic, and sends to the client the information about the data failing to pass verification. The client begins to synchronize the data failing to pass verification according to the information received from the server. The length of the data characteristic information is short comparatively, therefore the data to be transmitted by the client sending the data characteristic information to the server for verification, are much less than the data transmitted by the client having to send all the data in the client database to the server. Even the quantity of the data characteristic information and the data to be synchronized after the verification, i.e., the data failing to the pass the verification, is less than the quantity of all data in the client database. Hence the system, method and apparatus provided by the present disclosure reduce the quantity of data to be transmitted in the data synchronization process, store the network bandwidth and improve the data synchronization efficiency.
Brief Description of the Drawings

[0036]

Figure 1 is a schematic illustrating how data are stored in the client database of the prior art.

Figure 2 is a schematic illustrating how data are stored in the server database of the prior art.

Figure 3 is a flow chart of the data synchronization in an embodiment of the present disclosure.

Figure 4 is a flow chart of negotiating to adopt one-party computation smart sync in an embodiment of the present disclosure.

Figure 5 is a flow chart of the data fingerprint comparison performed by the server in Approach A in the first situation shown in Table 4 in an embodiment of the present disclosure.

Figure 6 is a flow chart of the data fingerprint comparison performed by the server in Approach B in the first situation shown in Table 4 in an embodiment of the present disclosure.

Figure 7 is a flow chart illustrating the process of determining by the server the data items to be synchronized in the second situation shown in Table 4 in an embodiment of the present disclosure.

Figure 8a is a schematic illustrating initial status of the data items in the client database and the server database in an embodiment of the present disclosure.

Figure 8b is a schematic illustrating modification status of the data items in the client database and the server database in the embodiment of the present disclosure.

Figure 8c is a schematic illustrating modification status of the data items in the client database and the server database when Change Logs of the data items in the client database are lost in the embodiment of the present disclosure.

Figure 8d is a schematic illustrating modification status of the data items in the client database and the server database after the data synchronization in the embodiment of the present disclosure.

Figure 9a is a schematic illustrating modification status of the data items in the client database and the server database in an embodiment of the present disclosure.

Figure 9b is a schematic illustrating modification status of the data items in the client database and the server database after the data synchronization in the embodiment of the present disclosure.

Figure 10a is a schematic illustrating initial status of the data items in the client database and the server database in an embodiment of the present disclosure.

Figure 10b is a schematic illustrating modification status of the data items in the client database and the server database in the embodiment of the present disclosure.

Figure 10c is a schematic illustrating modification status of the data items in the client database and the server database when Change Logs of the data items in the client database are lost in the embodiment of the present disclosure.

Figure 11a is a schematic illustrating modification status of the data items in the client database and the server database in an embodiment of the present disclosure.

Figure 12 is a flow chart of the one-party computation smart sync in an embodiment of the present disclosure.

Figure 13 is a flow chart of negotiating to adopt two-party computation data synchronization in an embodiment of the present disclosure.
Detailed Description of the Invention

The present disclosure is further described hereinafter in detail with reference to accompanying drawings as well as embodiments, so as to make the objective, technical solution and merits thereof more apparent.

In data synchronization process between a client and a server, the term “obsolete data” indicates the data stored in the client database, and being identical with data stored in the server database at present. The obsolete data includes: data unchanged by the client and the server, data synchronized by the client and the server, and the same data item modified separately by both the client and the server in the database thereof.

In data synchronization process, particularly in slow sync, the client and the server need to exchange data in the client database and the server database without transmitting identical obsolete data to each other. An optimized sync type, i.e., smart sync, is put forward in embodiments of the present disclosure. The smart sync includes the following processes. Data characteristic information is set up for all data in the client database and the server database. The data characteristic information is verified, i.e., comparing the data characteristic information of the data in the client database with the data characteristic information of the data in the server database, distinguishing the data to be synchronized from the obsolete data. Only the data to be synchronized is transmitted in the following synchronization process, which prevents transmission of the obsolete data, reduces the quantity of the data to be transmitted, and improves data synchronization efficiency.

In embodiments of the present disclosure, the data characteristic information includes: data fingerprints which are unique identifications identifying data contents precisely, i.e., different data has different data fingerprints and identical data has identical data fingerprints. The embodiments employ Digest algorithms, e.g., the Message Digest Algorithm 5 (MD5) and Secure Hash Algorithm (SHA), or cyclic redundancy check algorithm, e.g., the Cyclic Redundancy Check (CRC) algorithm, or normal hash algorithm, e.g., HASH algorithm, or timestamp algorithm, e.g., timestamp for setup or timestamp for modification.

Data fingerprints are used as the data characteristic information in the description of the embodiments herein.

In an embodiment of the present disclosure, data fingerprints are set up for the data in the database client database and the server database respectively. The setting up data fingerprint includes the following processes. A short character string is generated based on a preset data fingerprint algorithm or a data fingerprint algorithm negotiated by the client and the server. The character string features short length and uniqueness, i.e., the character string has less than twenty bytes generally and different character strings are generated according to different data. Because length of the data fingerprints is short comparatively, the data to be transmitted by the client sending the data fingerprints to the server.
server for verification is much less than the data transmitted by the client when all data in the client database has to be sent to the server. Even the quantity of the data characterized information and the data to be synchronized after the verification, i.e., the data failing to pass the verification, is less than the quantity of all data in the client database.

[0043] In this embodiment, the data fingerprints in the client database and the server database are set up in advance. And the data fingerprints corresponding to data with LUIDs are stored in the database. Alternatively, the data fingerprints can be set up dynamically in data fingerprint verification stage of the client and the server, i.e., dynamically setting up the data with LUIDs. This is a two-party computation smart sync.

[0044] In embodiments of the present disclosure, alternatively the client sends the generated data fingerprint of the data to the server. And the server stores the data fingerprints of the data. Usually, data item means the whole data, including identifier, actual data, attributes etc. In this invention, this is not strictly differentiated, and data can be understood as data item. In the present disclosure, the data includes data items, files and directories. The data items are taken as the example for the detailed description of the embodiments of the present disclosure. Hence the server does not need to compute the data fingerprints, and compares the received data fingerprints with the data fingerprints stored on the server. In the above case, the client may generate the data fingerprints in the following conditions: 1) at the beginning of the data synchronization, the client generates the data fingerprints of the data items in the client database, hence the client does not need to store the data fingerprints of the data items; 2) the client database stores the data fingerprints of the data items and, upon a modification of the data item the client generates a new data fingerprint for the modified data item and updates the data fingerprints. The data synchronization in the above case is named one-party computation smart sync.

[0045] Figure 3 is a flow chart of the data synchronization in the embodiment of the present disclosure, including the following processes.

Initial stage of data synchronization:

[0046] According to the processes in block 300, a client and a server enter an initial stage of data synchronization.

[0047] In this embodiment, the sync type negotiation can be negotiated in the initial stage of data synchronization, i.e., it is negotiated whether the smart sync or other sync types should be employed. In this embodiment it is supposed to employ the smart sync.

[0048] In the above processes of negotiating the data synchronization, it is further negotiated whether the one-party computation smart sync or the two-party computation smart sync should be employed.

[0049] In this embodiment, when it has been determined that the smart sync should be employed, the client and the server further determine a data fingerprint algorithm in the initial stage of the data synchronization. The client and the server can set up data fingerprints for the data in the client database and the server database according to the determined data fingerprint algorithm. The initial stage of the data synchronization in the prior art may also be adopted in the embodiment.

[0050] In this embodiment, when it is determined to employ one-party computation smart sync, the process of determining the data fingerprint algorithm can be omitted in the initial stage of the data synchronization.

Data fingerprint verification stage:

[0051] According to the processes in block 301, the client sends a data fingerprint verification message to the server, and the data fingerprint verification message carries the data fingerprints of the data items of the client database.

[0052] According to the processes in block 302, the server compares one or multiple piece of data characteristic information carried in the data fingerprint verification message with the data characteristic information of the data items in the server database. And the server determines a status of the data in the client according to a result of the comparison, e.g., the server determines whether the data in the client are modified or whether a new data has been added. The server also determines the status of the data on the server according to the result of the comparison, e.g., the server determines whether the data in the server are modified or whether a new data has been added. Then the server determines the data to be synchronized based on the sync type determined in the initial stage of the data synchronization and the result of the comparison, and sends a data characteristic information verification response to the client, the data characteristic information verification response carries identification information of the data to be synchronized.

[0053] The identification information of the data to be synchronized may be LUID of the data items to be synchronized, or the data fingerprints of the data items to be synchronized, or status codes corresponding to the data fingerprints of the data items to be synchronized.

[0054] When the identification information of the data to be synchronized is the LUID, the data item corresponding to the LUID in the client database are regarded as the data to be synchronized in this embodiment. When the identification information of the data to be synchronized is the data fingerprint, the data item corresponding to the data fingerprint in the client database is regarded as the data to be synchronized in this embodiment.
of the data to be synchronized is the status code, the client determines whether the corresponding data item needs to be synchronized according to the status code in the client database, because the status code usually corresponds to LUID, the data item with the corresponding LUID in the client database is regarded as the data to be synchronized.

Data synchronization stage:

According to the processes in block 303, the client determines the data to be synchronized according to information in the data characteristic information verification response, and sends the data to be synchronized to the server, so that the server can update the data in the server database.

According to the processes in block 304, the server returns a data synchronization completing response to the client, and the data synchronization completing response carries the data based on which the client shall synchronize the data in the client database.

According to the processes in block 305, the client synchronizes the data in the client database with the data carried in the data synchronization completing response from the server.

Completing stage of data synchronization:

According to processes in block 306, the client sends a data synchronization completing confirmation message to the server, the data synchronization completing confirmation message carries status information of the synchronization, e.g., Anchor or data fingerprints of the data in the client database.

According to processes in block 307, the server stores the status information of the synchronization upon receiving the data synchronization completing confirmation message, and sends a data synchronization completing confirmation response to the client to finish the data synchronization. Alternatively the server compares the received status information of the synchronization with status information of the synchronization in the server database, if the received status information of the synchronization is not identical with the status information of the synchronization in the server database, the processes in block 302 and the follow-up processes will be performed (not show in Figure 3); otherwise the server returns a data synchronization completing confirmation response to the client to finish the data synchronization (not show in Figure 3).

In this embodiment of the present disclosure, the data synchronization may be performed between the client and the server without the processes in block 306 and block 307.

Several ways can be taken in this embodiment to ensure that the same data items have the same data fingerprints in both the client database and the server database. The first way is the one-party computation smart sync, in which the client makes a computation to generate data fingerprints of the data items in the client database and sends the data fingerprints generated to the server; and the server stores the received data fingerprints in corresponding data items in the server database. The second way is the two-party computation smart sync, in which the client and the server both make a computation according to the same data fingerprint algorithm to generate data fingerprints of the data items in the client database and server database respectively. The above-mentioned two sync types are described in detail hereafter.

One-party computation smart sync:

For some type of data, its data fingerprints should be computed by the client and stored in the server for the following reasons: the client and the server may store the same data item with different field orders, different coding patterns and storing formats, which results in different data fingerprints generated by the client and the server respectively for the same data item, and further results in a data fingerprint verification failure in the data synchronization. For example, a phone number +86-755-28974150 in a vCard may be stored as 86-755-28974150 in the client; or, time values 06/04/05 and 06-04-05 indicating the same date, will generate different data fingerprints because the above values are in different storing formats.

In the above case, the client sends the data fingerprints corresponding to the data items to the server through a synchronization message, e.g., Add, Replace, Copy or Move, and the server stores the data fingerprints in the server database in corresponding data items.

In order to implement the one-party computation smart sync, the client and the server have to negotiate the sync type in advance, e.g., in the initial stage or another stage of the data synchronization.

Figure 4 is a flow chart of negotiating to adopt one-party computation smart sync in embodiment of the present disclosure, and the flow chart includes the following processes.

According to processes in block 400, a client determines a sync type to be initiated according to status of data in the client database, reports status information of the last data synchronization and the sync type to be initiated this time to a server.
According to processes in block 401, the server determines whether the received sync type will be accepted according to the received status information of the last data synchronization in the client database, and sends the determined sync type to the client.

According to processes in block 402, the client determines whether the received sync type is one-party computation smart sync, and if yes, the processes in block 403 are performed; otherwise the processes in block 404 are performed.

According to processes in block 403, the client determines to adopt the one-party computation smart sync this time.

According to processes in block 404, the client initiates a data synchronization determined in a negotiation, or the client restarts a negotiation process.

In this embodiment of the present disclosure, user may choose any sync type and notify the client to adopt the sync type chosen by the user. The client will check status of data in the client database before the client determines whether to initiate the sync type chosen by the user, or initiate a data synchronization in which the client database can be put back into order (e.g., an one-party computation smart sync or a slow sync).

According to processes in block 403, the client determines whether the received sync type is one-party computation smart sync, and if yes, the processes in block 404 are performed; otherwise the processes in block 405 are performed.

When the client detects that the data fingerprint generation method in the client database has been changed, i.e., algorithm or method used for generating data fingerprints has been changed, the client will initiate a slow sync, no matter what sync type the client requests. When the client detects that the data fingerprint generation method remains unchanged, the client further checks the status of the client database to determine that the one-party computation smart sync should be initiated, or to determine that a sync type requested by the client should be initiated.

When the client detects that the data fingerprint generation method remains unchanged, but the LUIDs in the client database are out of order or/and re-generated, or/and the modification status information of the data in the client database is lost.

When the client detects that the mapping table in the client database is lost, or/and the modification status information in the client database is lost, the server may request, through a response message, the client to initiate the slow sync.

When the server detects that no mapping table in the server database is lost, no stored data fingerprint is lost and the data fingerprint generation method remains unchanged, the server will further check whether the last data synchronization fails according to the received status information of the last data synchronization in the client database; if yes, the server may request, through a response message, the client to initiate the one-party computation smart sync.

If the server detects that the mapping table in the server database is lost, or/and the modification status information in the server database is also lost, the server may request, through a response message, the client to initiate the slow sync.

When the server detects that the data fingerprint generation method has been changed, the server may request, through a response message, the client to initiate the slow sync.

The sync type determined by the client and the sync type determined by the server are shown in Tables 2 and 3.

<table>
<thead>
<tr>
<th>Data fingerprint generation method has been changed</th>
<th>LUIDs are out of order or/and regenerated</th>
<th>Change Log lost</th>
<th>Sync type</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>One-party computation smart sync 1</td>
</tr>
<tr>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>One-party computation smart sync 2</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>One-party computation smart sync 1</td>
</tr>
<tr>
<td>Yes</td>
<td>/</td>
<td>/</td>
<td>Slow sync</td>
</tr>
</tbody>
</table>
The server may determine whether the last data synchronization failed according to the status information of the last data synchronization in the following two ways.

**[0081]** In the first way, the status information of the last data synchronization from the client is the Anchor of the client database.

**[0082]** Therefore the process of determining by the server whether the last data synchronization failed includes the following processes. The server compares the Anchor sent from the client this time with the Anchor stored in the server database, and the above mentioned Anchor stored in the server database was sent from the client in the last data synchronization process. If the Anchor from the client this time is identical with the Anchor stored in the server database, the server determines that the last data synchronization was successful; otherwise, the server determines that the last data synchronization was failed.

**[0083]** In the second way, the status information of the last data synchronization from the client is data characteristic information generated for the client database according to a predetermined data characteristic information algorithm.

**[0084]** Therefore the process of determining by the server whether the last data synchronization was failed includes the following processes. The server compares the data characteristic information of the client database from the client this time with the data characteristic information of the client database in the server database, and the above mentioned data characteristic information of the client database in the server database was sent from the client in the last data synchronization process. If the data characteristic information of the client database from the client this time is identical with the data characteristic information of the client database in the server database, the server determines that the last data synchronization succeeded; otherwise, the server determines that the last data synchronization failed.

**[0085]** In the second way, the process of generating the data characteristic information for the client database according to the predetermined data characteristic information algorithm further includes the following processes. The client makes a computation to generate the data characteristic information for the client database according to the predetermined data characteristic information algorithm with the data characteristic information of all directories in the client database and/or LUIDs of all data in the directory as inputted elements. Alternatively, the client makes a computation to generate the data characteristic information for the client database according to the predetermined data characteristic information algorithm with the data characteristic information of all directories in the client database, and/or the data characteristic information of the data in the directory as the inputted elements. Alternatively, the client makes a computation to generate the data characteristic information for the client database according to the predetermined data characteristic information algorithm with the data characteristic information and/or corresponding LUIDs of all data in the client database as the inputted elements.

**[0086]** The client and the server in this embodiment also can make an appointment in advance to initiate the one-party computation smart sync to synchronize all data, data of all types, data of certain type(s) or data within certain value threshold(s) in the client database and server database.

**[0087]** The embodiment of the present disclosure mainly deals with the malfunctions in the client during the data synchronization process. And the malfunctions in the server can be handled in the same way used for handling malfunctions in the client. The malfunctions in the client mainly include the following two problems.

1) LUIDs are out of order or/and re-generated.
In such case, the LUIDs of the data in the server database are invalidated, causing the data items in the client
database and the server database only correspond to each other according to the data fingerprints.
The case of the mapping table in the server database being lost is similar to the above-mentioned problem one.
2) The Change Log is lost, i.e., data modification status information is lost, and the case of Anchor in the client
database being conflicting with that in the server database is similar to the above-mentioned problem two.

[0088] Due to the problem two, it is impossible to get the data item status in the client database and in the server
database, for example, whether the data is synchronized or not, whether the data is modified or not.
[0089] The loss of Change Log in the server database brings up the same problem as the loss of Change Log in the
client database. The case of the server detecting that the last data synchronization failed, and all other status information
having normal value, equals the case of the loss of the Change log in the client database.
[0090] The possible status of the data in the client database according to the above-mentioned analysis is shown in
Table 4:

<table>
<thead>
<tr>
<th>Situation</th>
<th>LUIDs are out of order or / and regenerated</th>
<th>Change Log is lost</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No</td>
<td>Yes</td>
<td>Abnormal</td>
</tr>
<tr>
<td>2</td>
<td>Yes</td>
<td>No</td>
<td>Abnormal</td>
</tr>
<tr>
<td>3</td>
<td>Yes</td>
<td>Yes</td>
<td>Abnormal</td>
</tr>
<tr>
<td>4</td>
<td>No</td>
<td>No</td>
<td>Normal</td>
</tr>
</tbody>
</table>

[0091] The first situation shown in Table 4 is that the LUIDs are in normal status while the Change Log is lost. In such
situation, the corresponding relations between the data items in the client database and the data items in the server
database are not lost, however the client is unable to determine whether the data items are modified and unable to
determine what modification has been made to the data items. In such situation, the corresponding relations between
data items can be obtained according to the LUIDs sent from the client. The server, upon receiving the LUID-fingerprint
mapping from the client, compares the received data fingerprints with the data fingerprints of the data items with the
same LUIDs in the server database, and determines whether the corresponding data items in the server database should
be synchronized.
[0092] The second situation in Table 4 is that the LUIDs are invalidated while the Change Log remains intact. In such
situation, the corresponding relations between the data items in the client database and the data items in the server database
are lost, but the client is able to determine whether the data items are modified, and determine what modification is made
to the data items. The data fingerprints of the modified data items in the client database need not to be sent to the server,
because no matching data fingerprints will be found in the server database. So the client may reduce the data fingerprints
to be sent in the data fingerprint verification stage, and the server accordingly reduces the data fingerprints to be compared.
[0093] The third situation in Table 4 is that the LUIDs are invalidated while the Change Log is lost. In such situation,
the corresponding relations between the data items in the client database and the data items in the server database are
lost, and the client is unable to determine whether the data items are modified and to determine what modification is
made to the data items. The optimized procedures in the above-mentioned situations cannot be applied to the third
situation, and the client has to send the data fingerprints of all data to be synchronized.
[0094] In order to simplify the processes, the second and the third situations in Table 4 can be combined into one
situation, and the procedure for handling the third situation is also used for handling the second situation.
[0095] In the fourth situation in Table 4, the client works properly and the client may initiate the smart sync or other
types of synchronization.
[0096] To sum up, in the embodiment of the present disclosure, ordered LUIDs can be used to simplify the data
fingerprint comparison processes, and the Change Log can be used to reduce the data fingerprints to be transmitted.
[0097] The data synchronization processes are further described with reference to the above-mentioned first and
second situations shown in Table 4.
[0098] In the first situation shown in Table 4, the data synchronization processes in the embodiment include the
following steps.
[0099] Step 1: A client, after a negotiation with a server, determines to employ one-party computation data synchro-
nization in the first situation shown in Table 4.
[0100] Step 2: The client sends LUID-fingerprints of all data in the client database to the server.
[0101] Step 3: Upon receiving the LUID-fingerprints, the server determines the data items corresponding to the LUIDs
according to the LUID-GUID mapping relations and the GUID-fingerprint mapping relations stored in the server, compares
the data fingerprints of corresponding data items in the server database with the data fingerprints from the client, and determines the data items to be synchronized.

[0102] Step 4: The server returns the LUIDs of the data items to be synchronized to the client.

[0103] There are two approaches to perform the foregoing steps: Approach A) the server modifies a data item in the server database and removes the original data fingerprint of the data item; Approach B) the server modifies a data item in the server database, inserts an identification bit for the original data fingerprint of the data item, stores original data fingerprints for comparison in the following processes, and the identification bit indicates that the data fingerprint is modified or invalidated.

[0104] Figure 5 is a flow chart of the data fingerprint comparison performed by the server in Approach A in the first situation shown in Table 4 in the embodiment, and the flow includes the following processes.

[0105] According to processes in block 500, the server chooses a LUID-fingerprint from all LUID-fingerprints from the client.

[0106] According to processes in block 501, the server determines whether the server database includes a GUID corresponding to the chosen LUID, and if yes, processes in block 502 are performed; otherwise, the server determines that the LUID corresponds to a new data item in the client database and processes in block 504 are performed.

[0107] According to processes in block 502, the server checks whether the data item corresponding to the chosen LUID-GUID in the server database has a data fingerprint; if yes, processes in block 503 are performed; otherwise, processes in block 506 are performed.

[0108] According to processes in block 503, the server determines whether the data fingerprint from the client and corresponding to the chosen LUID is identical with the data fingerprint of the data item corresponding to the chosen LUID-GUID in the server database; if yes, the server determines that the corresponding data items in the client database and the server database are identical and are unchanged, processes in block 504 are performed; otherwise, processes in block 505 are performed.

[0109] According to processes in block 504, the server chooses another LUID-fingerprint for a next round of comparison, until all LUID-fingerprints from the client have been verified, and then processes in block 507 are performed.

[0110] According to processes in block 505, corresponding data items in the client database have been modified, and the corresponding data item in the server database is unchanged, processes in block 504 are performed.

[0111] According to processes in block 506, corresponding data items in the server database have been modified, and it is unknown whether the corresponding data item in the client database is modified; the server shall move to conflict detection and resolution; processes in block 504 are performed.

[0112] According to processes in block 507, for the data items in the server database that correspond to no LUID-fingerprints from the client, the server checks whether the server database includes corresponding LUIDs of the data items; if yes, processes in block 508 are performed, otherwise, processes in block 509 are performed.

[0113] According to processes in block 508, the server determines that the data items are deleted on the client, and the comparison process terminates.

[0114] According to processes in block 509, the server determines that the data items are new items in the server database, and the comparison process terminates.

[0115] The results of the comparison process in Figure 5 are shown in Table 5.

<table>
<thead>
<tr>
<th>Situation</th>
<th>Mapping</th>
<th>Data fingerprint comparison</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block 503</td>
<td>LUID mapping object found</td>
<td>Identical data fingerprints</td>
<td>Corresponding data items are unchanged on the client and on the server</td>
</tr>
<tr>
<td>Block 505</td>
<td>LUID mapping object found</td>
<td>Different data fingerprints, and the server database includes corresponding data fingerprint</td>
<td>The corresponding data item is modified on the client and unchanged on the server</td>
</tr>
<tr>
<td>Block 506</td>
<td>LUID mapping object found</td>
<td>Different data fingerprints, and the server database includes no corresponding data fingerprint</td>
<td>The modification status of corresponding data item on the client is unknown while the data item is modified on the server, conflict detection is needed</td>
</tr>
</tbody>
</table>
Finally the server returns a response to the client. That is, the server returns one of the following in a response message: data modified by the client, the new data on the client, and the LUIDs, data fingerprints or status codes of the data required by the server after the conflict detection to the client. The client sends, to the server according to the response, the data required to be synchronized. During or after the data synchronization on the server, the server sends the new data, or modified data, or the data required by the client after the conflict detection, to the client, so that the client can synchronize the data in the client database.

Figure 6 is a flow chart of the data fingerprint comparison performed by the server in Approach B in the first situation shown in Table 4 in the embodiment, and the flow includes the following processes.

According to processes in block 600, the server chooses a LUID-fingerprint from all LUID-fingerprints from the client.

According to processes in block 601, the server determines whether the server database includes a GUID corresponding to the chosen LUID, and if yes, processes in block 602 are performed; otherwise, the server determines that the LUID corresponds to a new data item in the client database and processes in block 6 are performed.

According to processes in block 602, the server determines whether the chosen data fingerprint from the client is identical with the data fingerprint corresponding to the GUID in the server database, if no, processes in block 603 are performed; otherwise, processes in block 605 are performed.

According to processes in block 603, the server determines whether the data fingerprint in the server database includes an identification bit indicating that corresponding data item has been modified, if no identification bit is found, processes in block 604 are performed; otherwise, processes in block 608 are performed.

According to processes in block 604, the server determines that the data item has been modified only on the client, and processes in block 606 are performed.

According to processes in block 605, the server determines whether the data fingerprint in the server database includes an identification bit indicating that corresponding data item has been modified, if no identification bit is found, the corresponding data items in the client database and in the server database are regarded as unchanged and processes in block 606 are performed; otherwise processes in block 607 are performed.

According to processes in block 606, the server chooses another LUID-fingerprint for a next round of comparison until all LUID-fingerprints from the client have been verified, and processes in block 609 are performed.

According to processes in block 607, the server determines that the data item has been modified only on the server, and processes in block 606 are performed.

According to processes in block 608, the server determines that the corresponding data items on the client and on the server have both been modified and conflict detection and resolution are needed, then processes in block 606 are performed.

According to processes in block 609, for the data items in the server database that correspond to no LUID-fingerprints from the client, the server determines whether the server database includes corresponding LUIDs of the data items; if yes, processes in block 610 are performed; otherwise, processes in block 611 are performed.

According to processes in block 610, the server determines that the data items are deleted on the client, and the comparison process terminates.

According to processes in block 611, the server determines that the data items are new items in the server database, and the comparison process terminates.

The results of the comparison process in Figure 6 are shown in Table 6.
In the second situation shown in Table 4, the data synchronization processes in the embodiment includes the following steps.

**Step 1:** A client, after a negotiation with a server, determines to employ one-party computation data synchronization in the second situation shown in Table 4, and further determines the data fingerprints to be transmitted according to status information of the data items in the client database.

**Step 2:** The client sends the to-be-transmitted data fingerprints of the data items in the client database to the server.

**Step 3:** Upon receiving the data fingerprints from the client, the server compares the data fingerprints from the client with the data fingerprints of the data items in the server database, and determines the data items to be synchronized.

**Step 4:** The server returns the data fingerprints or status codes of the data items to be synchronized to the client.

In the embodiment of the present disclosure, the client may determine the to-be-transmitted data fingerprints according to the following rules.

- **Rule a:** when a data item includes a modification status identification, e.g., Add, Delete or Modify identification, the LUID-fingerprint of the data item is transmitted to the server;
- **Rule b:** when a data item includes no modification status identification, the LUID-fingerprint of the data item is not transmitted to the server.

When the server modifies a data item in the server database and removes corresponding data fingerprint, a workflow shown in Figure 7 is needed. Figure 7 is a flow chart illustrating the process of determining by the server the data items to be synchronized in the second situation shown in Table 4. And the Figure 7 includes the following processes.

**In the second situation shown in Table 4, the data fingerprint comparison in Approach B**

<table>
<thead>
<tr>
<th>Situation</th>
<th>Mapping</th>
<th>Data fingerprint comparison</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block 605</td>
<td>LUID mapping object found</td>
<td>Identical data fingerprints</td>
<td>Corresponding data items are unchanged on the client and on the server</td>
</tr>
<tr>
<td>Block 607</td>
<td>LUID mapping object found</td>
<td>Identical data fingerprints with a modification identification bit in the data fingerprint on the server</td>
<td>The corresponding data item is unchanged on the client and modified on the server</td>
</tr>
<tr>
<td>Block 604</td>
<td>LUID mapping object found</td>
<td>Different data fingerprints with no modification identification bit in the data fingerprint on the server</td>
<td>The corresponding data item is modified on the client and unchanged on the server</td>
</tr>
<tr>
<td>Block 608</td>
<td>LUID mapping object found</td>
<td>Different data fingerprints with a modification identification bit in the data fingerprint on the server</td>
<td>The server determines that the corresponding data items on the client and on the server have both been modified and conflict detection and resolution are needed.</td>
</tr>
<tr>
<td>Block 606</td>
<td>No object found in LUID mapping</td>
<td>/</td>
<td>New data on the client</td>
</tr>
<tr>
<td>Block 611</td>
<td>Data with no mapping relations on the server</td>
<td>/</td>
<td>New data on the server</td>
</tr>
<tr>
<td>Block 610</td>
<td>Data with LUIDs on the server, yet no corresponding data fingerprint found in the data fingerprints from the client</td>
<td>/</td>
<td>Data deleted by the client</td>
</tr>
</tbody>
</table>
from the client for a next round of comparison until all data fingerprints from the client have been verified, then processes in block 705 are performed.

[0143] According to processes in block 704, the data items corresponding to the data fingerprint in the client database and in the server database keep unchanged, the mapping relations are updated, and processes in block 703 are performed.

[0144] According to processes in block 705, the data items in the server database that correspond to no data fingerprint from the client are regarded as the new data in the server database, and the comparison process is terminated.

[0145] The results of the comparison process in Figure 7 are shown in Table 7.

Table 7: data fingerprint comparison result generated by the server in the second situation shown in Table 4

<table>
<thead>
<tr>
<th>Situation</th>
<th>Identical Data Fingerprint</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block 704</td>
<td>Identical data fingerprint found</td>
<td>The data items corresponding to the data fingerprint in the client database and in the server database are both unchanged and the mapping relations shall be updated.</td>
</tr>
<tr>
<td>Block 702</td>
<td>Identical data fingerprint not found</td>
<td>New data on the client</td>
</tr>
<tr>
<td>Block 705</td>
<td>Data with no matching data fingerprints on the server</td>
<td>New data on the server</td>
</tr>
</tbody>
</table>

[0146] When the server modifies a data item in the server database, the server inserts an identification bit into the original data fingerprint of the data item, and stores the original fingerprint. And the identification bit indicates that the data fingerprint has been modified or invalidated. The flow shown in Figure 7 can also be used for a more accurate data fingerprint comparison, and can further solve the problem of synchronizing the duplicate data item. For example, in Table 7, when the server finds no data fingerprint in the server database that is identical with a data fingerprint from the client, the server will determine that a new data item is added on the client, which may result in duplicate data item because the data fingerprint may correspond to a data item that is unchanged on the client but modified on the server. If the server stores the original data fingerprint of a modified data item and inserts a modification identification into the original data fingerprint, it can correctly determined by the server that the data fingerprint just corresponds to a modified data item on the server database, therefore the synchronization for the duplicated data item is avoided.

[0147] In the embodiment of the present disclosure, the smart sync types can be added into the data synchronization protocol and identified with status codes, as shown in Table 8.

Table 8: new smart sync

<table>
<thead>
<tr>
<th>Status code of smart sync</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>211</td>
<td>Smart sync 1</td>
<td>1. The client generates data fingerprints and sends the data fingerprints to the server for recording. 2. LUIDs are out of order or / and regenerated</td>
</tr>
<tr>
<td>212</td>
<td>Smart sync 2</td>
<td>1. The client generates data fingerprints and sends the data fingerprints to the server for recording. 2. The Change Log of the data is lost</td>
</tr>
<tr>
<td>213</td>
<td>Smart sync 3</td>
<td>1. The client and the server generate data fingerprints for their own databases respectively. 2. LUIDs are out of order or / and regenerated</td>
</tr>
<tr>
<td>214</td>
<td>Smart sync 4</td>
<td>1. The client and the server generate data fingerprints for their own databases respectively. 2. The Change Log of the data is lost</td>
</tr>
</tbody>
</table>

[0148] With the smart sync in the data synchronization protocol, the client sends a Negotiate Data Synchronization command to the server in the following format:
In practical applications, the negotiation may be initiated by the <Alert> command in the data synchronization process, and an example of the <Alert> command from the client to the server for a data synchronization in the smart sync 1 is as follows:

```
<SyncML>
  <SyncHdr>
    ...
  </SyncHdr>
  <SyncBody>
    <Alert>
      <CmdID>1</CmdID>
      <Data>211</Data> <!-- Smart Sync 1 -->
    ...
    </Alert>
    ...
  </SyncBody>
</SyncML>
```

And the <Alert> command from the server to the client for data synchronization in smart sync 1 is as follows:

```
<SyncML>
  <SyncHdr>
    ...
  </SyncHdr>
  <SyncBody>
    <Status>...</Status>
    <Alert>
      <CmdID>3</CmdID>
      <Data>211</Data>
    ...
    </Alert>
    ...
  </SyncBody>
</SyncML>
```

In another embodiment of the present disclosure, only a smart sync is added into the data synchronization protocol, and the Negotiate Data Synchronization command identifies a data fingerprint generation method and the reason for initiating the data synchronization. In this embodiment, the Negotiate Data Synchronization Type command from the client to the server is as follows:
In order to make it convenient for the data synchronization command to carry parameters used for the smart sync, a new sync type can be added into the standards of the prior art to indicate the smart sync, and new codes can be added to indicate the data fingerprint generation method and the reason for initiating the smart sync, as shown in Table 9.

<table>
<thead>
<tr>
<th>Status code</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>501</td>
<td>Data fingerprints shall be generated by the client and stored by the server</td>
</tr>
<tr>
<td>502</td>
<td>Data fingerprints shall be generated by the client and the server respectively</td>
</tr>
<tr>
<td>503</td>
<td>Reason for initiating synchronization: LUID out of order / regenerated</td>
</tr>
<tr>
<td>504</td>
<td>Reason for initiating synchronization: data Change Log lost</td>
</tr>
</tbody>
</table>

In practical applications, the negotiation may be initiated by a `<Alert>` command in the data synchronization process, and an example of the `<Alert>` command from the client to the server for smart sync 1 is as follows.

```
<SyncML>
  <SyncHdr>
    ...
  </SyncHdr>
  <SyncBody>
    <Status>....</Status>
    <Alert>
      <CmdID>3</CmdID>
      <Data>211</Data>
      <FPGen>501</FPGen>
      <Reason>503</Reason>
      ....
    </Alert>
    ....
  </SyncBody>
</SyncML>
```

The process of sending data fingerprints and obtaining verification result is described in the embodiment of the present disclosure.

The client may send the LUIDs and data fingerprints of the data items in the client database via a `<Fingerprint>` command to the server. The format of the command includes, but is not limited to, the following two formats.
The process of returning the data fingerprint verification response by the server to the client may be performed according to, but not limited to, the following three methods.

The first method includes the following processes. A server returns a client a list of LUIDs and/or data fingerprints indicating the data items to be transmitted by the client to the server.

In practical applications, the list can be carried by a `<Status>` command, and the command may be in, but is not limited to, the following format:

```
<Status>
LUID: data fingerprint verification status code; LUID data fingerprint verification status code
</Status>
```

Or the `<Status>` command may only include the LUIDs.

The second method includes the following the processes. The server returns data fingerprint verification results for all data fingerprints from the client.

In practical applications, the list can be carried by a `<Status>` command, and the command may be in, but is not limited to, the following format:

```
<Status>
</Status>
```

The third method includes the following processes. A server returns data fingerprint verification results for all data fingerprints from the client, and the LUIDs and/or data fingerprints with the same data fingerprint verification results are arranged into a list. That is, the commands for the LUIDs and/or data fingerprints with the same data fingerprint verification results can be combined, which can reduce the volume of the data to be transmitted.

In practical applications, the list can be carried by a `<Status>` command, and the command may be in, but is not limited to, the following format.

```
<Status>
</Status>
```
The present disclosure is further described with reference to the following four embodiments.

Embodiment 1 is described as follows, which is an embodiment of the present disclosure in the first situation shown in Table 4.

At first, initial states of the data items in the client database and in the server database are shown in Figure 8a.

After a period of time, the data items in client database and the server database are modified as shown in Figure 8b.

Next, the Change Log of the data items in the client database is lost, as shown in Figure 8c.

At last, the data fingerprints are compared.

Step A: The client detects that the Change Log of the data items in the client database is lost. In initial stage of the data synchronization, the client sends the server a request for initiating smart sync with a reason value indicating that Change Log is lost.

Step B: The server returns a smart sync confirmation message.

Step C: The client sends the server the LUID-fingerprints of the data items in the client database, the LUID-fingerprints include {<1,Fa><2,Fb'><3,Fc><4,Fd'><6,Ff> <7,Fh>}. 

Step D: Upon receiving the LUID-fingerprints from the client, the server performs comparison as follows.

Server database <1, Fa> <2, Fb> <3, Fc> <4, Fd'> <5, Fe>

Client database <1, Fa> <2, Fb'> <3, Fc> <4, Fd'> <6, Ff> <7, Fh>

Results of the comparison include: data item 1, no data synchronization needed; data item 2, data synchronization needed; data item 3, because the server is unable to determine whether the data item has been modified or not on the client, a conflict policy is configured to determine which of the server and the client wins in the conflict resolution, and if the server wins, no data synchronization is needed; data item 4, dependent on the conflict policy; data item 5, the server detects that no data fingerprint is transmitted from the client for the data item 5 and thus determines that the client has deleted the data item, so the server will also delete the data item; data item 6, the server detects that the data fingerprint of the data item 6 has been deleted on the server, so the server will send a deleting command to the client in the data synchronization stage to delete the data item on the client; data item 8, the server detects no data fingerprint for comparison on the server and thus determines that the data item is a new data item on the server.

Step E: The server returns to the client a set of the data items to be synchronized, that is <2, 3 ?, 4 ?, 6, 7>.

Step F: The client initiates the data synchronization according to the data item set from the server.

Step G: In the completing stage of the data synchronization, the client returns the data fingerprint of 10008 to the server, the server stores the data fingerprint and returns a storing data fingerprint confirmation message to the client.

Figure 8d shows the data items in the client database and the server database after the data synchronization when the client wins according to the configured conflict policy.

Embodiment 2 is described as follows, which is an embodiment of the present disclosure in the second situation shown in Table 4.

At first, all LUIDs of the data items in the client database are invalidated. And on the server, a mapping between the LUIDs and the GUIDs is invalidated too. In such situation, the client will assign new LUIDs to the data items in the client database. The objective of the smart sync in such situation is to re-establish the GUID-LUID mapping on the server in a fast and efficient way, and synchronize the data items in the client database with corresponding data items in the server database.

Next, as shown in Figure 9a, the client assigns new LUIDs to the data items in the client database. The corresponding relations stored in the server database are invalidated, so matching data items can only be found based on the data fingerprints, and data items without matching data fingerprints are regarded as new items.

At last, the data fingerprints in the two databases are compared.

Step A: The client detects that the LUIDs of the data items in the client database are out of order and invalidated; in initial stage of the data synchronization, the client sends the server a request for initiating smart sync with a reason
Step B: The server deletes all the LUIDs in the server database, and returns a smart sync confirmation message.

Step C: The client sends the LUID-fingerprints of the data items in the client database to the server, the LUID-fingerprints is as follows: \(<11, Fa> <12, Fb> <13, Fc> <14, Fd> <16, Ff> <17, Fh>\).

Step D: Upon receiving the LUID-fingerprints from the client, the server compares the received data fingerprints with the data fingerprints in the server database. And the comparison results include: the data fingerprints of data item 11 and data item 10001 are identical, hence the LUID of the data item 10001 is updated; the data fingerprints of the data items 12-17 match no data fingerprints in the server database.

Step E: The server returns a set of the data items to be synchronized, i.e., a set of data items that have no matching data fingerprints. In this data item set, those regarded as the new items on the client are added into the server database and those regarded as the new items on the server are added into the client database in the data synchronization.

Step F: In the completing stage of the data synchronization, the client returns to the server the data fingerprints of the new data items on the server, the server stores the data fingerprints in the server database and returns a storing data fingerprint confirmation message to the client. After the data synchronization, the data items in the client database and server database are shown in Figure 9b.

Step G: In the completing stage of the data synchronization, the client returns the data fingerprint of 10008 to the server, the server stores the data fingerprint and returns a storing data fingerprint confirmation message to the client. After the data synchronization, the data items in the client database and server database are shown in Figure 9b.

The results of the comparison include: data item 1, no data synchronization needed; data item 2, since \(Fb'\) is not identical with \(Fb\), and the data fingerprint of the data item in the server database includes no identification bit, it is determined that the data item in the client database has been modified and data synchronization is needed; data item 3, because the data fingerprint of the data item in the client database is identical with the data fingerprint of the data item in the server database, and the data fingerprint of the data item in the server database includes an identification bit, it is determined that the data item has been modified in the server database and has been unchanged in the client database, no data synchronization is needed on the client; data item 4, because the \(Fd'\) is not identical with the \(Fd\), and the data fingerprint of the data item in the server database includes an identification bit, it is determined that the data item has been modified by both the client and the server and a conflict occurs, then whether to implement data synchronization depends on a conflict policy; data item 5, the server detects that no data fingerprint is received from the client for the data item whose LUID is 5, and the server determines that the client has deleted the data item, so the server will delete the data item too and no data synchronization is needed for the data item on the client; data item 6, the server detects that the data fingerprint of the data item whose LUID is 6 has been deleted on the server, so the server will send a deleting command to the client in the data synchronization stage to delete the data item on the client; data item 7, a new data item on the client and data synchronization is needed; data item 8, the server detects no data fingerprint for comparison on the server, and thus determines that the data item is a new data item on the server.

Step E: The server returns to the client a set of the data items to be transmitted to the server, the set is as follows: \(<2, 3, 4, 6, 7>\).

Step F: The client initiates the data synchronization based on the data item set from the server.

Step G: In the completing stage of the data synchronization, the client returns the data fingerprint of 10008 to the server, the server stores the data fingerprint and returns a storing data fingerprint confirmation message to the client.

Embodyment 4 is described as follows, which is an embodiment of the present disclosure in the second situation shown in Table 4.

At first, all LUIDs of the data items in the client database are invalidated. And on the server, a mapping between the LUIDs and the GUIDs is invalidated. In such situation, the client will assign new LUIDs to the data items in the client
database. The objective of the smart sync in such situation is to re-establish the GUID-LUID mapping on the server in a fast and efficient way, and synchronize the data items in the client database with the data items in the server database.

Next, as shown in Figure 11a, the client assigns new LUIDs to the data items in the client database. The corresponding relations stored in the server database are invalidated, so matching data items can only be found based on the data fingerprints, and data items without matching data fingerprints are regarded as new items.

At last, the data fingerprints in the two databases are compared.

Step A: The client detects that the LUIDs of the data items in the client database are out of order and invalidated. In the initial stage of the data synchronization, the client sends the server a request for initiating smart sync with a reason value indicating that the LUIDs are out of order and invalidated.

Step B: The server deletes all the LUIDs in the server database, and returns a smart sync confirmation message.

Step C: The client sends the LUID-fingerprints of the data items in the client database to the server. The LUID-fingerprints are as follows: \{<11, Fa> <12, Fb'> <13, Fc> <14, Fd'> <16, Ff> <17, Fh>\}.

Step D: Upon receiving the LUID-fingerprints from the client, the server compares the received data fingerprints with the data fingerprints in the server database. And results of the comparison include: the data fingerprints of data item 11 and data item 10001 are identical, and the LUID of data item 10001 is updated accordingly, and no data synchronization is needed on the client for the data item; the data fingerprints of data item 13 and data item 10003 are identical, and the data fingerprint in the server database includes an identification bit, hence data item 13 corresponds to data item 10003 and the LUID of data item 10001 is updated accordingly, the data item has been modified on the server, therefore no data synchronization is needed on the client for the data item; no matching data fingerprint is found in the server database for data items 12, 14, 16 and 17.

Step E: The server returns to the client a set of the data items to be transmitted to the server, the set is as follows: \{<12, 14, 16, 17>\}.

Step F: The client initiates the data synchronization based on the data item set from the server.

Step G: In the completing stage of the data synchronization, the client returns to the server the data fingerprints of the new data items on the server, and the server stores the data fingerprints in the server database and returns a storing data fingerprint confirmation message to the client.

In the embodiment of the present disclosure, after the one-party computation smart sync is completed. The client may also send the data synchronization status information indicating completion of the data synchronization to the server in the data synchronization completing confirmation message. And before returning a confirmation response to the client, the server stores the data synchronization status information in the server database. Obviously, the data synchronization status information includes the data fingerprints of the synchronized data items in the client database, the data fingerprint of the client database or Anchor information thereof etc. The above mentioned data fingerprints will be verified by the server or client in the next data synchronization.

In the embodiment of the present disclosure, the client may initiate the data synchronization after determining which type of one-party computation smart sync. Different one-party computation smart syncs are identified by synchronization initiation reason codes, and the server determines the data fingerprints verification method in a one-party computation smart sync according to the reason code.

Figure 12 is a flow chart of the one-party computation smart sync in embodiment of the present disclosure; the flow includes the following processes.

In process 1200, a client initiates a data synchronization request for one-party computation smart sync, and the request carries a type code indicating a specified type of one-party computation smart sync.

The reason for initiating the smart sync by the client can be learnt from the request, and possible reasons include: the data fingerprints generation method being changed in the client database; the LUIDs in the client database being out of order or/and regenerated; and the modification status information of the data in the client database being lost, and so on.

As shown in Table 2, three types of one-party computation smart sync can be employed for the data synchronization. In the first type of one-party computation smart sync, the client is required to send out the data fingerprints of all data items in the client database. And in the second type of one-party computation smart sync, the client is required to send out the data fingerprints of the data items whose modification status have changed in the client database.

In process 1201, upon receiving the request, the server determines to accept the one-party computation smart sync requested by the client, and returns a response message to the client.

In process 1202, the client sends the data fingerprints of the data items to be synchronized in the client database to the server in a data characteristic verification message.

Different data items shall be synchronized in different sync types. In the first type of one-party computation smart sync, all the data items in the client database need to be synchronized; in the second type of one-party computation smart sync, the data items whose modification status have been changed need to be synchronized; and in the third type of one-party computation smart sync, the data items with specified LUIDs in the client database need to be synchronized.

In process 1203, the server verifies the received data fingerprints based on the data fingerprints in the server
database, and determines the data items to be synchronized according to result of the verification. The server sends
information indicating the data items to be synchronized to the client in a response message.

[0229] In different sync types, the verification process may be varied, and the detailed processes have already been
given in the fore-going description.

[0230] In the embodiment, the information indicating the data items to be synchronized includes the LUIDs, data
fingerprints or the status codes.

[0231] In process 1204, the client determines the data to be sent to the server according to information in the response
message, and sends the determined data to the server.

[0232] In process 1205, the server synchronizes the data in the server database based on the data from the client,
and returns a data synchronization completing response to the client during or after the synchronization processes in
the server database, the data synchronization completing response carries the data which the client should synchronize
in the client database.

[0233] In process 1206, upon receiving the data synchronization completing response, the client synchronizes the
data in the client database based on the data carried in the response.

[0234] In process 1207, the client sends the data fingerprints of all synchronized data items with corresponding LUIDs
to the server in a data synchronization completing confirmation message.

[0235] In process 1208, the server stores the data fingerprints of all synchronized data items in the data synchronization
confirmation message according to LUIDs, and returns a data synchronization completing confirmation
response message to the client.

[0236] Two-way computation smart sync is described in the following embodiments.

[0237] In order to implement the two-way computation smart sync, the client and the server negotiate the sync type
in advance, e.g. at the initial stage or another stage of the data synchronization.

[0238] Figure 13 is a flow chart of negotiation in the embodiment of the present disclosure which determines to adopt
two-party computation smart sync, and the flow includes the following processes.

[0239] In processes in block 1300, a client determines a sync type to be initiated according to status of data items in
a client database, and reports to the server status information of the last data synchronization and the sync type to be
initiated this time.

[0240] In processes in block 1301, the server determines whether the received sync type will be accepted according
to the status information of the last data synchronization in the client database, and sends the determined sync type to
the client.

[0241] In processes in block 1302, the client determines whether the received sync type is the two-party computation
smart sync, and if yes, processes in block 1303 are performed; otherwise processes in block 1304 are performed.

[0242] In processes in block 1303, the client initiates the two-party computation smart sync.

[0243] In processes in block 1304, the client initiates the data synchronization determined in the negotiation, or the
client restarts the negotiation.

[0244] In embodiments of the present disclosure, the client may choose any sync type and request the client to adopt
the chosen sync type. And the client will check the status of the data items in the client database before determining
whether to initiate the data synchronization requested by the client, or to initiate a data synchronization that puts the
data items in the client database back into order (e.g., a two-party computation smart sync or a slow data synchronization).

[0245] The process of checking the status of the data items in the client database by the client further includes: checking
whether the LUIDs in the client database are out of order or/and regenerated, and checking whether the modification
status information of the data item in the client database is lost.

[0246] When the client detects that the LUIDs in the client database are out of order or/and regenerated, or/and the
modification status information of the data in the client data base is lost, the client will initiate the two-party computation
smart sync.

[0247] When the server detects, according to the status information of the last data synchronization, that the last data
synchronization failed, or/and a mapping table in the server database is lost, or/and the modification status information
of the data item in the server database is lost, the server will determine to initiate the two-way computation smart sync.

[0248] The sync types determined by the client and the server are shown in Table 10 and Table 11 respectively.

<table>
<thead>
<tr>
<th>LUIDs are out of order or / and regenerated</th>
<th>Change Log is lost</th>
<th>Data synchronization type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>No</td>
<td>Two-party computation smart sync type 3</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>Two-party computation smart sync type 4</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>Two-party computation smart sync type 3</td>
</tr>
</tbody>
</table>
this embodiment, the server may determine whether the last data synchronization failed according to the status information of the last data synchronization in the foregoing two ways. And the foregoing two ways are similar to the corresponding processes in one-way computation smart sync.

[0249] Of course, the client and the server in this embodiment may also arrange an agreement in advance to initiate the two-party computation smart sync to synchronize all data, data of all types, data of certain type(s) or data within certain value threshold(s) in the client database and server database.

[0250] In embodiments of the present disclosure, the client and the server may determine the sync type according to the types and size of the data item to be synchronized, and the criteria employed in the process of determining include:

1) data item in vCard or vCalendar data type shall be synchronized in the one-party computation smart sync, because data item in vCard or vCalendar data type includes multiple fields, and difference of data field order and field coding method in the client or on the server can influence the generation of the data fingerprint;

2) data item in file or MP3 data type can be synchronized in the two-party computation smart sync, because data item in file or MP3 data type does not involve any variation in the field order or coding method and the data fingerprints can be generated based on the data item directly;

3) whether a data fingerprint verification is needed shall be determined according to the size of the data item to be synchronized.

[0251] When filtering processes are used in the data synchronization, only the data item that meets the filtering criteria will enter stages of data fingerprint negotiation and data synchronization.

[0252] In the two-party computation smart sync, the client and the server have to make a calculation to generate data fingerprints for the data items in the client database and the server database. And the client and the server have to employ the same data fingerprint algorithm which can be set in the client and the server in advance. In the embodiment of the present disclosure, the client and the server may also negotiate the data fingerprint algorithm.

[0253] The process of negotiating the data fingerprint algorithm between the client and the server includes the following steps:

Step 1: A client sends an initial data package carrying one or multiple data fingerprint algorithm identifications to a server.

Step 2: Upon receipt of the initial data package, the server learns data fingerprint algorithms for choosing according to the one or multiple data fingerprint algorithm identifications in the initial data package, and chooses a data fingerprint algorithm based on the status of the server.

Step 3: The server returns the initial data package carrying the identification of the chosen data fingerprint algorithm to the client.

[0254] After the negotiation, the client generates data fingerprints of the data items in the client database with the negotiated data fingerprint algorithm, the server also generates data fingerprints of the data items in the server database with the negotiated data fingerprint algorithm.

[0255] In practical applications, because the server supports all existing data fingerprint algorithms, the client may simply designate a data fingerprint algorithm that fits the client. The process between the client and the server for designating the data fingerprint algorithm by the client in the embodiment of the present disclosure includes the following steps:

---

Table 11: sync type initiated by the server in the embodiment

<table>
<thead>
<tr>
<th>The status information of the last data synchronization indicates data synchronization failure</th>
<th>Mapping table in the server database is lost</th>
<th>Data synchronization type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>No</td>
<td>Two-party computation smart sync type 4</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>Two-party computation smart sync type 3</td>
</tr>
</tbody>
</table>
Step 1: A client sends an initial data package carrying an identification of a designated data fingerprint algorithm to the server;

Step 2: The server determines the data fingerprint algorithm according to the identification of the designated data fingerprint algorithm in the initial data package, and returns the initial data package to the client, wherein the returned initial data package includes the identification of the data fingerprint designated by the client and confirmed by the server.

In the embodiment of the present disclosure, the data fingerprint algorithm may be designated by the client after the initial stage of data synchronization instead of in the initial stage of data synchronization. When the client sends the data fingerprint verification message to the server, the message also carries the identification of the data fingerprint algorithm designated by the client. Upon receipt of the data fingerprint verification message, the server determines the data fingerprint algorithm according to the data fingerprint algorithm identification in the data fingerprint verification message, and generates data fingerprints of the data items in the server database with the determined data fingerprint algorithm, and the follow-up processes are performed.

The data fingerprint verification process of the server in the two-way computation smart sync is basically the same as the data fingerprint verification process in the one-way computation smart sync, except that the data fingerprints in the server database are generated by the server itself with the data fingerprint algorithm instead of obtained from the client. The process will not be described repeatedly in detail herein.

In the embodiment of the present disclosure, the data fingerprint algorithm may be designated by the client after the initial stage of data synchronization instead of in the initial stage of data synchronization. When the client sends the data fingerprint verification message to the server, the message also carries the identification of the data fingerprint algorithm in the initial data package, and returns the initial data package to the client, wherein the returned initial data package includes the identification of the data fingerprint designated by the client and confirmed by the server.

Figure 14 is a flow chart of the two-way computation smart sync in embodiment of the present disclosure, and the flow includes the following processes.

In process 1400, a client sends an initial data package carrying an identification of a designated data fingerprint algorithm to the server;

In process 1401, upon receipt of the data synchronization request, the server determines to accept the two-party computation smart sync requested by the client, and returns a response message to the client.

In process 1402, the client sends the data fingerprints of the data items to be synchronized in the client database to the server in a data characteristic verification message.

The data items to be synchronized are different in different sync types. In the first sync type shown in Table 11, the data in modification status or unchanged data in the client database shall be synchronized; in the second sync type shown in Table 12, all data items corresponding to the LUIDs shall be synchronized.

In process 1403, the server verifies the received data fingerprints based on the data fingerprints in the server database, and determines the data items to be synchronized according to the results of the verification. The server sends the information indicating the data items to be synchronized to the client in a response message.

In different sync types, the verifying process may be varied, and the detailed process has already been given in the fore-going description.

In the embodiment, the information indicating the data items to be synchronized includes: the LUIDs of the data items to be synchronized, the data fingerprints generated by the client database, or the data items sent by the server to the client.
In process 1404, the client determines the data item to be sent to the server according to the information in the response message, and sends the determined data item to the server.

In process 1405, the server synchronizes the data item in the server database based on the data item from the client, and returns a data synchronization completing response to the client during or after the synchronization process in the server database. The data synchronization completing response carries the data item that should be synchronized in the client.

In process 1406, upon receipt of the data synchronization completing response, the client synchronizes the data item in the client database based on the data item carried in the data synchronization completing response.

In process 1407, the client sends the data fingerprints of all synchronized data items with corresponding LUIDs to the server in a data synchronization completing confirmation message.

In process 1408, in terms of the LUIDs, the server verifies the data fingerprints in the server database based on the received data fingerprints. If the data fingerprints in the server database are identical with the received data fingerprints, the server returns a data synchronization completing confirmation response message to the client; if the data fingerprints in the server database are different from the received data fingerprints, the data synchronization shall be repeated (not shown in the accompanying drawing).

Alternatively, in the processes 1407 and 1408, the server may send the data fingerprints to the client, and the client verifies the data fingerprints.

According to the embodiment of the present disclosure, no matter which of the one-party computation smart sync and the two-party computation smart sync is performed, the server always returns the information indicating the data to be synchronized to the client after the data fingerprint verification. And the information may include the LUIDs of the data items to be synchronized or the data fingerprints of the data items to be synchronized in the client database, or status codes corresponding to the LUIDs or the data fingerprints. An embodiment is given hereafter to further illustrate the method.

Table 12 or Table 13 gives a description of the status codes that may be included in the information sent by the server to the client to indicate the data to be synchronized.

<table>
<thead>
<tr>
<th>Data fingerprint verification result:</th>
<th>Status code</th>
</tr>
</thead>
<tbody>
<tr>
<td>No synchronization is needed</td>
<td>217</td>
</tr>
<tr>
<td>The client needs to send data to the server while the server needs not to send data to the client</td>
<td>218</td>
</tr>
<tr>
<td>The client needs not to send data to the server while the server needs to send data to the client</td>
<td>219</td>
</tr>
<tr>
<td>The client needs to send data to the server and the server needs to send data to the client</td>
<td>220</td>
</tr>
<tr>
<td>Conflict detected and resolved, the client wins and the client needs to send data to the server</td>
<td>221</td>
</tr>
<tr>
<td>Conflict detected and resolved, the server wins and the server needs to send data to the client</td>
<td>222</td>
</tr>
</tbody>
</table>

Table 13: description list 2 of the status codes in the information sent by the server to the client to indicate the data to be synchronized

<table>
<thead>
<tr>
<th>Data fingerprint verification result:</th>
<th>Status code</th>
</tr>
</thead>
<tbody>
<tr>
<td>No synchronization is needed</td>
<td>217</td>
</tr>
<tr>
<td>Only the client needs to send data to the server</td>
<td>218</td>
</tr>
<tr>
<td>Only the server needs to send data to the client</td>
<td>219</td>
</tr>
<tr>
<td>The client needs to send data to the server while the server needs to send data to the client</td>
<td>220</td>
</tr>
</tbody>
</table>
The possible result of the data fingerprint verification on the server is shown in Table 14.

<table>
<thead>
<tr>
<th>LUID</th>
<th>Fingerprint</th>
<th>Verification Result</th>
<th>Status code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1111</td>
<td>F1</td>
<td>No synchronization is needed</td>
<td>217</td>
</tr>
<tr>
<td>1112</td>
<td>F2</td>
<td>No synchronization is needed</td>
<td>217</td>
</tr>
<tr>
<td>1113</td>
<td>F3</td>
<td>The client doesn’t need to send data to the server while the server needs to send data to the client</td>
<td>219</td>
</tr>
<tr>
<td>1114</td>
<td>F4</td>
<td>Conflict detected and resolved, the server wins and the server needs to send data to the client</td>
<td>222</td>
</tr>
<tr>
<td>1115</td>
<td>F5</td>
<td>Conflict detected and resolved, the client wins and the client needs to send data to the server</td>
<td>221</td>
</tr>
<tr>
<td>1116</td>
<td>F6</td>
<td>Conflict detected and resolved, the server wins and the server needs to send data to the client</td>
<td>222</td>
</tr>
<tr>
<td>1117</td>
<td>F7</td>
<td>Conflict detected and resolved, the client wins and the client needs to send data to the server</td>
<td>221</td>
</tr>
<tr>
<td>1118</td>
<td>F8</td>
<td>The client needs to send data to the server while the server does not need to send data to the client</td>
<td>218</td>
</tr>
<tr>
<td>1119</td>
<td>F9</td>
<td>The client needs to send data to the server while the server does not need to send data to the client</td>
<td>218</td>
</tr>
<tr>
<td>1120</td>
<td>F10</td>
<td>The client does not need to send data to the server while the server needs to send data to the client</td>
<td>219</td>
</tr>
<tr>
<td>1121</td>
<td>F11</td>
<td>The client does not need to send data to the server while the server needs to send data to the client</td>
<td>219</td>
</tr>
</tbody>
</table>

Three methods may be employed by the server for returning the information indicating the data to be synchronized to the client.

According to the first method, the server returns a list of LUIDs or/and data fingerprints of the data items that should be sent by the client to the server; the LUIDs of the data items that should be sent by the client to the server in this embodiment are given as follows:

\[
<\text{LUID list of the to-be-synchronized data items}> \text{1115, 1117, 1118, 1119}</\text{LUID list of the to-be-synchronized data items}>
\]

According to the second method, the server returns a data fingerprint verification result for each data fingerprint from the client; the LUIDs and the data fingerprint verification results returned by the server in this embodiment are given as follows:

\[
<\text{verification result}>
<1111, 217>, <1112, 217>, <1113, 219>, <1114, 222><1115, 221>, <1116, 22><1117, 221>, <1118, 218>, <1119, 218>, <1120, 219>, <1121, 219>
<\text{verification result}>
\]

According to the third method, the server returns a data fingerprint verification result for each data fingerprint from the client. And the data fingerprints with the same verification result are returned in the form of a LUID or/and data fingerprint set. The LUID and data fingerprints returned by the server in this embodiment are given as follows:

\[
<\text{verification result}>
<\text{Status}217</\text{Status}><\text{LocURI}>1111, 1112</\text{LocURI}>
<\text{Status}222</\text{Status}><\text{LocURI}>1114, 1116</\text{LocURI}>
<\text{Status}221</\text{Status}><\text{LocURI}>1115, 1117</\text{LocURI}>
\]
According to the embodiment of the present disclosure, no matter which of the one-party computation smart sync and the two-party computation smart sync is performed, the following two methods can be employed for verifying the data fingerprints generated by the client and the server for the data items in the client database and the server database. In the first method, the data fingerprints are verified based on data level. When the data fingerprints in the client database are different from the data fingerprints in the server database, the client and the server verify the data fingerprints of the data items in the two databases based on the data levels. That is, the data fingerprint of the data item with high data level are verified at first, and whether the data fingerprint of the data with low data level shall be verified is determined according to a verification result of the data fingerprints of data item with high data level. In the second method, the data fingerprints are verified regardless of the data levels. When it has been determined that the data items in the client database are different from the data items in the server database, the client will send the data fingerprints of all data items in the client database to the server, and the server will verify each of data fingerprints of the data items in the server database based on the received data fingerprint. The two methods are described in detail hereafter.

The first method: data level-based data fingerprint verification.

In order to implement the verification to data fingerprint based on data levels, data items should be stored on different data levels in the client database and the server database. Figure 15 shows the data items on different data levels in the client database in the embodiment of the present disclosure. The data items in the client database are stored on four data levels and each data item is identified with a data fingerprint, that is, the values of the data fingerprints range from N1 to N11. Table 15 shows a data storage table.

<table>
<thead>
<tr>
<th>LUID</th>
<th>Name</th>
<th>Property</th>
<th>Data Fingerprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>1110</td>
<td>Friends</td>
<td></td>
<td>N2</td>
</tr>
<tr>
<td>1111</td>
<td>A1</td>
<td></td>
<td>N3</td>
</tr>
<tr>
<td>1112</td>
<td>A2</td>
<td></td>
<td>N4</td>
</tr>
<tr>
<td>1113</td>
<td>Colleagues</td>
<td></td>
<td>N5</td>
</tr>
<tr>
<td>1114</td>
<td>College Classmates</td>
<td></td>
<td>N6</td>
</tr>
<tr>
<td>1115</td>
<td>A4</td>
<td></td>
<td>N7</td>
</tr>
<tr>
<td>1116</td>
<td>A5</td>
<td></td>
<td>N8</td>
</tr>
<tr>
<td>1117</td>
<td>A6</td>
<td></td>
<td>N9</td>
</tr>
<tr>
<td>1118</td>
<td>A7</td>
<td></td>
<td>N10</td>
</tr>
<tr>
<td>1119</td>
<td>A8</td>
<td></td>
<td>N11</td>
</tr>
</tbody>
</table>

In the embodiment of the present disclosure, in order to identify the data levels of the data items in the database, a parental element byte is set up in a data item to indicate a parental element. The parental element indicates the name or LUID of a parental data item. The parental element of the data item with level one is set as a root of the database. The data levels can thus be determined based on the parental element bytes in the data items.

The server database stores the data items on different data levels in the same way. In embodiments of the present disclosure, it is supposed that the LUIDs of the data items in the client database are not out of order/regenerated.

Figure 16 is a flow chart of the data level-based data fingerprint verification between the client and the server in embodiment of the present disclosure; the flow chart includes the following processes.

According to processes in block 1601, a client regards the data with level one in the client data base as the data with present level.

In the embodiment, the data with level one may include a virtual data fingerprint of the client database, i.e., the data fingerprint of a root directory in the client database. The data with level two may include the data fingerprints with level one which is lower than the virtual data fingerprint of the client database, such as the data fingerprints of the directories or data items directly under the root directory of the client database.
According to processes in block 1602, the client sends the data fingerprints of the data with present level and corresponding LUIDs to the server in a data fingerprint verification message.

According to processes in block 1603, upon receipt of the data fingerprints in the data fingerprint verification message, the server verifies whether the data fingerprints of corresponding data in the server database are identical with the received data fingerprints, and sends results of the verification to the client in a data fingerprint verification response message.

According to processes in block 1604, upon receipt of the data fingerprint verification response message, the client determines the data with different data fingerprints in the client database according to the verification results in the data fingerprint verification response message.

According to processes in block 1605, the client determines that the data with different data fingerprints in the client database are the data to be sent to the server and to be synchronized in the data synchronization process, and the data with one level lower is regarded as the data with present level, then the processes in block 1602 are performed. The processes shall be repeated until the data fingerprints of the data on all levels in the client database are verified, after that the data fingerprint verification shall be terminated.

In Figure 16, when the verification results in processes in block 1604 include no information of the data fingerprints that fail the verification, the client determines that the data of corresponding data fingerprints in the client database and the data with levels lower than the present level are obsolete data, and no data synchronization is needed. The data fingerprint verification process and the follow-up data synchronization process are thus terminated.

In data level-based data fingerprint verification, three types of data are allowed on each level in the data fingerprint generation process on the client and on the server: files, data items and directories. And each directory may further include files, data items and directories. The data fingerprints can be generated in a recursive manner, e.g., the data fingerprint of the directory is generated with a preset data fingerprint algorithm and with the data fingerprints and LUIDs of the data under the directory as the inputted elements of the algorithm. In addition, the inputted elements used for generating the data fingerprint of the directory are arranged according to the LUID order in the embodiment, so as to ensure that the server and the client will generate identical data fingerprints for the directory.

Therefore, when it is determined that the data with present level is obsolete data in the client database and in the server database, the data of lower levels under the data with present level is also obsolete data.

In the recursive data fingerprint generation process of the data on different levels in the client database and the server database, the client database and the server database can also be regarded as the data with the highest level and be given data fingerprints.

The second method: data level independent data fingerprint verification.

In this embodiment of the present disclosure, it is supposed that the LUIDs of the data in the client database are not out of order/regenerated.

Figure 17 is a flow chart of the data fingerprint verification between the client and the server independent of the data levels in the embodiment of the present disclosure. The flow includes the following steps.

According to processes in block 1701, a client sends a data fingerprint verification message to a server, and the data fingerprint verification message carries the data fingerprints of all data of the client database with corresponding LUIDs.

According to processes in block 1702, the server initiates a verification for one received data fingerprint identified with corresponding LUID, i.e., the server determines whether the corresponding data in the server database has been given data fingerprint, and if the corresponding data in the server database has data fingerprints, processes in block 1703 shall be performed, otherwise processes in block 1705 shall be performed.

According to processes in block 1703, the server determines whether the received data fingerprint identified with corresponding LUID is identical with the data fingerprint of corresponding data in the server database, and if yes, processes in block 1704 shall be performed; otherwise processes in block 1705 shall be performed.

According to processes in block 1704, the server identifies the data corresponding to the LUID as obsolete data, and processes in block 1702 shall be performed to process another data fingerprint identified with corresponding LUID.

According to processes in block 1705, the server identifies the data as the to-be-synchronized data, and processes in block 1702 shall be performed to process another data fingerprint identified with corresponding LUID. The foregoing processes shall be repeated, until each data fingerprint identified with corresponding LUID in the data fingerprint verification message has been verified. Then the server sends information of all the data to be synchronized to the client in a data fingerprint verification response message, so that the client may proceed to the follow-up data synchronization.

Embodiments are given hereafter to illustrate how the data fingerprint is generated and how the data synchronization is performed based on the data fingerprint.

An embodiment illustrating how to generate data fingerprints for a database and directories in the database is described as follows.

The data fingerprint of a directory is generated with a preset data fingerprint algorithm, while the data fingerprints
of directories, files and data items under the directory and the corresponding LUIDs are taken as the inputted elements of the preset data fingerprint algorithm. As shown in Figure 18, a directory "Friends" includes three data items: "college classmates", A4 and A5, and the "college classmates" is a directory and the A4 and A5 are data items. When a CRC algorithm is employed, the data fingerprint of the directory "Friends" is generated according to the following equation:

\[ N_2 \text{ (data fingerprint of "Friends")} = \text{CRC ("College classmates": N6; A4: N7; A5: N8)}. \]

[0311] Similarly, the data fingerprint of the database is generated according to the following equation:

\[ N_1 \text{ (data fingerprint of database)} = \text{CRC ("Friends": N2; A1: N3; A2: N4; "College classmates": N5)}. \]

[0312] When a timestamp algorithm is employed as the data fingerprint algorithm, the data fingerprint of the database or the directory includes the latest time of modifications to all lower level data in the database or the directory.

[0313] An embodiment illustrating how to generate data fingerprint for a data item is described as follows.

[0314] The data fingerprint of a data item is generated with a preset data fingerprint algorithm, while contents of the data item are taken as the inputted element. As shown in Table 18, the data fingerprint of data item A1 is generated according to the following equation:

\[ \text{Data fingerprint N3 = CRC (Contents of A1)}. \]

[0315] An embodiment illustrating how to implement data synchronization based on data fingerprint is described as follows.

[0316] The data stored in the client database is shown in Figure 19, in which data item A1 with level two is a new data item, and data item A5 with level three and data item A8 with level four have been modified. The data fingerprint N1 of the client database is supposed to be 000111 in this embodiment, and the data with LUIDs, the data fingerprints of the data and properties of the data in the client database are shown in Table 16.

<table>
<thead>
<tr>
<th>LUID</th>
<th>Name</th>
<th>Property</th>
<th>Data Fingerprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>1110</td>
<td>Friends</td>
<td>Modified</td>
<td>N2=111001</td>
</tr>
<tr>
<td>1111</td>
<td>A1</td>
<td>New</td>
<td>N3=100110</td>
</tr>
<tr>
<td>1112</td>
<td>A2</td>
<td>Unchanged</td>
<td>N4=101111</td>
</tr>
<tr>
<td>1113</td>
<td>Colleagues</td>
<td>Unchanged</td>
<td>N5=000011</td>
</tr>
<tr>
<td>1114</td>
<td>College Classmates</td>
<td>Modified</td>
<td>N6=010101</td>
</tr>
<tr>
<td>1115</td>
<td>A4</td>
<td>Unchanged</td>
<td>N7=010001</td>
</tr>
<tr>
<td>1116</td>
<td>A5</td>
<td>Modified</td>
<td>N8=100001</td>
</tr>
<tr>
<td>1117</td>
<td>A6</td>
<td>Unchanged</td>
<td>N9=010101</td>
</tr>
<tr>
<td>1118</td>
<td>A7</td>
<td>Unchanged</td>
<td>N10=0110101</td>
</tr>
<tr>
<td>1119</td>
<td>A8</td>
<td>Modified</td>
<td>N11=100000</td>
</tr>
</tbody>
</table>

[0317] The data stored in the server database is shown in Figure 19, in which data item B1 with level two is a new data item, and data item A5 with level three and data item A8 with level four have been modified. The data fingerprint N1 of the server database is supposed to be 001111 in this embodiment, and the data with LUIDs, the data fingerprints of the data and the properties of the data in the server database are shown in Table 17.
Both the client and the server have modified data item A8 in the client database and in the server database respectively, and the client and the server have made the same modification to the data item A8, therefore the data fingerprint generated by the client for data item A8 is identical with the data fingerprint generated by the server for data item A8.

The client and the server determine to initiate smart sync after a negotiation, and the smart sync adopts a data level-based data fingerprint verification.

At first, as shown in Figure 20, a client sends a data fingerprint of the client database to a server. The server compares the received data fingerprint with the data fingerprint of the server database, and determines that the two data fingerprints are not identical with each other. Hence the processes in Figure 21 are performed.

Next, as shown in Figure 21, the client sends the data fingerprints of the data with level two to the server. The server compares the received data fingerprints with the data fingerprints of corresponding data in the server database, and returns results of the comparison to the client.

Then, as shown in Figure 22, the client sends the data fingerprints of the data under the level two to the server according to the received comparison results. The server compares the received data fingerprints with the data fingerprints of corresponding data in the server database, and returns the results of the comparison to the client.

Finally, the client receives the comparison results and verification of the data fingerprints of the data in the client database is completed. In the data fingerprint verification, it is determined that the data fingerprints of data items A1, A5 and B1 are different from the data fingerprints of corresponding data in the server database, hence the data items A1, A5 and B1 shall be synchronized. The client database includes no data corresponding to the data item B1 and the server determines that the data item B1 is is a new data item on the server, and the data item B 1 should be sent to the client in the data synchronization process.

As shown in Figure 23, the embodiment of present disclosure further provides a system including a client and a server performing data synchronization with the client. Each of the client and the server is connected to a database used for storing the data in the synchronization.

Each of the client and the server further includes a data processing module, a data fingerprint processing module and a synchronization module.

The data processing module is connected to the database and the synchronization module and is configured to send the data in the database to the synchronization module, or receive a data synchronization message from the synchronization module and modify or add data in the database based on the synchronization data in the data synchronization message.

The data fingerprints processing module is connected to the synchronization module, and configured to generate data fingerprints for the data in the synchronization module and send the generated data fingerprints to the synchronization, so that the data fingerprints are stored with corresponding data.

The synchronization module is connected to the data processing module, the data fingerprint processing module and the synchronization module of the opposite party in the data synchronization. And the synchronization module is configured to compare the data fingerprints from the synchronization module of the opposite party with the data fingerprints stored in the synchronization module itself, generate comparison results, send the comparison results to the synchronization module of the opposite party, receive the data synchronization message carrying the synchronization data from

<table>
<thead>
<tr>
<th>GUID</th>
<th>Name</th>
<th>Property</th>
<th>Data Fingerprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>111110</td>
<td>Friends</td>
<td>Modified</td>
<td>N2=111000</td>
</tr>
<tr>
<td>111111</td>
<td>A2</td>
<td>Unchanged</td>
<td>N3=100110</td>
</tr>
<tr>
<td>111112</td>
<td>A3</td>
<td>Unchanged</td>
<td>N4=101111</td>
</tr>
<tr>
<td>111113</td>
<td>Colleagues</td>
<td>Unchanged</td>
<td>N5=000011</td>
</tr>
<tr>
<td>111114</td>
<td>College Classmates</td>
<td>Modified</td>
<td>N6=010101</td>
</tr>
<tr>
<td>111115</td>
<td>A4</td>
<td>Unchanged</td>
<td>N7=010001</td>
</tr>
<tr>
<td>111116</td>
<td>A5</td>
<td>Modified</td>
<td>N8=100011</td>
</tr>
<tr>
<td>111117</td>
<td>A6</td>
<td>Unchanged</td>
<td>N9=010101</td>
</tr>
<tr>
<td>111118</td>
<td>A7</td>
<td>Unchanged</td>
<td>N10=0110101</td>
</tr>
<tr>
<td>111119</td>
<td>A8</td>
<td>Modified</td>
<td>N11=1000000</td>
</tr>
<tr>
<td>1111001</td>
<td>B1</td>
<td>New</td>
<td>N12=111001</td>
</tr>
</tbody>
</table>
the synchronization module of the opposite party, and send the data synchronization to the data processing module. Alternatively, the synchronization module is configured to send the data fingerprints stored in the synchronization module to the synchronization module of the opposite party, receive the comparison results from the synchronization module of the opposite party, and send a data synchronization message carrying the synchronization data to the synchronization module of the opposite party according to the received comparison result so that the opposite party can proceed to data synchronization stage.

The synchronization data in the data synchronization message from the synchronization module of the opposite party in the synchronization includes the to-be-synchronized data in the database, and the to-be-synchronized data in the database is determined according to the comparison results from the synchronization module.

The embodiment of present disclosure also provides a client used for data synchronization, as shown in Figure 23. In Figure 23, the client includes a synchronization module, a data processing module connected to the synchronization module and a client database, and a data characteristic information processing module connected to the synchronization module.

The data processing module is configured to send the data in the database to the synchronization module, or receive a data synchronization message from the synchronization module, and modify or add data in the database based on the synchronization data in the data synchronization message.

The data characteristic information processing module is configured to set up data characteristics for the data in the synchronization module, and send the data characteristics to the synchronization module.

The synchronization module is configured to compare the data characteristics of the data sent from the server with the data characteristics set up by the data characteristic information processing module for corresponding data, send the result of the comparison to the server, receive the data synchronization message carrying the synchronization data from the server, and forward the data synchronization message to the data processing module. Or the synchronization module is configured to send the data characteristic set up by the data characteristic information processing module to the server, receive a comparison result from the server, and send data synchronization message carrying synchronization data to the server according to the comparison result so that the server can synchronize the data on the server.

In the client, the synchronization module also interacts with the synchronization module of the server to exchange information.

The embodiment of present disclosure also provides a server used for data synchronization, as shown in Figure 23. In Figure 23, the server includes a synchronization module, a data processing module connected to the synchronization module and a server database, and a data characteristic information processing module connected to the synchronization module.

The data processing module is configured to send the data in the database to the synchronization module, or receive a data synchronization message from the synchronization module, and modify or add data in the database based on the synchronization data in the data synchronization message.

The data characteristic information processing module is configured to set up data characteristics for the data in the synchronization module and send the data characteristics to the synchronization module.

The synchronization module is configured to compare the data characteristics of the data sent from the client with the data characteristics set up by the data characteristic information processing module for corresponding data, send the result of the comparison to the client, receive the data synchronization message carrying the synchronization data from the client, and forward the data synchronization message to the data processing module. Or the synchronization module is configured to send the data characteristic set up by the data characteristic information processing module to the client, receive a comparison result from the client, and send data synchronization message carrying synchronization data to the client according to the comparison result so that the client can synchronize the data on the client.

In the server, the synchronization module also interacts with the synchronization module of a client to exchange information.

In embodiments of the present disclosure, the client and the server are peers of each other. A client of advanced functions, e.g., a Personal Digital Assistant (PDA) or a personal computer, may adopt a structure and transaction procedures of the server in the equipment information negotiation process. While a server of moderate functions may adopt the structure and transaction procedures of the client in the equipment information negotiation process, e.g., the server may abandon cache mechanism, adopt compression technique, etc.

The system, method and apparatus provided by the embodiments of the present disclosure, while reducing the data to be transmitted and improving the data synchronization efficiency, are easy to be extended, and customized to meet the demands of the user who uses the client.

The purpose, technical solution and merits of the present disclosure have been described in detail with the embodiments. It should be appreciated that the foregoing is only embodiments of this invention and is not for use in limiting the invention. Any modification, equivalent substitution and improvement within the principles of the invention should be covered in the protection scope of the invention.
Claims

1. A data synchronization method, characterized by comprising:

   receiving (301), by a server, a data characteristic verification message carrying data characteristics of a data item in a client database, wherein the data characteristics uniquely identify data contents of the data item; comparing (302), by the server, the data characteristics carried in the data characteristic verification message with data characteristics which were received from the client and stored in a server database; determining (302), by the server, the data item is to be synchronized based on a result of the comparing, and sending the client a data characteristic verification response carrying information indicating the determined data item to be synchronized; and receiving (303), by the server, the data item to be synchronized and updating the data in the server database according to the received data item.

2. The method according to Claim 1, further comprising:

   receiving, by the server, the data characteristics of the data item in the server database from the client, and storing the received data characteristics in the server, wherein the data characteristics is obtained by the client through a real-time computation based on a predetermined data characteristic algorithm or is obtained by the client in advance through the computation based on the predetermined data characteristic algorithm.

3. The method according to Claim 2, wherein the receiving, by the server, the data characteristics of the data item in the server database from the client, and storing the received data characteristics in the server comprise one of the following processes:

   if the client and the server negotiate to employ a one-party computation smart sync, receiving, by the server, the data characteristics sent from the client in advance, and storing the received data characteristics, or keeping, by the server, the data characteristics sent from the client in the last data synchronization in one-party computation smart sync; otherwise, generating, by the server, the data characteristics through computation based on the data characteristic algorithm determined in advance or determined by the client and the server in the negotiation; and arranging, by the client and the server in advance, an agreement on employing one-party computation smart sync, wherein the agreement covers all data, data of all types in the client database and server database, data of specified types, or data of specified size in the client database and server database.

4. The method according to Claim 2, further comprising:

   determining, by the client, a sync type to be initiated according to status information of the data in the client database, and reporting to the server the status information of the last data synchronization and the sync type to be initiated this time; determining, by the server, whether the received sync type is adopted according to the received status information of the last data synchronization in the client database, and sending the determined sync type to the client; and determining, by the client, whether the received sync type is the one-party computation smart sync, if the received sync type is the one-party computation smart sync, sending, by the client, the data characteristic verification message carrying the characteristics of the data item in the client database, to the server; otherwise, initiating, by the client, the sync determined in a negotiation between by the client and the server, or restarting the negotiation between the client and the server.

5. The method according to Claim 1, wherein

   if the Local Unique Identifiers, LUIDs, of the data item in the client database are out of order or / and regenerated while the modification status information in the client data base is not lost, the data characteristics in the client database comprise the data characteristics of the to-be-synchronized data item with changed modification status information, or the data characteristics of all to-be-synchronized data items; and the comparing comprises:

   comparing (701), by the server, all the data characteristics from the client with the data characteristics in the server database; or if the LUIDs of the data characteristics in the client database are not out of order or / and regenerated while the
modification status information in the client database is lost, the data characteristics in the client database comprise the data characteristics of all to-be-synchronized data items identified with LUIDs in the client database; and
the comparing comprises:

1. determining (503), by the server, corresponding data item in the server database according to the LUID of the data characteristics in the data characteristic verification message, and comparing the data characteristics in the data characteristic verification message with the data characteristics of the determined corresponding data item in the server database; or

2. if the LUIDs of the data characteristics in the client database are out of order or / and regenerated while the modification status information in the client database is lost, the data characteristics in the client database comprises the data characteristics of all to-be-synchronized data items in the client database; and

the comparing comprises:

comparing (701), by the server, the data characteristics from the client with all data characteristics in the server database.

6. The method according to Claim 5, wherein if the server modifies a data item in the server database, the server deletes the data characteristics of the data item, and
the comparing by the server the data characteristics from the client with the data characteristics in the server database comprises:

1. determining, by the server, whether the server database includes data characteristics identical with the received data characteristics; and if the server database includes data characteristics identical with the received data characteristics, determining that the data item corresponding to the identical data characteristics does not need to be synchronized; otherwise, determining that the data item corresponding to the received data characteristics need to be synchronized; or

2. if the server modifies a data item in the server database, the server inserts an identification bit into the data characteristics of the data item, and stores the data characteristics, and
the comparing by the server the data characteristics from the client with the data characteristics in the server database comprises:

1. determining, by the server, whether the server database includes data characteristics identical with the received data characteristics; if the server database includes no data characteristic identical with the received data characteristics, determining that the data item in the server database corresponding to the received data characteristics need to be synchronized; if the server database includes data characteristics identical with the received data characteristics, determining whether the identical data characteristics in the server database includes an identification bit, if the data characteristics in the server database include the identification bit, determining that the data item in the client database corresponding to the received data characteristics need to be synchronized, otherwise, determining that the data item corresponding to the identical data characteristics does not need to be synchronized.

7. The method according to Claim 1, wherein the data characteristics of the data item in the client database comprise the data characteristics of the data item with present level in the client database; and
the method further comprises:

determining, by the client, according to the information in the data characteristic verification response, the level of the data item corresponding to the data characteristics that are not identical with the data characteristics in the server database;
setting the data item with one level lower than the level of the data item corresponding to the data characteristics that are not identical with the data characteristics in the server database as the data item with present level, returning to the process of sending by the client the data characteristic verification message carrying data characteristics of the data item with present level in the client database to the server, until the data with the lowest level in the client database have been processed, and proceeding to the process of determining by the client the data item to be synchronized according to the information in the data characteristic verification response, and synchronizing the determined data item to be synchronized with the server.

8. The method according to claim 1, further comprising:
returning (304), by the server, a data synchronization completing response to the client, wherein the data synchronization completing response carries the data based on which the client shall synchronize the data in the client database.

9. A data synchronization server, characterized by
comprising: a database for the server, a synchronization module, a data characteristic information processing module connected to the synchronization module, and a data processing module connected to the synchronization module and the database for the server, wherein
the data characteristic information processing module is configured to send data characteristics received for a data item from a client to the synchronization module, wherein the data characteristics uniquely identify data contents of the data item;
the synchronization module is configured to compare data characteristics which were received from the client and stored in the database for the server with the data characteristics received from the data characteristic information processing module, determine the data item is to be synchronized based on a result of the comparing, send information of the data item to be synchronized to the client, receive a data synchronization message carrying a data item to be synchronized from the client, and forward the data synchronization message to the data processing module; and
the data processing module is configured to receive the data synchronization message from the synchronization module, and modify or add a data item in the database based on the data item to be synchronized in the data synchronization message.
Client terminal

<table>
<thead>
<tr>
<th>LUID</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>Cars</td>
</tr>
<tr>
<td>22</td>
<td>Bicycles</td>
</tr>
<tr>
<td>33</td>
<td>Trucks</td>
</tr>
<tr>
<td>44</td>
<td>Shoes</td>
</tr>
</tbody>
</table>

Fig. 1
### Server

<table>
<thead>
<tr>
<th>GUID</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1010101</td>
<td>Cars</td>
</tr>
<tr>
<td>2121212</td>
<td>Bicycles</td>
</tr>
<tr>
<td>3232323</td>
<td>Trucks</td>
</tr>
<tr>
<td>4343434</td>
<td>Shoes</td>
</tr>
</tbody>
</table>

### Mapping table

<table>
<thead>
<tr>
<th>GUID</th>
<th>LUID</th>
</tr>
</thead>
<tbody>
<tr>
<td>1010101</td>
<td>11</td>
</tr>
<tr>
<td>2121212</td>
<td>22</td>
</tr>
<tr>
<td>3232323</td>
<td>33</td>
</tr>
<tr>
<td>4343434</td>
<td>44</td>
</tr>
</tbody>
</table>

**Fig. 2**
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the data item corresponding to the chosen UUID in the server
data has a data fingerprint

512

No
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513
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Yes

The data items are deleted on the client
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509

No
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516

The server checks whether the server database includes corresponding
UUIDs of the data items

517

Yes

The server chooses another UUID-fingerprint for a new round of
communication until all UUID-fingerprints from the client have been
verified

518

No
Start

700

The server chooses a data fingerprint from all LUID-fingerprints from the client

701

The server searches through the data fingerprints in the server database to find an identical data fingerprint

702

The data item corresponding to the data fingerprint is a new data item on the client

703

The server chooses another data fingerprint from the data fingerprints from the client for a next round of comparison until all data fingerprints from the client have been verified

704

The data items corresponding to the data fingerprint in the client database and in the server database are both unchanged, the mapping relations are updated

705

The data items in the server database that correspond to no data fingerprint from the client are regarded as the new data items in the server database

Fig. 7
<table>
<thead>
<tr>
<th>LUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td></td>
<td>F1</td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td></td>
<td>Fb</td>
</tr>
<tr>
<td>3</td>
<td>C</td>
<td></td>
<td>Fc</td>
</tr>
<tr>
<td>4</td>
<td>D</td>
<td></td>
<td>Fd</td>
</tr>
<tr>
<td>5</td>
<td>E</td>
<td></td>
<td>Fe</td>
</tr>
<tr>
<td>6</td>
<td>F</td>
<td></td>
<td>FF</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LUID</th>
<th>GUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10001</td>
<td>A</td>
<td></td>
<td>F1</td>
</tr>
<tr>
<td>2</td>
<td>10002</td>
<td>B</td>
<td></td>
<td>Fb</td>
</tr>
<tr>
<td>3</td>
<td>10003</td>
<td>C</td>
<td></td>
<td>Fc</td>
</tr>
<tr>
<td>4</td>
<td>10004</td>
<td>D</td>
<td></td>
<td>Fd</td>
</tr>
<tr>
<td>5</td>
<td>10005</td>
<td>E</td>
<td></td>
<td>Fe</td>
</tr>
<tr>
<td>6</td>
<td>10006</td>
<td>F</td>
<td></td>
<td>FF</td>
</tr>
</tbody>
</table>

Fig. 8a
<table>
<thead>
<tr>
<th>LUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>Fa</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Bc</td>
<td>u</td>
<td>Fh</td>
</tr>
<tr>
<td>3</td>
<td>C</td>
<td>Fe</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Dc</td>
<td>u</td>
<td>Fd</td>
</tr>
<tr>
<td>5</td>
<td>E</td>
<td>d</td>
<td>Fe</td>
</tr>
<tr>
<td>6</td>
<td>F</td>
<td></td>
<td>Fi</td>
</tr>
<tr>
<td>7</td>
<td>H</td>
<td>a</td>
<td>Fh</td>
</tr>
</tbody>
</table>

**Client database**

**Server database**

Fig. 8b

<table>
<thead>
<tr>
<th>LUID</th>
<th>CUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10001</td>
<td>A</td>
<td>Fa</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>10002</td>
<td>B</td>
<td>Fb</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>10003</td>
<td>Cs</td>
<td>u</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>10004</td>
<td>Da</td>
<td>u</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>10005</td>
<td>E</td>
<td>Fe</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>10006</td>
<td>F</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>10008</td>
<td>l</td>
<td>a</td>
<td>-</td>
</tr>
</tbody>
</table>

**Client database**

**Server database**

Fig. 8c
### Fig. 8d

<table>
<thead>
<tr>
<th>LUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>Fa</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Rc</td>
<td>Fl</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>C</td>
<td>Fl</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Dc</td>
<td>Fl</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>H</td>
<td>Fl</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>I</td>
<td>Fl</td>
<td></td>
</tr>
</tbody>
</table>

### Fig. 9a

<table>
<thead>
<tr>
<th>LUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>Fa</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Rc</td>
<td>Fl</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>C</td>
<td>Fl</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Dc</td>
<td>Fl</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>H</td>
<td>Fl</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>I</td>
<td>Fl</td>
<td></td>
</tr>
</tbody>
</table>

Client database

Server database
<table>
<thead>
<tr>
<th>LUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>A</td>
<td>Fa</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Bc</td>
<td>Fb'</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>C</td>
<td>Fc</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Dc</td>
<td>Fd'</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>F</td>
<td>Fi</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>H</td>
<td>Fh</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>B</td>
<td>Fb</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Cs</td>
<td>Fc'</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Ds</td>
<td>Fd</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>E</td>
<td>Fe</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>I</td>
<td>Fi</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LUID</th>
<th>GUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>10001</td>
<td>A</td>
<td>Fa</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>10002</td>
<td>B</td>
<td>Fb</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>10003</td>
<td>Cs</td>
<td>Fc'</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>10004</td>
<td>Ds</td>
<td>Fd</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>1003b</td>
<td>E</td>
<td>Fe</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>10008</td>
<td>I</td>
<td>Fi</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>10009</td>
<td>Bc</td>
<td>Fb'</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>10010</td>
<td>C</td>
<td>Fc</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>10011</td>
<td>Dc</td>
<td>Fd'</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>10012</td>
<td>F</td>
<td>Fi</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>10013</td>
<td>H</td>
<td>Fh</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 9b
### Fig. 10a

<table>
<thead>
<tr>
<th>LUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>Fe</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>Fb</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>C</td>
<td>Fc</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>D</td>
<td>Fd</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>E</td>
<td>Fe</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>F</td>
<td>Fl</td>
<td></td>
</tr>
</tbody>
</table>

### Fig. 10b

<table>
<thead>
<tr>
<th>LUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>Fe</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>Fb</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>C</td>
<td>Fc</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>D</td>
<td>Fd</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>E</td>
<td>Fe</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>F</td>
<td>Fl</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LUID</th>
<th>GUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
<th>Mark</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10001</td>
<td>A</td>
<td>Fe</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>10002</td>
<td>B</td>
<td>Fb</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>10003</td>
<td>C</td>
<td>Fc</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>10004</td>
<td>D</td>
<td>Fd</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>10005</td>
<td>E</td>
<td>Fe</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>10006</td>
<td>F</td>
<td>Fl</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LUID</th>
<th>GUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
<th>Mark</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10001</td>
<td>A</td>
<td>Fe</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>10002</td>
<td>B</td>
<td>Fb</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>10003</td>
<td>C</td>
<td>Fc</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>10004</td>
<td>D</td>
<td>Fd</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>10005</td>
<td>E</td>
<td>Fe</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>10006</td>
<td>F</td>
<td>Fl</td>
<td></td>
<td>-</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>LUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>Fa</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Bc</td>
<td>Fb</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>C</td>
<td>Fc</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>D</td>
<td>Fd'</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>E</td>
<td>Fe</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>F</td>
<td>Ff</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>H</td>
<td>Fh</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LUID</th>
<th>GUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
<th>Mark</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10001</td>
<td>A</td>
<td>Fa</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>10002</td>
<td>B</td>
<td>Fb</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>10003</td>
<td>C</td>
<td>Fc</td>
<td></td>
<td>Null</td>
</tr>
<tr>
<td>4</td>
<td>10004</td>
<td>D</td>
<td>Fd</td>
<td></td>
<td>Null</td>
</tr>
<tr>
<td>5</td>
<td>10005</td>
<td>E</td>
<td>Fe</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>10006</td>
<td>F</td>
<td>Ff</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>I</td>
<td>e</td>
<td></td>
<td>-</td>
</tr>
</tbody>
</table>

**Fig. 10c**

<table>
<thead>
<tr>
<th>LUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>A</td>
<td>Fa</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Bc</td>
<td>Fb</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>C</td>
<td>Fc</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>D</td>
<td>Fd</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>E</td>
<td>Fe</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>F</td>
<td>Ff</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>H</td>
<td>Fh</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LUID</th>
<th>GUID</th>
<th>Name</th>
<th>Status</th>
<th>Fingerprint</th>
<th>Mark</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10001</td>
<td>A</td>
<td>Fa</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>10002</td>
<td>B</td>
<td>Fb</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>10003</td>
<td>C</td>
<td>Fc</td>
<td></td>
<td>Null</td>
</tr>
<tr>
<td>4</td>
<td>10004</td>
<td>D</td>
<td>Fd</td>
<td></td>
<td>Null</td>
</tr>
<tr>
<td>5</td>
<td>10005</td>
<td>E</td>
<td>Fe</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>10006</td>
<td>F</td>
<td>Ff</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>10008</td>
<td>I</td>
<td>e</td>
<td></td>
<td>-</td>
</tr>
</tbody>
</table>

**Fig. 11a**
Fig. 12
The client determines the sync type to be initiated according to the status of the data in the client database, reports to the server the status information of the last data synchronization and the sync type to be initiated this time.

The server determines whether the received sync type will be accepted according to the status information of the last data synchronization in the client database, and sends the determined sync type to the client.

The client determines whether the received sync type is the two-party computation smart sync.

The client initiates the two-party computation smart sync.

The client initiates the data synchronization determined in the negotiation or restarts the negotiation process.

Fig. 13
1400. Data synchronization request carrying the type code of the two-party computation result

1401. A response to data synchronization request confirming the two-party computation smart sync

1402. Data fingerprint verification message carrying the data fingerprints of the data to be synchronized

1403. Response carrying the information indicating the data to be synchronized

1404. The client determines the data to be sent to the server according to the information in the response and sends the determined data

1405. Data synchronization complete

1406. Data synchronization completing response

1407. Data synchronization completing confirmation message carrying the data fingerprints with corresponding UIDs of all synchronized data

1408. Data synchronization completing confirmation response

Fig. 14
Fig. 15
The client regards the data with level one in the client database as the data with present level.

The client sends the data fingerprints of the data with present level with corresponding LUIDs to the server in a data synchronization message.

Upon receipt of the data fingerprints with LUIDs in the data fingerprint verification message, the server verifies whether the data fingerprints of corresponding data in the server database are identical with the received data fingerprints and sends to the client the results of the verification in a data fingerprint verification response message.

Upon receipt of the response message, the client determines the data with different data fingerprints in the client database according to the verification results in the response message.

The client determines that the data with different data fingerprints in the client database are the data to be sent to the server and be synchronized in the data synchronization process, the data with one level lower is regarded as the data with present level, then the processes in block 1602 are performed. The processes shall be repeated until the data fingerprints of the data on all levels in the client database are verified, after that the data fingerprint verification shall be terminated.
Fig. 20

Fig. 21
Fig. 22
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