VISIBLE-LIGHT-COMMUNICATION-SIGNAL DISPLAY METHOD AND DISPLAY DEVICE

A visible light communication signal display method of displaying (i) an image represented by video signals and (ii) an image obtained by encoding visible light communication signals includes: encoding at least part of the visible light communication signals to generate an encoded image (S101); generating a plurality of sub-images which correspond to respective partial images obtained by dividing the encoded image and each of which (i) includes a corresponding one of the partial images and (ii) except for the corresponding partial image, is an image having a substantially uniform luminance value lower than or equal to a predetermined luminance value (S102); and displaying, in a video display period, the image represented by the video signals, and displaying the sub-images in time series in a communication period different from the video display period (S103).
Description

[Technical Field]

[0001] The present disclosure relates to a visible light communication signal display method for transmitting given information by visible light communication in a manner that mixes the given information into video which is being displayed on a display apparatus, and relates to the display apparatus.

[Background Art]

[0002] Communication techniques using visible light have been proposed. For example, as in Patent Literatures (PTLs) 1 and 2, there are proposals on a video display apparatus including a display, a projector, etc., to superimpose visible light communication information on normal video to be displayed and then display resultant video.

[0003] In addition, there are the digital watermark technology applied to printed materials, and techniques of displaying QR codes (registered trademark), barcodes, or the like, in images and using encoded signals thereof to spread information to the Internet world through imaging devices such as mobile phones, smart phones, or digital cameras.

[0004] However, in these techniques, video signals are displayed by way of driving each pixel and controlling a backlight, and as a part of the control on the backlight, the visible light communication signals are encoded and superimposed. Thus, these techniques can be applied only to video display devices which display video by controlling the two systems.

[0005] Another devised method is, for example, superimposing information on an entire image inconspicuously like watermark and decoding the superimposed information on a receiver side, that is, transmitting and receiving, in or without synchronization with video, information different from the video (e.g., information relevant to the video), using a video display apparatus. There has also been an approach that, as in press release 1, separates information quickly with use of an existing typical reception device although some deterioration is seen in video.

[Citation List]

[Patent Literature]

[0006]


[Summary of Invention]

[Technical Problem]

[0007] However, the conventional visible light communication requires further improvements.

[Solution to Problem]

[0008] A display apparatus according to an aspect of the present disclosure is a visible light communication signal display method of displaying (i) an image represented by video signals and (ii) an image obtained by encoding visible light communication signals, and includes: encoding at least part of the visible light communication signals to generate an encoded image; generating a plurality of sub-images which correspond to respective partial images obtained by dividing the encoded image and each of which (i) includes a corresponding one of the partial images and (ii) except for the corresponding one of the partial images, is an image having a substantially uniform luminance value lower than or equal to a predetermined luminance value; and displaying, in a video display period, the image represented by the video signals, and displaying the sub-images in time series in a communication period different from the video display period.

[Advantageous Effects of Invention]

[0009] According to the present disclosure, further improvements can be made on the visible light communication.

[Brief Description of Drawings]

[0010]
FIG. 1] FIG. 1 schematically illustrates an example of a visible light communication system according to Embodiment 1.

FIG. 2] FIG. 2 is a block diagram illustrating a schematic configuration of the video display apparatus according to Embodiment 1.

FIG. 3] FIG. 3 is a block diagram illustrating a schematic configuration of a reception device according to Embodiment 1.

FIG. 4] FIG. 4 schematically illustrates an example of an encoded image of a visible light communication signal according to Embodiment 1.

FIG. 5] FIG. 5 explains an example in which the encoded image of the visible light communication signal is displayed after inserted into normal video in the display apparatus according to Embodiment 1.

FIG. 6] FIG. 6 illustrates an operation of a reception device according to Embodiment 1.

FIG. 7] FIG. 7 illustrates an example of a relation of an angle between the encoded image and the reception device with an imaging error occurrence probability according to Embodiment 1.

FIG. 8] FIG. 8 illustrates other generation examples of the encoded image according to Embodiment 1.

FIG. 9] FIG. 9 schematically illustrates other display examples of the encoded image according to Embodiment 1.

FIG. 10] FIG. 10 illustrates the relation between high frequency noise of light source luminance and exposure time according to Embodiment 1.

FIG. 11A] FIG. 11A schematically illustrates a transmitting method according to Embodiment 2 in which the encoded image is divided and signals are transmitted according to a lighting timing.

FIG. 11B] FIG. 11B schematically illustrates a transmitting method according to Embodiment 2 in which the encoded image is divided and signals are transmitted according to a lighting timing.

FIG. 12] FIG. 12 schematically illustrates a transmitting method according to Embodiment 2 in which the encoded image is divided and signals are transmitted according to a sequence in which sub-images resulting from the division are displayed.

FIG. 13] FIG. 13 virtually illustrates encoded images obtained in the case of being projected from the right front and in other projection cases according to Embodiment 2.

FIG. 14] FIG. 14 schematically illustrates examples of image generation for transmitting signals using an encoded image to an object other than a normal screen according to Embodiment 2.

FIG. 15] FIG. 15 schematically illustrates other examples of image generation for transmitting signals using an encoded image to an object other than a normal screen according to Embodiment 2.

FIG. 16] FIG. 16 explains the relation between exposure time and image display time according to Embodiment 2.

FIG. 17] FIG. 17 is a flowchart of the visible light communication signal display method according to Embodiment 2.

FIG. 18] FIG. 18 is a flowchart of the visible light communication signal display method according to Embodiment 2.

FIG. 19] FIG. 19 illustrates an example where imaging elements in one line are exposed at the same time and exposure start time is shifted in the order from the closest line in an imaging operation according to Embodiment 3.

FIG. 20] FIG. 20 illustrates a situation where, after the exposure of one exposure line ends, the exposure of the next exposure line starts according to Embodiment 3.

FIG. 21] FIG. 21 illustrates a situation where, after the exposure of one exposure line ends, the exposure of the next exposure line starts according to Embodiment 3.

FIG. 22] FIG. 22 illustrates a situation where, before the exposure of one exposure line ends, the exposure of the next exposure line starts according to Embodiment 3.

FIG. 23] FIG. 23 illustrates the influence of the difference in exposure time in the case where the exposure start time of each exposure line is the same according to Embodiment 3.

FIG. 24] FIG. 24 illustrates the influence of the difference in exposure start time of each exposure line in the case where the exposure time is the same according to Embodiment 3.

FIG. 25] FIG. 25 illustrates the advantage of using a short exposure time in the case where each exposure line does not overlap another in exposure time according to Embodiment 3.

FIG. 26] FIG. 26 illustrates the relation between the minimum change time of light source luminance, the exposure time, the time difference between the exposure start times of the exposure lines, and the captured image according to Embodiment 3.

FIG. 27] FIG. 27 illustrates the relation between the transition time of light source luminance and the time difference between the exposure start times of the exposure lines according to Embodiment 3.

FIG. 28] FIG. 28 illustrates the relation between high frequency noise of light source luminance and the exposure time according to Embodiment 3.

FIG. 29] FIG. 29 is a graph representing the relation between the exposure time and the magnitude of high frequency noise of light source luminance when the high frequency noise is 20 microseconds according to Embodiment 3.

FIG. 30] FIG. 30 illustrates the relation between the exposure time $t_E$ and the recognition success rate according to Embodiment 3.
The following describes embodiments in detail with reference to the drawings as appropriate. Descriptions which are more detailed than necessary may, however, be omitted. For example, detailed descriptions on already well-known matters and overlapping descriptions on substantially the same configurations may be omitted. The reason for this is to avoid the following description becoming unnecessarily redundant, thereby helping those skilled in the art easily understand it.

It is to be noted that the Applicants provide the appended drawings and the following description to help those skilled in the art fully understand the present disclosure and do not intend to thereby restrict the subject matter recited in the Claims.

(Development into invention)

There is a method of superimposing visible light communication signals by way of flickering a backlight as disclosed in PTL 1. In this method, the visible light communication signals cannot be transmitted during a period of time in which the backlight is off. During the period in which the visible light communication signals cannot be transmitted, there is no other way but to perform communication with reduced image quality so as not to cause an error in signal transmission.

Furthermore, in a recent video display apparatus, particularly, in the field of a liquid-crystal display, a projector using liquid crystals, etc., a technique called backlight scanning is adopted to improve image quality. The backlight scanning is a technique to divide a display surface into regions and control light emission of backlights so that the backlights in the respective regions resulting from the division are sequentially turned on on a regular basis. Furthermore, the video display apparatus using liquid crystals takes a measure such as limiting turning on backlights according to image signals, in order to improve its deteriorating moving picture properties. Thus, when visible light communication using backlights is applied to such a video display apparatus, it is difficult to concurrently achieve the improvement of the moving picture properties and the visible light communication using modulation of the backlights.

Meanwhile, in other video display apparatuses, for example, not only a projector of a type in which a digital mirror device (hereinafter referred to as DMD) is mounted, an organic electro-luminescence (EL) display, and a plasma display, but also a video display apparatus using the cathode ray tube (CRT), it is impossible to transmit video signals with other signals superimposed thereon through the approach as disclosed by the PTL 1 or 2. In addition, there are the digital watermark technology applied to printed materials, and a method to display QR codes (registered trademark), barcodes, or the like, in images and obtain, using encoded signals thereof, information from video signals and furthermore, spread the obtained information to the Internet world though imaging devices such as mobile phones, smartphones, or digital cameras. These methods, however, have limitations, such as the restriction on the size of a field of view and the requirement to increase the focus level to a certain level, and thus involve a problem that image recognition takes time. Accordingly, dedicated video signals must be continuously output for at least a few seconds, for example, which is not good enough for general use. It is to be noted that the field of view indicates a screen size in the present disclosure.

Thus, according to the present disclosure, encoded signals are mixed into video signals only for a very short period of time, and this is repeated in certain cycles. Furthermore, an imaging device including an image sensor of a sequential exposure type is used to achieve synchronization. With this, a display apparatus, a reception device, a visible light communication system, and a signal transfer method are described which can transmit information of visible light communication as inserted into image information, without the need of extreme concerns on the field of view, the distance to the video display apparatus, and so on, for a relatively short length of time that is one second at the longest, and moreover, without significant disturbance to the video signals, that is, without drastic reduction in image quality. In addition, as to projectors, a technique for projecting images on a structure or the like which is not a simple flat surface, other than a screen, is described.

A visible light communication signal display method according to an aspect of the present disclosure is a visible light communication signal display method of displaying (i) an image represented by video signals and (ii) an image obtained by encoding visible light communication signals, and includes: encoding at least part of the visible light communication signals to generate an encoded image; generating a plurality of sub-images which correspond to respective
partial images obtained by dividing the encoded image and each of which (i) includes a corresponding one of the partial images and (ii) except for the corresponding one of the partial images, is an image having a substantially uniform luminance value lower than or equal to a predetermined luminance value; and displaying, in a video display period, the image represented by the video signals, and displaying the sub-images in time series in a communication period different from the video display period.

[0018] Thus, the encoded image can be divided into plural sub-images and displayed properly.

[0019] For example, it may be that in the encoding, part of the visible light communication signals is encoded to generate the encoded image, and other part of the visible light communication signals is encoded into timings at which the sub-images are displayed, and in the displaying, the sub-images are displayed in time series at the timings in the communication period.

[0020] By doing so, in addition to the encoded image, the timing at which the sub-images are displayed can be used in signal transmission. This makes it possible to increase the amount of data that is transmitted by visible light communication.

[0021] For example, it may be that in the generating, a plurality of reversed images are further generated which correspond to the respective partial images, and that each of which (i) includes a reversed partial image obtained by reversing luminance of a corresponding one of the partial images and (ii) except for the reversed partial image, is an image having a substantially uniform luminance value lower than or equal to a predetermined luminance value, and in the displaying, the reversed images are further displayed in time series in the communication period.

[0022] By doing so, it is possible to reduce the occurrence of recognition of the encoded image.

[0023] For example, it may be that in the encoding, part of the visible light communication signals is encoded to generate the encoded image, and other part of the visible light communication signals is encoded into a sequence in which the sub-images are displayed, and in the displaying, the sub-images are displayed in time series in the sequence in the communication period.

[0024] By doing so, in addition to the encoded image, the sequence in which the sub-images are displayed can be used in signal transmission. This makes it possible to increase the amount of data that is transmitted by visible light communication.

[0025] For example, it may be that in the displaying, in the communication period, a black image having a substantially uniform luminance value lower than or equal to a predetermined luminance value is displayed between the sub-images, and a length of time that the black image is displayed is 30 microseconds or more.

[0026] By doing so, it is possible to display video from which the signals can be properly received by the reception device.

[0027] For example, the length of time that the black image is displayed may be 100 microseconds or more.

[0028] By doing so, it is possible to display video from which the signals can be properly received by the reception device.

[0029] For example, in the displaying, a length of time that each of the sub-images is displayed may be 200 microseconds or less.

[0030] By doing so, it is possible to display video from which the signals can be properly received by the reception device.

[0031] For example, in the displaying, a length of time that each one of the sub-images is displayed may be 10 microseconds or more.

[0032] By doing so, it is possible to display video from which the signals can be properly received by the reception device.

[0033] Furthermore, a visible light communication signal display method according to an aspect of the present disclosure is a visible light communication signal display method of displaying (i) an image represented by video signals and (ii) an image for transmitting visible light communication signals, and includes: encoding at least part of the visible light communication signals into a pattern for dividing a basic image; dividing the basic image into a plurality of sub-images according to the pattern; and displaying, in a video display period, the image represented by the video signals, and displaying, in time series in a communication period different from the video display period, a reversed image obtained by reversing luminance of the basic image, and the sub-images.

[0034] This allows visible light communication in which the division pattern for dividing the basic image is used in signal transmission. Furthermore, when the reversed image is displayed, the reception device can identify a position on the pattern for the basic image using the reversed image. This allows for the visible light communication even when video is displayed on a structure or the like which is not a simple flat surface other than a screen.

[0035] For example, the image for transmitting the visible light communication signals may include the basic image and the sub-images.

[0036] For example, it may be that in the encoding, part of the visible light communication signals is encoded to generate the pattern, and other part of the visible light communication signals is encoded into timings at which the sub-images are displayed, and in the displaying, the sub-images are displayed in time series at the timings in the communication period.

[0037] By doing so, in addition to the division pattern, the timing at which the sub-images are displayed can be used in signal transmission. This makes it possible to increase the amount of data that is transmitted by visible light communication.
For example, it may be that in the encoding, a pattern that corresponds to the at least part of the visible light communication signals is selected from a plurality of the patterns, each for dividing the basic image into a same number of the sub-images, to encode the at least part of the visible light communication signals into the pattern, and the patterns include a pattern in which the sub-images include an all-black image having a substantially uniform luminance value lower than or equal to a predetermined luminance value.

This makes it possible to not only increase the number of patterns, but also facilitate conversion between patterns and signals.

For example, in the encoding, a pattern that corresponds to the at least part of the visible light communication signals may be selected from a plurality of the patterns for dividing the basic image into a different number of the sub-images, to encode the at least part of the visible light communication signals into the pattern.

This makes it possible to reduce the occurrence of unnecessary images being displayed.

For example, in the dividing, the sub-images may be generated which correspond to respective partial images obtained by dividing the basic image and each of which (i) includes a corresponding one of the partial images and (ii) except for the corresponding one of the partial images, is an image having a substantially uniform luminance value lower than or equal to a predetermined luminance value.

Thus, the basic image can be divided into plural sub-images and displayed properly.

For example, it may be that in the encoding, part of the visible light communication signals is encoded to generate the pattern, and other part of the visible light communication signals is encoded into a sequence in which the sub-images are displayed, and in the displaying, the sub-images are displayed in time series in the sequence in the communication period.

By doing so, in addition to the division pattern, the sequence in which the sub-images are displayed can be used in signal transmission. This makes it possible to increase the amount of data that is transmitted by visible light communication.

For example, in the encoding, part of the visible light communication signals is encoded to generate the pattern, and other part of the visible light communication signals is encoded into the basic image.

By doing so, in addition to the division pattern, image content can be used in signal transmission. This makes it possible to increase the amount of data that is transmitted by visible light communication.

For example, in the encoding, part of the visible light communication signals is encoded to generate the pattern, and other part of the visible light communication signals is encoded into the basic image.

By doing so, in addition to the division pattern, image content can be used in signal transmission. This makes it possible to increase the amount of data that is transmitted by visible light communication.

By doing so, in addition to the division pattern, image content can be used in signal transmission. This makes it possible to increase the amount of data that is transmitted by visible light communication.

For example, in the dividing, the sub-images may be generated which correspond to respective partial images obtained by dividing the basic image and each of which (i) includes a corresponding one of the partial images and (ii) except for the corresponding one of the partial images, is an image having a substantially uniform luminance value lower than or equal to a predetermined luminance value.

This makes it possible to reduce the occurrence of unnecessary images being displayed.

For example, in the encoding, a pattern that corresponds to the at least part of the visible light communication signals may be selected from a plurality of the patterns for dividing the basic image into a different number of the sub-images, to encode the at least part of the visible light communication signals into the pattern, and the patterns include a pattern in which the sub-images include an all-black image having a substantially uniform luminance value lower than or equal to a predetermined luminance value.

This allows visible light communication in which the division pattern for dividing the basic image is used in signal transmission.

Furthermore, a display apparatus according to an aspect of the present disclosure is a display apparatus which displays (i) an image represented by video signals and (ii) an image obtained by encoding visible light communication signals, and includes: an encoding unit configured to encode the at least part of the visible light communication signals to encode the at least part of the visible light communication signals into the pattern, and the patterns include a pattern in which the sub-images include an all-black image having a substantially uniform luminance value lower than or equal to a predetermined luminance value.

This makes it possible to increase the amount of data that is transmitted by visible light communication.

Furthermore, a display apparatus according to an aspect of the present disclosure is a display apparatus which displays (i) an image represented by video signals and (ii) an image obtained by encoding visible light communication signals, and includes: an encoding unit configured to encode the at least part of the visible light communication signals to encode the at least part of the visible light communication signals into the pattern, and the patterns include a pattern in which the sub-images include an all-black image having a substantially uniform luminance value lower than or equal to a predetermined luminance value.

This allows visible light communication in which the division pattern for dividing the basic image is used in signal transmission.

Furthermore, a display apparatus according to an aspect of the present disclosure is a display apparatus which displays (i) an image represented by video signals and (ii) an image obtained by encoding visible light communication signals, and includes: an encoding unit configured to encode the at least part of the visible light communication signals to encode the at least part of the visible light communication signals into the pattern, and the patterns include a pattern in which the sub-images include an all-black image having a substantially uniform luminance value lower than or equal to a predetermined luminance value.

This allows visible light communication in which the division pattern for dividing the basic image is used in signal transmission.

Furthermore, a display apparatus according to an aspect of the present disclosure is a display apparatus which displays (i) an image represented by video signals and (ii) an image obtained by encoding visible light communication signals, and includes: an encoding unit configured to encode the at least part of the visible light communication signals to encode the at least part of the visible light communication signals into the pattern, and the patterns include a pattern in which the sub-images include an all-black image having a substantially uniform luminance value lower than or equal to a predetermined luminance value.

This allows visible light communication in which the division pattern for dividing the basic image is used in signal transmission.

Furthermore, a display apparatus according to an aspect of the present disclosure is a display apparatus which displays (i) an image represented by video signals and (ii) an image obtained by encoding visible light communication signals, and includes: an encoding unit configured to encode the at least part of the visible light communication signals to encode the at least part of the visible light communication signals into the pattern, and the patterns include a pattern in which the sub-images include an all-black image having a substantially uniform luminance value lower than or equal to a predetermined luminance value.

This allows visible light communication in which the division pattern for dividing the basic image is used in signal transmission.
transmission. Furthermore, when the reversed image is displayed, the reception device can identify a position on the pattern for the basic image using the reversed image. This allows for the visible light communication even when video is displayed on a structure or the like which is not a simple flat surface other than a screen.

[0060] Furthermore, a display apparatus according to an aspect of the present disclosure is a display apparatus capable of displaying an image in a time section of one frame or a shorter length based on a frequency of a video signal and includes: a display surface which outputs video; a display control unit configured to cause the display surface to output the video based on the video signal; a communication signal control unit configured to obtain a display image through encoding and transformation based on a visible light communication signal; and a video signal control unit configured to output the display image based on the visible light signal for a predetermined duration of one frame or less for the display video signal, wherein a time axis of the visible light communication signal is encoded and displayed in a direction in which the display surface is present, an image including a striped image displayed as a map obtained by shifting it a certain length in a direction perpendicular thereto is inserted to normal video signals and displayed for a short duration of one frame or less, resultant video is captured by an image sensor of a sequential exposure type, and during a period in which the image including the striped image is repeatedly displayed, exposure data is repeatedly overwritten while sequential exposure continues, and at a stage where the striped image is recognized by the image sensor, the overwriting of the exposure data is stopped, and at a stage where a set of the exposure data of the striped image is obtained, the obtained data of the striped image is decoded to obtain the visible light communication signal. Furthermore, by using an image indicating the magnitude of a signal in an identifier (header) portion of the signal, the present disclosure enables even application of signal communication using striped images to a technique called projection mapping etc., in which images are projected on a structure other than a flat surface such as a screen, while such application used to be difficult to achieve.

[0061] It is to be noted that these general and specific aspects may be implemented using a system, a method, an integrated circuit, a computer program, or a computer-readable recording medium such as CD-ROM, or any combination of systems, methods, integrated circuits, computer programs, and recording media.

[0062] It is to be noted that each of the embodiments described below shows a specific example of the present disclosure. The numerical values, shapes, materials, structural elements, the arrangement and connection of the structural elements, steps, the processing order of the steps etc., shown in the following embodiments are mere examples and do not restrict the present disclosure. Furthermore, among the structural elements in the following embodiments, structural elements not recited in the independent claims each indicating the broadest concept are described as arbitrary structural elements.

(Embodiment 1)

[0063] FIG. 1 schematically illustrates an example of a video display system which enables visible light communication according to Embodiment 1.

[0064] A display apparatus 100 is, for example, a liquid-crystal display apparatus, and is capable of displaying video on a display unit 110. Furthermore, the video displayed on this display unit 110 includes a visible light communication signal superimposed thereon which indicates information on the video. By capturing the video displayed on the display unit 110, a reception device 200 receives the visible light communication signal transmitted from the display unit 110 of the display apparatus 100. The reception device 200 is, for example, a smartphone which incorporates an image sensor of the sequential exposure type. This allows a user to receive, for example, information regarding the video that is being displayed on the display apparatus 100.

[0065] It is to be noted that although Embodiment 1 cites a liquid-crystal display apparatus as an example of the display apparatus, the display apparatus may be display equipment, such as an organic EL display apparatus or a plasma display apparatus, or a display apparatus of a projection type, such as a projection display apparatus or a projector.

[0066] Furthermore, although a smartphone is cited as an example of the reception device, it is sufficient that the reception device is an electronic device in which an image sensor of a type that is capable of sequential exposure is mounted. For example, the reception device may be a digital still camera or the like.

[0067] FIG. 2 is a block diagram illustrating an example of a schematic configuration of the display apparatus 100 according to Embodiment 1. As illustrated in FIG. 2, the display apparatus 100 includes a display unit 110, a first input unit 120, a first signal processing unit 130, a display control unit 140, a second input unit 150, a second signal processing unit 160, and includes: a display surface which outputs video; a display control unit configured to cause the display surface to output the video based on the video signal; a communication signal control unit configured to obtain a display image through encoding and transformation based on a visible light communication signal; and a video signal control unit configured to output the display image based on the visible light signal for a predetermined duration of one frame or less for the display video signal, wherein a time axis of the visible light communication signal is encoded and displayed in a direction in which the display surface is present, an image including a striped image displayed as a map obtained by shifting it a certain length in a direction perpendicular thereto is inserted to normal video signals and displayed for a short duration of one frame or less, resultant video is captured by an image sensor of a sequential exposure type, and during a period in which the image including the striped image is repeatedly displayed, exposure data is repeatedly overwritten while sequential exposure continues, and at a stage where the striped image is recognized by the image sensor, the overwriting of the exposure data is stopped, and at a stage where a set of the exposure data of the striped image is obtained, the obtained data of the striped image is decoded to obtain the visible light communication signal. Furthermore, by using an image indicating the magnitude of a signal in an identifier (header) portion of the signal, the present disclosure enables even application of signal communication using striped images to a technique called projection mapping etc., in which images are projected on a structure other than a flat surface such as a screen, while such application used to be difficult to achieve.

[0068] The first input unit 120 receives a video signal regarding video which is to be displayed on the display unit 110 from broadcast waves, a video recorder, a video player, a PC, or the like, through an antenna cable, a video signal line such as a composite cable, an HDMI (registered trademark) cable, or a PJ link cable, or a LAN cable etc., and transmits the received video signal to the first signal processing unit 130. It is to be noted that the video recorder or the video player may use signals stored on various recording media.

[0069] The first signal processing unit 130 performs, on the received video signal, common image processing such
as a decoding process, and then, divides each frame into a plurality of sub-frames. The first signal processing unit 130 transmits, to the display control unit 140 and the second signal processing unit 160, information indicating the length of the sub-frame, the level of the video signal, a display timing, brightness, and so on.

[0070] The second input unit 150 receives, through a dedicated cable, a LAN cable, or the like, a visible light communication signal created by a PC or the like. It is to be noted that the visible light communication signal may be superimposed on part of the broadcast waves and input to the second input unit 150 through the antenna cable. Furthermore, the second input unit 150 may receive a video signal of recorded broadcast, or a video signal on which the visible light communication signal created separately by a PC or the like has been superimposed, from a video recorder or a video player through as an HDMI (registered trademark) cable, a PJ link cable, or the like. The video recorder or the video player may use signals stored on various recording media. In addition, other than the method of receiving the signal from outside, there is a method of obtaining information from a server through the Internet or the like by using information embedded in the display apparatus, such as ID of the display apparatus, and using this information. The second input unit 150 transmits the received signal to the second signal processing unit 160. Hereafter, one group of a series of data of the visible light communication signal will be referred to as one block.

[0071] The second signal processing unit 160 creates a modulated signal of the visible light communication signal received from the second input unit 150 and creates an encoded image based on the modulated signal. Encoding of the visible light communication signal may be encoding compliant with JEITA-CP1222 or 1223 or may be encoding compliant with a standard such as IEEE-P802.15.7. It is only necessary to use a reception device which supports the encoding used. Other encoding methods, for example, Manchester coding or the like, may be used for modulation. Furthermore, although the following describes the case where binary encoding is performed, ternary or higher-order encoding is also possible as the fact that the tone representation can be directly used is taken into consideration. Thus, it is possible to transmit an amount of information not less than twice the amount of information transmitted in the case of binary encoding.

[0072] Furthermore, the second signal processing unit 160 determines, based on information regarding brightness, etc., of video included in the video signal received from the first signal processing unit 130, which sub-frame among sub-frames forming one frame or among a plurality of frames the encoded image is to be inserted into. For example, the second signal processing unit 160 selects a sub-frame included in a frame in which an image is displayed with relatively high brightness, and inserts the encoded image therein. Furthermore, the second signal processing unit 160 may select a sub-frame in which an image is displayed with relatively high brightness, and insert the encoded image therein.

[0073] The second signal processing unit 160 may set a sub-frame to be inserted in a frame or may select as sub-frame in which an image is displayed with relatively high brightness on the display unit 110, and insert the encoded image therein. Furthermore, when the tones are represented using weighted sub-frames, there is a case where error diffusion, etc., has expanded the width of the tone representation. In this case, when a sub-frame with less weight is used in the representation, it may be that a period in which the error diffusion, etc., does not cause fluctuation in luminance and the lit-up state continues is selected, and the encoded image is displayed in the selected period.

[0074] Furthermore, regarding displaying of normal video, a usable display method is to correct, using another sub-field, the increase and decrease in luminance which are caused by displaying the encoded image of the visible light communication signal so that a viewer can view the video as continuous video without a feeling of strangeness.

[0075] It is to be noted that, instead of selecting an existing sub-frame, a time section in which normal video is displayed and a time section in which the encoded image is displayed may be set within one frame. Also in this case, a frame in which images are displayed with relatively high brightness on the display unit 110 may be selected as a frame in which the encoded image is to be displayed.

[0076] Furthermore, in the case where a position or a time section in which the encoded image is to be inserted has been determined in advance, the second signal processing unit 160 does not need to perform the process for determining a sub-frame or a time section in which the encoded image is to be inserted. In this case, it is sufficient that the encoded image is inserted in a predetermined sub-frame or time section and displayed.

[0077] Furthermore, the length of time for which the encoded image is displayed is desired to be as short as possible but depends largely on the performance of the reception device, which will be described in detail hereinbelow.

[0078] The second signal processing unit 160 transmits, to the display control unit 140, the generated encoded image and display timing information indicating a sub-frame or time section in which the encoded image is to be inserted.

[0079] According to the display timing information received from each of the first signal processing unit 130 and the second signal processing unit 160, the display control unit 140 inserts, into the video signal received from the first signal processing unit 130, the encoded image received from the second signal processing unit 160. It is to be noted that when the response speed for video and so on are taken into consideration, it is desired that the display control unit 140 display images with use of an element capable of performing switching, such as a solid semiconductor element, as will be described hereinbelow. The display unit 110 displays the video signal received from the display control unit 140.

[0080] FIG. 3 is a block diagram illustrating a configuration example of the reception device 200 according to Embodiment 1.
As illustrated in FIG. 3, the reception device 200 includes an imaging unit 210, a visualizing unit 220, a signal determining unit 230, and a signal demodulating unit 240.

The imaging unit 210 captures an image displayed on the display unit 110. The imaging unit 210 includes an image sensor of the sequential exposure type, for example. Following the start of capturing an image, the image sensor performs sequential exposure on a per row basis and stores data of the captured image into a buffer (not illustrated). There are some image sensors which perform sequential exposure on a per row basis, on a per exposure element basis, for every group containing a predetermined number of plural elements, and so on, all of which are handled in the same manner and aim to obtain data arranged horizontally in images.

The visualizing unit 220 transforms the data of an image captured by the imaging unit 210 and stored in the buffer, into a bit map in which luminance of each pixel is represented two-dimensionally, and outputs the bit map to the signal determining unit 230 as video.

The signal determining unit 230 determines whether or not the video received from the visualizing unit 220 includes the encoded image. Firstly, the signal determining unit 230 determines the size of data in one block using repeated data and searches for the header portion of the data, thereby determining whether or not the encoded data is included therein. When determining that the received video includes the encoded image inserted, the signal determining unit 230 outputs the received video to the signal demodulating unit 240 and instructs the imaging unit 210 to stop the imaging operation. On the other hand, when the signal determining unit 230 determines that the received signal does not include the encoded image inserted, the imaging unit 210 further repeats the sequential exposure while writing data of the captured image over the data stored in the buffer. Here, the signal determining unit 230 does nothing. In the case where the determination that video including the encoded image inserted is input is not made even after the imaging operation for a predetermined period of time, the imaging unit 210 stops the imaging operation. It is to be noted that the signal determining unit 230 may return a signal indicating an error in this case.

The signal demodulating unit 240 retrieves the encoded image from the video provided by the signal determining unit 230 and demodulates the encoded image into an original visible light communication signal. Specifically, the signal demodulating unit 240 decodes the binary data and stores the resultant data into a memory as the visible light communication signal.

Next, the encoded image obtained by forming the visible light communication signal into an image is described. FIG. 4 illustrates an example of the encoded image. FIG. 4 illustrates, in (a), an encoded image P obtained by encoding the visible light communication signal in one block. The visible light communication signal is represented by way of displaying brightness and darkness in the horizontal direction. The encoded image P in (a) of FIG. 4 is vertically extended, as in (b) of FIG. 4, to the vicinity of both ends of the screen, resulting in an encoded image P1. Subsequently, as illustrated in (c) of FIG. 4, the encoded image P1 in (b) of FIG. 4 is repeated five times in the horizontal direction, resulting in a final encoded image (the visible light communication image). Here, the number of repetitions in the horizontal direction is determined according to the size of the encoded image in one block and the size of the video.

It is to be noted that the encoded image in one block is extended in order to allow the encoded image to be captured with a large number of exposure lines as will be described later. By doing so, it is possible to improve the reception probability. Furthermore, the reason for the encoded image in one block being repeatedly displayed is to cope with different fields of view which depend on a distance between the display apparatus and the reception device and performance of the imaging unit in the reception device. This means that even if the reception device is not capable of capturing the image of an entirety of the display unit 110, it is possible to obtain the encoded image P1 illustrated in (a) of FIG. 4 by capturing only a part of the encoded image displayed on the display unit 110. Generating the encoded image this way will enable to ease the restrictions in the imaging conditions of the reception device. A larger number of repetitions of the encoded image is more effective to a short-distance imaging operation. Furthermore, assuming that the reception device is capable of capturing the image of the entire screen, there is not always a need to repeat the encoded image.

An operation of a visible light communication system according to Embodiment 1 is specifically described below. Firstly, an operation of the display apparatus 100 is described. FIG. 5 explains the operation of the display apparatus according to Embodiment 1. In FIG. 5, the horizontal direction is a time axis.

FIG. 5 illustrates, in (a), images which are output from the first signal processing unit 130; in (b), images which are output from the second signal processing unit 160; and in (c), images which are output from the display control unit 140.

Firstly, as illustrated in (a) of FIG. 5, four images are output from the first signal processing unit 130 in 1/F seconds. This indicates that the video received by the first input unit 120 is made up of four images per 1/F seconds when displayed. The first signal processing unit 130 transmits, to the display control unit 140, display timing information indicating timings at which four images are displayed in 1/F seconds. Furthermore, the first signal processing unit 130 outputs four images (images A11, A21, A31, A41, etc.) to the display control unit 140 per 1/F seconds. Furthermore, the first signal processing unit 130 transmits, to the second signal processing unit 160, the same display timing information as the display timing information transmitted to the display control unit 140.

Next, as illustrated in (b) of FIG. 5, the second signal processing unit 160 outputs, to the display control unit 140, an all-black image B1 held in advance and an encoded image C1 generated from the visible light communication
signal and received from the second input unit 150. In this case, the second signal processing unit 160 determines the images A1x, A2x, A3x, and A4x, as images into which the encoded image is to be inserted, based on brightness, etc., of the images (where x represents the ordinal number of a frame). Furthermore, the second signal processing unit 160 determines that four images are to be displayed in 1/F seconds, as well as insertion of an all-black image Bx as the third image and an encoded image Cx as the fourth image. The second signal processing unit 160 outputs information on the determined display to the display control unit 140 as the display timing information.

[0093] Next, as illustrated in FIG. 5, the display control unit 140 determines, according to the received display timing information, timings of displaying the image A received from the first signal processing unit 130, and the all-black image Bx and the encoded image Cx received from the second signal processing unit 160. In this case, the display control unit 140 controls the display unit 110 so that four images are displayed in 1/F seconds. The display control unit 140 controls the display unit 110 so that among the four images, images A11 and A21 transmitted from the first signal processing unit 130 are displayed as the first and second images, the all-black image B1 transmitted from the second signal processing unit 160 is displayed as the third image, and the encoded image C1 transmitted from the second signal processing unit 160 is displayed as the fourth image.

[0094] Furthermore, the display control unit 140 performs such control that four images are displayed in next 1/F seconds. In this case, the display control unit 140 controls the display unit 110 so that among the four images, images A12 and A22 are displayed as the first and second images, an all-black image B2 is displayed as the third image, and an encoded image C2 is displayed as the fourth image. In the example of FIG. 5, the encoded image C2 is inserted which is formed by rotating the encoded image C1 in the fourth place 90 degrees and shaping the resultant into the same size as the encoded image C1. In short, upon inserting the encoded image multiple times, the same encoded image may be inserted multiple times, and an image resulting from reversing or rotating the original encoded image may be inserted. This is effective in the adjustment according to the direction, the angle, and the like of the reception device 200 capturing the images. In other words, the image B1 and the image B2 may be the same or different as mentioned above. Likewise, the image C1 and the image C2 may be the same or different.

[0095] Furthermore, the images A1x, A2x, A3x, and A4x are displayed at the interval of 1/F seconds, and so are the all-black images Bx and the encoded images Cx.

[0096] It is to be noted that depending on video, the encoded image may be displayed once every a certain number of frames or displayed at random, instead of being displayed in sequential frames.

[0097] It is to be noted that the sub-frame in this embodiment is not limited to the sub-frame created for tone representation and may also be a sub-frame created for enhancement in image quality, such as what is called quad drive of a liquid-crystal display apparatus, etc.

[0098] Next, an operation of the reception device 200 is described. FIG. 6 explains the operation of the reception device according to Embodiment 1. In FIG. 6, the horizontal direction is a time axis.

[0099] FIG. 6 illustrates, in (a), images which are displayed on the display unit 110 of the display apparatus 100; in (b), exposure time of each exposure line in the imaging unit 210; and, in (c), an image captured by the imaging unit 210.

[0100] As illustrated in (a) of FIG. 6, four images are displayed on the display unit 110 every 1/F seconds. In the example of (a) of FIG. 6, the all-black image B1 is displayed as the third image, and the encoded image C1 is displayed as the fourth image, among the four images.

[0101] The imaging unit 210 captures video displayed on the display unit 110. In the case where the imaging unit 210 includes an image sensor of the sequential exposure type, the image sensor performs the sequential exposure per unit row and stores data of the captured video into a buffer (not illustrated) following the start of capturing video. A unit of the sequential exposure is referred to as an exposure line because sequential per-line exposure is particularly assumed herein. In the case of (b) of FIG. 6, the exposure is performed in the sequence of the exposure lines L1, L2, L3, ....

[0102] It is to be noted that although the image is divided into 10 exposure lines in (b) of FIG. 6 as an example, the number of exposure lines may be other than 10, and the unit of division may be other than lines. The configuration is such that each of the exposure lines overlaps another for a very short length of time, and the exposure is performed with the exposure lines in sequence.

[0103] FIG. 6 illustrates, in (c), the image stored in the buffer at the point in time when the imaging with the whole exposure lines is completed. In this case, the beginning of an image in a frame coincides with the beginning of one unit of the imaging, but even when these are different, horizontal stripes are always observed. For example, signals are represented in narrow horizontal stripes from the third line from the top in the captured image in (c) of FIG. 6; when there is such a difference, the horizontal stripes will be found at vertically different positions in the image. Therefore, there is no particular need for timing control, resulting in the reception device not being required to obtain any trigger signal from somewhere. In the case of (c) of FIG. 6, the encoded image is captured with the exposure line L6.

[0104] The visualizing unit 220 transforms the data of an image captured by the imaging unit 210 and stored in the buffer, into a bit map in which luminance of each pixel is represented two-dimensionally, and outputs the bit map to the signal determining unit 230 as video.

[0105] The signal determining unit 230 determines whether or not the video received from the visualizing unit 220
includes the encoded image. In the case of FIG. 6, the signal determining unit 230 receives the video in (c) of FIG. 6 and determines that the encoded image has been inserted into the exposure line L6 among the exposure lines L1 to L10, outputs the received video to the signal demodulating unit 240, and instructs the imaging unit 210 to stop the imaging operation.

[0106] The signal demodulating unit 240 retrieves, from the video provided by the signal determining unit 230, an image in the exposure line L6 which indicates the encoded image, and decodes the image in the exposure line L6 into an original visible light communication signal.

[0107] It is to be noted that these determinations by the signal determining unit 230 are performed in units of received video here, but may be performed per exposure line. In this case, at the point in time of determining that the exposure line L6 includes the encoded image, the signal determining unit 230 may cause the imaging unit 210 to stop its operation, avoiding determination on the exposure line L7 and the following exposure lines.

[0108] As illustrated in (a) of FIG. 6, video is made up of F frames per second, and the period in which the encoded image is displayed is part of the length of one frame. The case where this period is 1/4 of one frame has been described in the present embodiment. It is to be noted that the display time in which the encoded image is displayed may be other than the 1/4 frame, but is desirably 1/4 frame or less from the perspective of making it as difficult as possible to recognize the encoded image. Furthermore, this display time is desirably as small in value within the applicable range of the reception device as possible.

[0109] With the configuration as above, the display apparatus inserts the encoded image of the visible light communication signal into video for a short period of time. The reception device sets the exposure time to a sufficiently short length to enable capturing of the encoded image. Referring to FIG. 6, when the shutter speed (the exposure time) is sufficiently faster than 1/nF seconds (where n=4 in the case of FIG. 6), any of the exposure lines will correspond to the time in which the encoded image is displayed. Furthermore, it is desired that other images not be inserted during the exposure time of an exposure line. Thus, setting the exposure time less than half the 1/4F seconds in the example of FIG. 6 makes it possible to capture images into which other images are never inserted.

[0110] As above, the use of the reception device which includes the imaging unit of the sequential exposure type results in no restrictions on the imaging timing. This makes it possible to transmit and receive the visible light signal with a configuration which is simple.

[0111] In addition, the relation of (Expression 1) is desirably satisfied regarding the time in which the encoded image is inserted and the scanning speed and exposure time of the imaging unit of the sequential exposure type. This is because the S/N ratio will be extremely decreased when the encoded image is subjected to the exposure together with video before and after the encoded image.

\[(\text{Expression 1})\quad \text{Exposure time of 1 exposure line} < 1/(2 \times nF)\]

[0112] In (Expression 1), n is the number of sub-frames obtained by equally dividing one frame of video, and F is the number of frames which are displayed in one second. Both n and F are positive integers.

[0113] Furthermore, considering the length of time in which the encoded image of the visible light communication signal is less likely to be recognized by human eyes as an afterimage, the exposure time of one exposure line is desirably 1 millisecond or less, more desirably 0.2 milliseconds or less. When the common number of frames in video signals at present, \( F = 60 \), is applied, \( n = 8 \) is desirable and \( n = 40 \) is more desirable to satisfy (Expression 1).

[0114] The following describes the reason for setting the range desirable as the time in which the encoded image of the visible light communication signal is displayed. This is because the temporal resolution of human eyes is generally said to be approximately 50 milliseconds in terms of time, and an image below this level will be recognized as an afterimage in which the image is mixed up with preceding or succeeding video. Meanwhile, the limit of human eye to notice a difference in luminance varies from person to person, but it is said that most people recognize that there is a difference in luminance when the difference in luminance from adjacent regions is roughly 2%. Accordingly, in order that the inserted encoded image is mixed up with the preceding or succeeding image and not recognized as a difference in luminance, the duration for which the encoded image is displayed is desired to be 2% of 50 milliseconds, that is, less than or equal to 1 millisecond.

[0115] Inserting the visible light communication signals to images creates a chromatic difference. It is generally known that a difference between adjacent regions which is recognizable by human eyes is 0.3 in numerical value in chromaticity coordinates. A common video display apparatus represents colors using combinations of three colors of R, G, and B, and when the above is applied to the R, G, and B, the difference is equivalent to 20%. Thus, in order that the encoded image is not recognized as a chromatic difference by human eyes, the duration for which the encoded image is displayed is preferably 0.2 milliseconds or less which is determined by multiplication of the above value. Furthermore, with a common image sensor of the sequential exposure type, an afterimage is left completely as an image unless one frame does not become a visible image.
Furthermore, a specific approach for outputting the encoded image of the visible light communication signal for a very short period of time from a video device is described. A device which operates fast, such as a plasma display (PDP) and an electroluminescence (EL), is capable of supporting this technique by being controlled with a drive signal. On the other hand, a liquid-crystal display (LCD) or the like is not capable of supporting it, even when only the speed of drive signals is increased, since the response speed of the LCD is slow. However, in the case where an element in which a light-emitting diode (LED) or the like can flicker fast is used in the backlight, it is possible to display the encoded image for a short length of time by turning off the LED. As to a projector, a liquid crystal on silicon (LCOS) or the like which uses liquid crystals can likewise display the encoded image for a short length of time by controlling the light source. Furthermore, in the case of a projector which uses a method of emitting light to a projection object with use of a digital mirror device (DMD) or the like mirror device which is capable of being driven fast, it is possible to display the encoded image for a short length of time by controlling the DMD. It is also possible to shorten the display time through a control on the light source, meaning that these can be combined to further shorten the display time.

It is to be noted that although the case where the visible light communication signals are aligned in the horizontal direction is described in Embodiment 1, this is not the only example. In the case where the visible light communication signals are aligned in the horizontal direction, the encoded image has vertical stripes. Therefore, unless the imaging unit 210 of the reception device 200 captures images through the sequential exposure in the vertical direction on a per horizontal direction basis, it is not possible to obtain the encoded image of the visible light communication signals.

Furthermore, capturing an image with the reception device tilted at an angle of a certain degree or more results in one group of data, i.e., one block, being not entirely included in the imaging range or results in the orientation being parallel to the stripes of the stripe pattern, which cause a problem that the data cannot be obtained, for example.

FIG. 7 illustrates an example of a relation of an angle between the encoded image and the reception device with a reception error occurrence probability.

As illustrated in FIG. 7, the relation of the stripe pattern of the encoded image, the angle of the reception device, and the reception error (imaging error) occurrence probability represents the form of substantially the cosine law. The field of view obtained with one exposure line of the reception device changes according to the cosine law as the angle changes. Accordingly, the range of data of an image that can be captured becomes smaller, and when the range of data of an image that can be captured with one exposure line decreases in size to the area substantially equivalent to that of one block, the error recognition probability increases abruptly.

FIG. 7 illustrates a result of when the encoded image which has data of 4 blocks stored for the entire screen is used and the reception device captures the encoded image from such a position that the reception device can capture substantially the entire screen. As illustrated in FIG. 7, it can be seen that, with an angle up to approximately 135 degrees (in the case where the reception device is tilted at 45 degrees upon capturing the image), it is possible to obtain data without problems. The angle from which the error occurrence probability changes abruptly depends on how many blocks of data are stored for the entire screen or at what distance the encoded image is captured, that is, from which position the encoded image is captured, meaning what size the encoded image appears to have on the entire screen. Furthermore, since it will also be theoretically impossible to obtain data when the screen and the reception device are perpendicular to each other, it is conceivable that, depending on in which orientation (vertically or horizontally) a viewer places the reception device, there will be a situation in which the visible light communication signal is unable to be received at all. To solve such troubles, the encoded images may be arranged vertically or obliquely or with a pattern in which a vertical portion and a horizontal portion are reversed.

FIG. 8 illustrates, in (a), an example in which only one encoded image illustrated in FIG. 4 is displayed on the entire screen. With such a design, the restrictions based on the size of the encoded image in the captured images will be eased, so that the visible light communication signal can be received from a location far from the display surface of the display unit 110. FIG. 8 illustrates, in (b), an image in which the encoded image P2 has horizontal stripes and is repeatedly vertically displayed four times. In this case, the reception is possible when the exposure lines of the reception device are in a substantially vertical direction. FIG. 8 illustrates, in (c), an example of the encoded image which has stripes obliquely aligned at approximately 45 degrees on the entire screen. FIG. 8 illustrates, in (d), an example of the encoded image which has stripes obliquely aligned at approximately 45 degrees on the opposite direction to those in (c).

Furthermore, each of the images illustrated in FIG. 4 and FIG. 8 or an image resulting from rotating each of these images certain degrees has advantages and disadvantages; therefore, an image may be used in which such images are arbitrarily rotated and combined according to application.

Moreover, in the case of being temporally repeatedly displayed, these images may be changed sequentially or at random on a per frame basis according to application.
It is to be noted that with a display apparatus in which a period during which not the entire screen is displayed at the same time is present, such as a liquid-crystal display apparatus which performs backlight scanning, the communication probability can be expected to improve with the use of a stripe pattern having vertical stripes. On the other hand, in a common liquid-crystal display apparatus, since the scanning is performed in the vertical direction, it is desirable to apply horizontal stripes, that is, (b) of FIG. 4.

Furthermore, the luminance level of the all-black image that is an image whose overall luminance level is low does not need to match that of a black part in the encoded image, that is, the luminance of a part with low luminance. However, in consideration of sensitivity for receiving the visible light communication signal, the luminance of the all-black image is desirably as low as possible.

As a result of inserting (a) and (b) of FIG. 9 in a predetermined period, an image of a single color having average luminance is recognized as in (c) of FIG. 9. Therefore, the above two black-white reversed images may be used as one set for two respective sections obtained by dividing the sub-frame or time section which is included in one frame and in which the encoded image is displayed. Furthermore, a combination of colors may be used which have a complementary relationship with each other, such as red (R) and cyan (C) in the system of three primary colors, i.e., R, G, and B. In other words, two colors having a complementary relationship may be used as a combination of reversed images as in the case of black and white.

In this embodiment, the visible light communication signal is encoded and then output as image data; in order to clearly show the boundaries of blocks in the data, a frame-like image signal, which is never included in a normal encoded signal, may be inserted before or after signals of the block. In this case, it may be that, when the reception device succeeds in recognizing two or more frame-like image signals, the reception device determines that signals of one block have been obtained, and uses such frame-like image signals to determine the size of signals of one block in an image.

FIG. 10 illustrates the relation between high frequency noise of light source luminance, such as surround lighting, and exposure time. The longer the exposure time relative to the cycle of high frequency noise, the lesser the impact of the high frequency noise on the captured image, which makes it easier to estimate the light source luminance. When the exposure time is an integral multiple of the cycle of high frequency noise, the impact of the high frequency noise is absent, which makes the reception of the visible light communication signal easiest. The main cause of the high frequency noise originates from a switching power circuit. Since the length of its cycle is 20 microseconds or less in many switching power supplies for lighting, setting the exposure time to 20 μs seconds or more will make it possible to easily estimate the light source luminance.

It is to be noted that although the display which displays video, namely, the display apparatus 100, is given as an example in this embodiment, the display apparatus 100 may be a device which projects video, such as a projector. Furthermore, although a smartphone is given as an example of the reception device 200 that is an electronic device which receives the visible light communication signal, the reception device 200 is not limited to the smartphone and may be a digital still camera and the like as long as the reception device 200 is an electronic device which includes an image sensor of a type capable of sequential exposure.

Next, the tone representation in displayed video is described. This content is a matter of course for those skilled in the art and is, therefore, explained briefly. In PDPs, each frame is divided into weighted sub-fields so that combinations of lighting and non-lighting of the sub-fields represent tones. Some LCDs also divide each frame into weighted sub-fields as in the case of the PDPs, and some LCDs adjust the luminance of each color by simply controlling the length of time for which the shutter is open within each frame, and thereby represent tones. Many organic EL displays also use either one of the above driving methods.

Meanwhile, a projector using liquid crystals or a projector using LCOS uses the same or like tone representation method as the liquid-crystal display. On the other hand, a projector using DMD represents tones by adjusting, for each frame, the length of time for beams of light to be projected from the light source of each color toward the projection lens, using an element in which mirrors capable of rapidly switching the direction of light from the light source between the projection lens and the damper are two-dimensionally arrayed for the number of pixels. The DMD projector divides each frame into a larger number of time sections, converts the video signal into a control signal for DMD, and projects video through the projection lens.

Thus, recent video display apparatuses which display video signals control the light emission time of RGB or primary colors including other colors than RGB within each frame to display video. This means that it is not difficult in principle to insert an image in a time section no more than one frame.

Although the method of repeatedly displaying one image for a certain period of time has been described as the method of displaying the encoded image, an image with black and white reversed may be displayed continuously after the image example illustrated in FIG. 4 or FIG. 8. Here, since only an averaged image from two images is recognized by human eyes, the occurrence of recognition of stripe pattern is further reduced. In other words, a fully uniform image at the averaged gray level, obtained by synthesizing two images, is recognized by human eyes, which only leads to somewhat decreased contrast. The white and black representation is not limited to the 100% level and the 0% level and
may be one level with relatively high luminance and one level with relatively low luminance. It is to be noted that when this difference in level is high, the restrictions on the reception device and so on are eased while the averaged luminance of signals is higher, which causes negative effects such as decreased contrast and increased conspicuity of the encoded image; therefore, it is desirable to select a level which is appropriate from a comprehensive perspective.

[0135] As to the white and black representation, the white may be represented by displaying all the RGB colors, but a color other than white may be used to lower the luminance of a high luminance portion of the stripes. It may likewise be that the black means low luminance and is, therefore, represented using all the RGB colors or is not black which represents the meaning of a non-display state. Moreover, although it has been assumed that the stripe pattern is created using a high luminance portion and a low luminance portion, this may be represented as a stripe pattern with R and G stripes or the like which shows a combination separable by color. However, in this case, a reception device mounted with an image sensor and software capable of RGB separation needs to be used at the time of capturing an image.

[0136] Furthermore, although the image sensor of the reception device needs to complete a series of signals in one image according to this embodiment, it may be possible that, when the amount of information is large, information is written in the header portion of the encoded signal as to, for example, whether or not the encoded signal is a signal obtained by dividing the information into a plurality of signals due to the amount being large and in which section the encoded signal is present out of a plurality of sections obtained by such dividing. As a specific example, it becomes possible to divide the above information into images by using the preamble and type of the standard JEITA-CP1222. It goes without saying that the method of the division, how to output the divided signals, and how to store such divided information into an image are not limited to this example. Furthermore, there is a method of repeatedly displaying the encoded image to transmit the visible light signal without fail, and in this method, it may be that one image resulting from the division, which is based on the visible light communication signal, is repeatedly displayed, and then, a succeeding image resulting from the division is repeatedly displayed. There is also a method of sequentially displaying images based on a series of signals resulting from the division, and repeatedly displaying these images as one set. Out of these methods, a method may be selected according to the size of the amount of information, the type of normal video signals, and so on.

(Embodiment 2)

[0137] As above, Embodiment 1 has been described as an example of the implementation in the present disclosure. However, without limitations to the above, the present disclosure is applicable to embodiments obtained through changes, replacement, addition, omission, etc., to the above embodiment as appropriate. Furthermore, it is possible to make a new embodiment by combining the structural elements described in the above Embodiment 1.

[0138] Thus, other embodiments are collectively described below.

[0139] In Embodiment 1, as an example of the encoded image which is displayed, an example has been described in which an encoded image is vertically extended and repeatedly positioned several times in the horizontal direction. However, the position example is not limited to this example.

[0140] FIG. 8 illustrates other generation examples of the encoded image.

[0141] FIG. 8 illustrates, in (a), an example in which the encoded image P in (a) of FIG. 4 is extended to the entire screen and displayed. With such a design, the restrictions based on the pixel size of the captured image will be eased, so that the reception from a location far from the display unit 110 becomes possible.

[0142] FIG. 8 illustrates, in (b), an image in which an encoded image P2 obtained by horizontally extending the encoded image P in (a) of FIG. 4 rotated 90 degrees is repeatedly displayed four times in the vertical direction. In this case, the signals can be received when the exposure lines of the reception device are in a substantially vertical direction.

[0143] FIG. 8 illustrates, in (c), an example of the encoded image which results from the encoded image P in (a) of FIG. 4 being tilted at approximately 45 degrees counterclockwise and extended to the entire screen. This figure illustrates, in (d), an example of the encoded image which results from the encoded image P being tilted at approximately 45 degrees clockwise.

[0144] The arrangements in (a) to (d) of FIG. 8 can be used as basic forms and combined together to provide various arrangements. Moreover, in the case where the encoded image is temporally repeatedly displayed, the displaying of the image may be changed in display sequence or at random according to application.

[0145] It is to be noted that with a display apparatus in which a period during which not the entire screen is displayed at the same time is present, such as a liquid-crystal display apparatus which performs backlight scanning, the communication probability can be expected to improve with the use of a stripe pattern having vertical stripes. On the other hand, in a common liquid-crystal display apparatus, since the scanning is performed in the vertical direction, it is desirable to apply an image having horizontal stripes as illustrated in (b) of FIG. 4. Furthermore, although four images are displayed for 1/F seconds and as the fourth image, the image obtained by encoding the visible light communication signal is displayed in Embodiment 1, this is not the only example. For example, it may be that the encoded image is displayed only for a corresponding period and an image from a normal video signal is displayed for the other periods. In this case,
the video signal will change for the encoded image inserted, but this may be dealt with by correction of a signal of another part of the video signal within one frame.

[0146] It may also be that a signal processed in the normal video processing unit is transmitted as it is to the display control unit and thus displayed. Moreover, another applicable method is to ignore all the video signals in the corresponding one frame except the encoded image and display black or gray with a certain tone together with preceding or succeeding video, to emphasize only that signal to the reception device.

[0147] Furthermore, although an all-black image is displayed before the encoded image in Embodiment 1, this is not always necessary because this aims to avoid capturing the encoded image mixed with the image of the video signal. However, since the insertion of such an all-black image eases the restrictions on the performance of the reception device, an all-black image may be inserted in a certain period of time.

[0148] Furthermore, an all-black image is inserted only before the encoded image in Embodiment 1, but may be inserted after the all-black image. Moreover, an all-black image may be inserted both before and after the encoded image. In this case, time which also includes time for the all-black images on the preceding and succeeding positions replaces the above time in which the encoded image of the visible light communication signal is inserted.

[0149] Furthermore, the all-black image is not limited to an image whose overall luminance level is 0%. The luminance level of the all-black image is not limited to 0% as long as the luminance across the entire surface thereof is at a low level. Furthermore, its luminance level does not need to match that of a black part in the encoded image, that is, the luminance of a part with low luminance. However, in consideration of sensitivity for receiving the visible light communication signal, the luminance of an image whose overall luminance level is low is desirably as low as possible.

[0150] Furthermore, as to the encoded image, a method of repeatedly displaying one image for a certain period of time has been described, but the encoded image illustrated in (a) of FIG. 9 and the encoded image in (b) of FIG. 9 in which black and white in the encoded image in (a) of FIG. 9 are reversed may be displayed continuously as illustrated in FIG. 9. By doing so, only an averaged image from the two images will be recognized by human eyes as illustrated in (c) of FIG. 9, which further reduces the occurrence of recognition of stripe pattern and only leads to somewhat decreased contrast. The white and black representation is not limited to the 100% level and the 0% level and may be a level with relatively high luminance and a level with relatively low luminance. Furthermore, when the difference in luminance level is high, the restrictions on the reception device and so on are eased while the averaged luminance of signals is higher, which causes negative effects such as decreased contrast and increased conspicuity of the encoded image; therefore, it is desirable to select a level which is good from a comprehensive perspective. It may also be that a sub-frame or time section in which the encoded image is displayed within one frame is divided into two sections so that the above black-white reversed images are respectively displayed therein as two images in one set.

[0151] As to the white and black representation, the white may be represented by displaying all the RGB colors, but a color other than white may be used to lower the luminance of a high luminance portion of the stripes. It may likewise be that the black means low luminance and is, therefore, represented using all the RGB colors or is not black which represents the meaning of a non-display state. Moreover, although it has been assumed that the stripe pattern is created using a high luminance portion and a low luminance portion, this may be represented as a stripe pattern with R and G stripes or the like which shows a combination separable by color. Furthermore, a combination of colors which have a complementary relationship with each other, such as R and C, may be used. In other words, two colors having a complementary relationship may be used as a combination of reversed images as in the case of black and white. In this case, a reception device mounted with an image sensor and software capable of RGB separation needs to be used at the time of capturing an image.

[0152] In addition, when repeatedly displayed, the stripe pattern may be made less conspicuous by scrolling that is little-by-little movement on the screen, and the encoded image may be divided into two or more regions in each of which the scrolling is performed. In this case, the scrolling in two or more regions may be different in direction, speed, etc., and may be performed in synchronization with each other.

[0153] Furthermore, in Embodiment 1, the visible light communication signal is encoded and then output as image data; in order to clearly show the boundaries of blocks in the data, a frame-like image signal, which is never included in a normal encoded signal, may be inserted before or after signals of the block. In this case, it may be that, when the reception device succeeds in recognizing two or more frame-like image signals, the reception device determines that signals of one block have been obtained, and uses such frame-like image signals to determine the size of signals of one block in an image.

[0154] Furthermore, although the image sensor of the reception device needs to complete a series of signals in one image according to Embodiment 1, it may be possible that, when the amount of information is large, information is written in the header portion of the encoded signal as to, for example, whether or not the encoded signal is a signal obtained by dividing the information into a plurality of signals due to the amount being large and in which section the encoded signal is present out of a plurality of sections obtained by such dividing. As a specific example, it becomes possible to divide the above information into images by using the preamble and type of the standard JEITA-CP1222. It goes without saying that the method of the division, how to output the divided signals, and how to store such divided information into
an image are not limited to this example. Furthermore, there is a method of repeatedly displaying the encoded image
to transmit the visible light signal without fail, and in this method, it may be that one image resulting from the division,
which is based on the visible light communication signal, is repeatedly displayed, and then, a succeeding image resulting
from the division is repeatedly displayed. There is also a method of sequentially displaying images based on a series
of signals resulting from the division, and repeatedly displaying these images as one set. Out of these methods, a method
may be selected according to the size of the amount of information, the type of normal video signals, and so on. 

[0155] Furthermore, the exposure time may be controlled in consideration of high frequency noise of light source luminance such as surrounding light.

[0156] FIG. 10 illustrates the relation between exposure time and high frequency noise of light source luminance, such as
surrounding light, of when the cycle of high frequency noise is 20 microseconds. The longer the exposure time relative
to the cycle of high frequency noise, the lesser the impact of the high frequency noise on the captured image, which
makes it easier to estimate the light source luminance. When the exposure time is an integral multiple of the cycle of
high frequency noise, the impact of the high frequency noise is absent, which makes the reception of the visible light
communication signal easiest. The main cause of the high frequency noise originates from a switching power circuit,
and since the length of its cycle is 20 microseconds or less in many switching power supplies for lighting, setting the
exposure time to 20 μs seconds or more will make it possible to easily estimate the light source luminance.

[0157] Furthermore, an embodiment may be possible in which the encoded image is embedded in part of the screen
for normal video. In this case, only a limited part of the screen can be used to receive the visible light signal, which
imposes restrictions on the relation between the reception device and the screen. On the other hand, this can be solved
by displaying, in the video signal, an image for guiding the reception device to turn toward the limited part of the screen.
Furthermore, although a method of inserting the encoded image with reduced conspicuousness has been described in Em-
bodyment 1, the measures devised to make the stripe pattern of the signals less conspicuous may be reduced because
the region is limited here. Of course, the method which leads to reduced conspicuousness may be preferentially adopted,
which is, however, optional. Furthermore, it may be possible to use a method in which the encoded image is displayed
in sequential durations or a relatively long length of time rather than the very short length of time (such as 1 millisecond
or less, desirably 0.2 milliseconds or less) and the encoded image is received in the same or like manner as above. In
this case, the reception error probability will decrease significantly, with the result that the restrictions such as repetitive
transmission are eased.

[0158] It is to be noted that although the display which displays video, namely, the display apparatus 100, is given as
an example in this embodiment, the display apparatus 100 may be a device which projects video, such as a projector.

[0159] Furthermore, in the case where the encoded image is recognizable by human eyes such as a case where the
frame in which the encoded image is displayed is sequential or a relatively long length of time, the imaging unit included
in the reception device may be an image sensor, such as CCD, and does not need to be the image sensor of the
sequential exposure type.

(Encoding example with increased signal amount for common display apparatuses)

[0160] The foregoing describes the methods of outputting the encoded image, in which the encoded signal alone is
output and displayed, a combination of brightness-darkness reversed images of the encoded image is output and
displayed, and the encoded image is divided before being output and displayed. Here, the display apparatus divides an
original encoded image into images on the basis of each line in the bright state and outputs the images, as well as setting
timings at which the images are output. The reception device detects which part in a frame divided in time series the
image is displayed, and uses the detection result in combination with original signals to increase the amount of signals
to be transmitted.

[0161] FIG. 11A schematically illustrates an example of such operation. The rightmost image is the original encoded
image, which is divided by the display apparatus into, for example, four encoded sub-images. In this example, the
encoded image has 12 vertically-stacked bright and dark horizontal lines. Encoded sub-images 1 to 4 each includes a
different region of three lines which corresponds to co-located respective three lines in the original encoded image. A
bright part is bright and a dark part is dark in the region, and the remaining area is represented as dark lines. The encoded
sub-images are displayed at timings indicated in the square wave along the time axis which is illustrated in the lower
part of this figure. The time axis of the square wave is sectioned into four sections by vertical dashed lines; in each of
these four sections, a corresponding one of the encoded sub-images is displayed.

[0162] Here, the number of sub-images is not limited to four and may be any number. For example, the encoded image
may be divided into three encoded sub-images. In this case, each of the encoded sub-images includes four lines of the
encoded image. Vertical lines indicating display timing frames define three sections (not illustrated).

[0163] Furthermore, each of the sections for displaying the encoded sub-images is divided into four sub-sections. For
example, in the case of FIG. 11A, the first encoded sub-image 1, the next encoded sub-image 2, the encoded sub-image
3, and the last encoded sub-image 4 are displayed in, out of the four sub-sections, the first sub-section, the third sub-
section, the second sub-section, and the fourth section, respectively. Thus, there are four patterns of the timing at which each of the encoded sub-images is lit up, that is, the first to fourth sub-sections. This means that this timing can be used as signals in two bits. Therefore, as compared to the case where the encoded image having 12 lines is simply output, the amount of signals can be increased by eight bits in total for the four encoded sub-images.

[0164] It goes without saying that the amount of signals can be increased further when the number of encoded sub-images is increased or the number of patterns of the timing at which each of the encoded sub-images is displayed is increased (there are four sub-sections in the case of FIG. 11A). On the other hand, an increase in the number of encoded sub-images or the number of display patterns leads to a shorter duration for which the encoded sub-image is displayed, with the result that the reception device is subject to more severe restrictions.

[0165] FIG. 11B virtually illustrates the case where the encoded image displayed in the above method is captured. Here, since the direction of time axis for the sequential exposure is the horizontal direction, horizontally striped images are obtained sequentially in the vertical direction. Since an increase in the number of encoded sub-images in the time direction leads to a narrower horizontal width of the captured image in FIG. 11B, the imaging unit is required to be capable of detecting this part. Furthermore, the luminous part reduced in area leads to a lower threshold value beyond which a part is determined to be the bright part during image processing, resulting in higher susceptibility to noise.

[0166] In order to receive signals from sub-images each of which is luminous for a short length of time determined by dividing each time section into a large number of sub-sections, the reception device needs a high response speed. Furthermore, in order to determine brightness and darkness from short-term light emission or image projection captured, a difference in luminance that allows the bright and dark lines to be distinguished from each other is necessary. In particular, when external light comes in, a decrease in the S/N ratio depending on an environment such as brightness gives a significant impact on bright part discrimination, which makes it hard to extremely increase the number of encoded sub-images. Ultimately, the requirements on the reception device are about up to which length one pulse width of the square wave can be shortened without causing problems, rather than what combinations should be set including the number of encoded sub-images. For example, when the frequency in JEITA CP-1222, i.e., 9.6 kHz, is applied, approximately 10 kHz, that is, a pulse width around 100 μ seconds, can lead to problem-free signal reception. Moreover, depending on an environment, even when the pulse width is shortened to a level of around a few times as much as the above, specifically, four times, i.e., 38.4 kHz or around 25 μ seconds corresponding to a frequency of around 40 kHz, the signals can be received.

[0167] Furthermore, the encoded image is mixed into video when output. This means that the longer the period allocated for outputting of the encoded image is, the lower the luminance ratio of the video signals to the whole is, resulting in video signals having reduced contrast. At the point where the period in which the encoded image can be inserted in one frame reaches around 10% of the whole, the contrast of the video signals decreases abruptly. Therefore, for normal video signals of 60 frames per second, the limit of the duration that the encoded image is displayed is 10% of 16.6 milliseconds, that is, around 1.66 milliseconds, and the duration is desirably no more than half of the limit, that is, around 0.833 milliseconds.

[0168] Furthermore, for example, in the case where the encoded sub-images happen to be displayed continuously, that is, in the case where a certain encoded sub-image is displayed in the last sub-section and the next encoded sub-image is displayed in the first sub-section, the encoded images are output continuously. In this case, an all-dark period may be provided between two encoded sub-images. To generalize and apply this method, the all-dark period may be provided between every sub-section in which the encoded sub-image is displayed and the next sub-section.

[0169] Although the original encoded image is divided into four sub-images here, it may be that the original encoded image is divided into two encoded sub-images from which two brightness-darkness reversed images are created so that the two encoded sub-images and the two brightness-darkness reversed images, that is, four images in total, are displayed likewise at corresponding timings.

[0170] Furthermore, although four encoded sub-images are displayed in the sequence of division from the top in FIG. 11A, the display sequence may be different. There are 4! = 24 combinations of four different images to be arranged in sequence. Accordingly, the use of this sequence as a signal allows 24 times more kinds of signal to be transmitted, resulting in that the amount of signals can be expected to increase by about a little more than four bits.

[0171] Although the display timing is changed here to increase the amount of signals, it may be that with the timing fixed, only the sequence in which the four encoded sub-images are output is used to increase the amount of signals.

[0172] FIG. 12 schematically illustrates another example of the dividing method. The reversed images (brightness-darkness reversed encoded sub-images) illustrated in FIG. 12 each have only its target sub-region reversed in brightness and darkness and the remaining region at a dark level. For example, in the example of FIG. 12, a reversed image 1 has three rows from the top as a target and thus the fourth and following rows displayed in a dark tone, that is, has only the first and third rows displayed in a bright tone. This means that the encoded sub-image and the brightness-darkness reversed encoded sub-image are not precisely reversed in brightness and darkness across the entire regions. When the reversed images are thus created, an image obtained by adding up (calculating a logical sum of) the bright lines of the reversed images matches the reversed image of the original encoded image.
Next, a method of changing the sequence in which the encoded sub-images are output and using the sequence as a signal is described. For example, in the case where a normal encoded image and a reversed image thereof are each divided into four sub-images and eight fixed display timings are set, there are 24 combinations in normal phase and 24 combinations in reverse phase, that is, 576 combinations in total, of the eight images to be lit up in sequence. This means that an increase in signals by a little more than nine bits is possible. Moreover, when the sequence of the eight images may be determined arbitrarily, there are $8P_8 = 40320$ combinations of the eight images in sequence, meaning that the amount of signals is expected to increase by about 12 bits. However, since there are cases where an original image and a reversed image thereof are indistinguishable depending on an encoding method, avoiding overlapping may significantly decrease the amount of signals. Without a change in timing, even dividing the communication period into eight sub-periods results in the display time being longer than that in the example of FIG. 11A, enabling a more efficient increase in the amount of signals.

Although the sequence adopted here is that the sub-images of the original encoded image are sequentially output first and the sub-images of the reversed image are sequentially output next, reversed images in pairs may be displayed at adjacent timings in the sequence like an encoded sub-image 1, a brightness-darkness reversed image thereof, an encoded sub-image 2, a brightness-darkness reversed image thereof, and so on. By doing so, it is possible to reduce the visibility of the encoded image. It is to be noted that when the above method is used, there are the above-described 24 combinations and corresponding combinations with the normal and reverse phases replaced, that is, 48 combinations in total, of the sub-images in sequence. This means that the increase in the amount of signals is about four and a half bits at most. Furthermore, although the sub-images may be continuous, an all-black image may be displayed between the sub-images. In other words, a period in which no signal is output may be provided.

(Encoding example where projector, etc., is applied)

With a display apparatus which projects and thereby displays video, such as a projector, the width of one line that is the minimum unit indicating brightness and darkness of the encoded image may vary, for example, due to the shape of a display surface being not fixed and depending on its inclination, etc., according to an installation method or the like. FIG. 13 virtually illustrates (a) a normal case, (b) a case where the image is projected on a flat surface at an angle, and (c) a case where the image is projected on a curved surface. Thus, not only in the case where the display apparatus is installed at an angle, but also in the case where the projection object is curved or the like case, it is conceivable that the width of one line may be not always fixed and vary in the encoded image captured. An example of the encoding process in this case is described below with reference to FIG. 14.

The encoded image has a structure of eight vertically-stacked bright and dark lines which extend laterally, and each of the lines can independently represent brightness or darkness.

Firstly, since the width of one line is different depending on position, it is impossible to uniquely determine the width of one line from data of a captured image. Thus, it is necessary to indicate what width an area at each position in a projected image that corresponds to one line has in a captured image. Information indicating this position (width) of each line is used as a header. The header enclosed by a dashed line in FIG. 14 has a pattern in which brightness and darkness are alternately repeated on a per line basis. It is to be noted that the pattern may be opposite in brightness and darkness from the illustrated pattern.

Furthermore, using the patterns for dividing the encoded image, the visible light communication signal is transmitted. For example, patterns as in (a) to (e) of FIG. 14 are used. The following describes the number of patterns to be used to create signals which are to be transmitted.

In (a) of FIG. 14, a brightness-darkness reversed image of the header is provided; as for this pattern, there is only one pattern. The case illustrated in (b) of FIG. 14 is that the image in (a) of FIG. 14 is divided to create a sub-image containing only one white line and a sub-image containing three white lines. In this case, there are four division patterns in which one white line is present in the first image and four division patterns in which one white line is present in the second image, that is, there are eight division patterns in total.

The case illustrated in (c) of FIG. 14 is that the image in (a) of FIG. 14 is divided into two sub-images each containing two white lines. In this case, there are combinations determined by selecting two out of four, that is, there are $4C_2 = 6$ patterns. Furthermore, considering all the cases, once the first pattern is selected, the next pattern is only determined by the remaining two lines, meaning that the sequence is determined to be unique; therefore, there are six division patterns.

The case illustrated in (d) of FIG. 14 is that the image in (a) of FIG. 14 is divided to create a sub-image containing two white lines and two sub-images each containing one white line. In this case, when it is fixed that the first image contains two white lines, there are combinations determined by selecting two out of four, that is, there are $4C_2 = 6$ patterns. Considering switching between the remaining two patterns, the combinations are doubled, and since the image containing two white lines can be positioned in the first, middle, and last places, that is, in three places, there are ultimately $6 \times 2 \times 3 = 36$ division patterns.
The case illustrated in (e) of FIG. 14 is that the image in (a) of FIG. 14 is divided into four sub-images each containing one white line. In this case, the division pattern is a permutation determined by selecting four out of four, that is, there are \( P_4 = 24 \) patterns.

This is all the possible cases of the division; there are 75 patterns in total, which are significantly smaller than 128 patterns that are obtained as the amount of transmittable signals in the case where an image containing eight white lines is simply encoded using the 4PPM or the like. However, considering this notion in combination with the above-described method of dividing the light emission timing into four timings, there are four times more combinations in (a) where the timing of lighting signal video is applied to one image, 16 times more combinations in (b) where the timing is applied to two images, 16 times more combinations in (c), 64 times more combinations in (d), and 256 times more combinations in (e). The sum of these patterns is 8676 patterns, which is less than 13 bits but enables transmission of 12 bits or more information.

It is to be noted that in the case of (a) of FIG. 14 where the image is completely opposite from the header, the signal recognition may be likely to be erroneous; therefore, this case is desirably avoided in the signal encoding process.

As a more developed form, it may be that all-black representation is added to the combinations (a) to (e) of FIG. 14 so that time frames for which respective images are displayed are set to be always the same in number as illustrated in FIG. 15. In this case, the reception device distinguishes the type of signals included in each of the fixed time frames and decodes the signals according to their combinations.

In the case of (a) of FIG. 15, the signals are included in one image, and this one image is positioned in one of the four places. Therefore, there are \( C_4^1 = 4 \) division patterns. Assume that the display timing is divided into four timings as in FIG. 11A, then there are 16 output patterns.

Likewise, in the case of (b) of FIG. 15, there are \( C_4^2 = 6 \) patterns of where black is inserted because the combinations are determined by selecting two places out of the four places, for each of the eight patterns described with reference to FIG. 14. Therefore, there are 48 division patterns, and when the timing selection is added thereto, then there are 768 output patterns.

In the case of (c) of FIG. 15, there are \( C_4^2 = 6 \) patterns of where black is inserted because the combinations are determined by selecting two places out of the four places, for each of the six patterns described with reference to FIG. 14. Therefore, there are 36 division patterns, and when the timing selection is added thereto, then there are 576 output patterns.

In the case of (d) of FIG. 15, there are \( C_4^1 = 4 \) patterns of where black is inserted because the combinations are determined by selecting one place out of the four places, for each of the 36 patterns described with reference to FIG. 14. Therefore, there are 144 division patterns, and when the timing selection is added thereto, then there are 9216 output patterns.

In the case of (e) of FIG. 15, there is no change from the 24 division patterns described with reference to FIG. 14, and when the timing selection is added thereto, then there are 6144 output patterns.

The sum of all the patterns illustrated in FIG. 15 is 256 patterns, which correspond to the amount of information equivalent to eight bits. Furthermore, when the timing selection is added, then there are 16384 patterns, which are equivalent to 14 bits.

It is to be noted that (a) of FIG. 15 may be excluded because it increases the possibility of erroneous recognition against the header as described above. In this case, without the timing selection, there are 252 patterns, which are equivalent to a little less than eight bits. When the timing selection is added, then there are 16704 patterns, meaning that the amount of information is expected to increase by 14 bits.

It is to be noted that the header may be displayed in a communication period in the same frame as that for the encoded image, or may be displayed in another period. Here, the all-black image may be inserted before, after, or both before and after, the header.

Furthermore, as for the signals increased by the timing control, these may be used to simply increase the amount of information, or the same signals as the encoded signals may be output after encoded and be used for mutual check between these signals and the received signals. In this case, it is also possible to check almost all the signals.

It is to be noted that although the case where there are eight lines is described in this embodiment, an increase in the number of lines leads to an increase in the amount of signals. Also in this case, the same or like method can be applied in the calculation, which is therefore not described in detail here; in the case of 16 lines, there are 65536 patterns, which are equivalent to 16 bits, without the timing selection even when the encoded image is divided into four encoded sub-images. Furthermore, when the timing selection is added, then there are 3334800 patterns, which are equivalent to 21 bits. Thus, it is possible to transmit an amount of signals which substantially depends on the number of lines.

This is because, assume that \( m \) is the number of encoded sub-images in the horizontal direction (the time direction) and \( n \) is the number of bright lines in the vertical direction, \( m \) patterns can be set independently for each \( n \), and all of these patterns are different, meaning that there are always patterns the number of which is \( m \) to the power of \( n \) without the timing selection. Here, all the patterns can be represented by \( n \)-digit number in the base-\( m \) system; therefore, in the encoding and decoding processes, it is only required that the \( n \)-digit number in the base-\( m \) system be converted...
into a binary number, meaning that these processes can be performed very easily.

Furthermore, although the image in the header contains the same number of bright lines as those in the signal image in the above explanation, providing an odd number of lines makes it possible to avoid the image in the header overlapping the signal image in the case where all the lines are concentrated in a single period of the time division. In addition, the reception device can find the header by just locating a different number of bright lines. Thus, the number of lines is desirably an odd number. Furthermore, considering the conversion into a binary number and so on, the number of bright lines in the signals is desirably an even number; therefore, the number of lines is desirably the number of lines represented by $4k + 1$ (where $k$ is an integer of 1 or more).

On the other hand, since an increase in the number of encoded sub-images deteriorates the S/N ratio of the signals, and also considering an impact on the timing selection operation, the number of encoded sub-images is desirably set so that the period for which one image is output is approximately 50 to 100 $\mu$ seconds or more. Furthermore, as to the proportion between the communication period and the video display period, a higher proportion of the communication period means a higher likeliness that image quality deterioration problems such as a reduction in contrast are caused; therefore, this proportion of the communication period needs to be set lower than or equal to a certain value.

(Time restrictions)

As mentioned above, the exposure time is desirably 20 $\mu$ seconds or more. Furthermore, it is desired that the entire encoded image be included in one exposure time without fail. Moreover, taking into account also that the timing at which an image display process starts and the timing at which exposure of an exposure line starts may be different, the exposure time is desirably half the above value, that is, 10 $\mu$ seconds or more. In addition, from the perspective of the visibility through human eyes, the exposure time is desirably set lower than or equal to approximately 0.2 milliseconds as mentioned above.

With reference to FIG. 16, more detailed description is given. FIG. 16 schematically illustrates the relation between (i) the exposure time of the imaging unit and (ii) the number of exposure lines and the imaging frame rate (which is an indicator showing how many photographs can be taken in one second and the unit of which is frame per second (fps)). Here, assume that the frame rate is common $F$ fps, the number of exposure lines is $k$ lines, and the exposure time is $E$ seconds.

As illustrated in FIG. 16, one frame is $1/F$ seconds, and exposure of each exposure line sequentially starts $1/kF$ seconds after exposure of another exposure line. When exposure time $E$ is greater than a value obtained by dividing time of one frame, $1/F$, by the number of exposure lines, that is, is longer than $1/kF$ seconds, a plurality of exposure lines is exposed at a certain point in time. In the common specification at present, $F = 30$ fps or $F = 60$ fps, and the number of exposure lines is 720 or 1080, for example. In other words, this exposure time is longer than the shortest normal exposure time, i.e., approximately one ten-thousandth seconds, and exposure periods of exposure lines often overlap; therefore, overlapping of the exposure periods is taken into account in the following description.

Assume a case where different images of two or more types are displayed continuously in order to transmit two signals. In this case, when there is an overlap in exposure period, it is impossible that only one image is captured with each exposure line.

The following describes the conditions for recognizing that a plurality of images is displayed when a plurality of images is exposed across a plurality of exposure lines. When the display time for an image is less than or equal to $E$ seconds, a plurality of images is exposed with one exposure line. In this case, whether or not an image in a current exposure line corresponds to two or more images can be determined with reference to images in the preceding and succeeding exposure lines. However, when the display time is less than or equal to $E$ seconds, there are cases with a certain probability where no images have been captured with the preceding and succeeding exposure lines, leading to a significant decrease in reception probability.

Meanwhile, when the display time is $(E + 1/kF)$ seconds or more, at least one image out of at least continuous images can be exposed without being mixed up with the other image. Furthermore, in the case where three or more different images continue, the display time needs to be set higher than or equal to $(E + 2/kF)$ seconds in order that the images other than the images at both ends can be identified likewise. In this case, there are no more than one exposure line with which a plurality of images mixed are exposed, making it possible to reliably distinguish the images. Specifically, in the case of performance of common devices and so on at present which is represented by $F = 30$ fps, $k = 1080$, and $E = 1/10000$ seconds, the display time of one image when different images are displayed continuously is desirably approximately 160 $\mu$ seconds or more.

The following then describes that the possibility that the images can be identified increases when a black image that is black in entirety (with a tone represented by low luminance) is displayed between one image and another. In the case where the black image is displayed for a very short length of time, that is, less than $(1/kF)$ seconds, there are at least one exposure line with which both the preceding and succeeding different images are exposed. With this exposure line, an integral image will be obtained in which the preceding and succeeding images and the black image are weighted.
Furthermore, the case where the display time of the black image is between 1/kF seconds and E seconds is
described with reference to FIG. 16. An image input to the imaging system over exposure periods L1 to Lk of the
respective exposure lines is recorded as an image obtained by integrating temporal changes of images in these periods.
Therefore, for example, when a signal image is displayed in synchronization with the start of the exposure period L1 so
that timings at which different signal images are output are not included in the exposure period L1, a next signal image
desirably starts at least after the end of the exposure period L1, that is, after a length of time equivalent to the exposure
time E seconds. This is the highest demanded case; it is desired that the interval between the output start points in time
of adjacent signal images be at least the exposure time has elapsed. Here, assume that the display time of the signal
image is the exposure time or more, the signals may have influence in not only the exposure periods L1 and L2 but also
the exposure period L3 corresponding to the display period of the next signal image. For this reason, it is desired that
the above requirement, that is, the condition that the interval between the output start points in time of adjacent signal
images is the exposure time or more, be satisfied and on top of this, the black image be displayed for no less than a
difference (1/kF seconds) between the start points in time of the exposure period L1 and the exposure period L2.

Subsequently, the exposure time in the case where a combination of two or more signal images is displayed
is described with reference to FIG. 16. An image input to the imaging system over exposure periods L1 to Lk of the
respective exposure lines is recorded as an image obtained by integrating temporal changes of images in these periods.
Therefore, for example, when a signal image is displayed in synchronization with the start of the exposure period L1 so
that timings at which different signal images are output are not included in the exposure period L1, a next signal image
desirably starts at least after the end of the exposure period L1, that is, after a length of time equivalent to the exposure
time E seconds. This is the highest demanded case; it is desired that the interval between the output start points in time
of adjacent signal images be at least the exposure time has elapsed. Here, assume that the display time of the signal
image is the exposure time or more, the signals may have influence in not only the exposure periods L1 and L2 but also
the exposure period L3 corresponding to the display period of the next signal image. For this reason, it is desired that
the above requirement, that is, the condition that the interval between the output start points in time of adjacent signal
images is the exposure time or more, be satisfied and on top of this, the black image be displayed for no less than a
difference (1/kF seconds) between the start points in time of the exposure period L1 and the exposure period L2.

Furthermore, the above example is applied also in the case where the timing at which an image is displayed is
used as a signal. For example, 16 periods are provided in which images are likely to be displayed as illustrated in
FIG. 11A and FIG. 11B. It is desired that each of these periods be longer than or equal to the exposure time and the
black image be displayed for a length of time which is no less than a difference in time between the exposure lines.

On the other hand, in the case of displaying, for example, five images within one communication period as
described with reference to FIG. 14, the display time of the signal images is shortened to set the display time of the
black image sufficiently long even under the same conditions. Thus, this shows that even in the case illustrated in FIG.
14, there is no problem in applying the above-stated conditions.

Ultimately, considering performance, etc., of devices at present, the display time of the signal image is desirably
160 μ seconds or more in the case where no black image is displayed between the images. Furthermore, in the case
where the black image is displayed between the images, the display time of the signal image desirably satisfies at least
one of the limits 10 μ seconds or more and 200μ seconds or less. The display time of the black image is desirably set
to 30 μ seconds or more and more desirably set to 100 μ seconds or more. By setting the display time within such
desirable ranges, the reception probability can be expected to improve, which is an advantageous effect.

From the foregoing, by adopting such a method, the reception device is capable of reliably determining a
location which corresponds to each line. Specifically, the reception device is capable of determining which size in the
captured image the width of one line is equivalent to, and uses the size of the line at the corresponding location to convert
an image with brightness and darkness into a code and convert the timing of signal input into a code. This makes it
possible to transmit and receive signals for 12 bits or more by using the encoded image inserted in between the projection
images even in a case other than the case where an image is projected on a flat surface. For example, even in the case
called projection mapping where a structure or the like is used as a screen, signals can be transmitted and received.

As above, the display apparatus according to the present embodiment performs a visible light communication
signal display method of displaying (i) an image represented by video signals and (ii) an image obtained by encoding
visible light communication signals.

Specifically, as illustrated in FIG. 17, an encoding unit (for example, the second signal processing unit 160 in
FIG. 2) included in the display apparatus first encodes at least part of the visible light communication signals to generate
an encoded image (S101). Specifically, the encoding unit generates an image pattern, illustrated in FIG. 8, etc., which
indicates the visible light communication signals, and generates an encoded image which indicates the image pattern.
For example, the encoded image is composed of a bright part and a dark part which is darker (with lower luminance) than the bright part.

For example, the encoding unit generates the encoded image by encoding all the visible light communication signals. Alternatively, the encoding unit generates the encoded image by encoding part of the visible light communication signals, and encodes the other part thereof in a different method. Here, the different method is, as described above, (1) a method of encoding the visible light communication signals into timings at which a plurality of sub-images are displayed, (2) a method of encoding the visible light communication signals into a sequence in which a plurality of sub-images are displayed, and (3) a method of encoding the visible light communication signals into division patterns of a plurality of sub-images. It is to be noted that, of these methods, only one method may be performed, and two or three methods may also be performed.

Next, a dividing unit included in the display apparatus (for example, the second signal processing unit 160 in FIG. 2) generates a plurality of sub-images which correspond to respective partial images obtained by dividing the encoded image and each of which (i) includes a corresponding one of the partial images and (ii) except for the corresponding partial image, is a black image (S102). Specifically, each of the sub-images includes the corresponding partial image at the same position as the position thereof in the encoded image. The size of each of the sub-images is the same as the size of the encoded image.

Furthermore, the black image is an image which may not necessarily be completely black (at zero level) but has luminance lower than a predetermined value. Furthermore, the black image may be the same image as the above-mentioned dark part in the encoded image. Specifically, the black image is an image which has a substantially uniform luminance value lower than or equal to a predetermined luminance value. In the case where the division patterns are used in the encoding process, the dividing unit divides the encoded image according to the division patterns determined in Step S101.

In addition, as described above, the dividing unit may further generate, in Step S102, a plurality of reversed images which correspond to the respective partial images and each of which (i) includes a reversed partial image obtained by reversing luminance of a corresponding one of the partial images and (ii) except for the reversed partial image, is a black image. Here, reversing luminance means, for example, switching between the above-mentioned bright and dark parts in the encoded image (the partial image).

Next, a display unit included in the display apparatus (for example, the display control unit 140 and the display unit 110 in FIG. 2) displays, in a video display period, the image represented by the video signals, and displays the sub-images in time series in a communication period different from the video display period (S103). For example, the video display period and the communication period are included in one frame period. Furthermore, in the case where the timings at which the sub-images are displayed or the sequence in which the sub-images are displayed is used in the encoding process, the display unit displays the sub-images at the determined timings or in the determined sequence in time series in the communication period.

Furthermore, as described above, in the case where the reversed images are generated, the display unit displays, in addition to the sub-images, the reversed images in time series.

It is to be noted that in the communication period, the display unit may display a black image between the sub-images. In the case where the reversed images are displayed, a black image may be displayed between the plurality of sub-images and the plurality of reversed images. Here, the black image has the same meaning as stated above, being not necessarily completely black.

In another aspect, the display apparatus according to the present embodiment performs a visible light communication signal display method of displaying (i) an image represented by video signals and (ii) an image for transmitting visible light communication signals.

As illustrated in FIG. 18, the encoding unit encodes at least part of the visible light communication signals into a pattern for dividing a basic image (S111). The basic image is, for example, composed of a bright part and a dark part which is darker (with lower luminance) than the bright part. Specifically, for example, as illustrated in FIG. 14, the encoding unit selects, from a plurality of patterns for dividing the basic image into a different number of sub-images, a pattern that corresponds to at least part of the visible light communication signals, to encode at least part of the visible light communication signals into the pattern. For example, as illustrated in FIG. 14, the patterns do not include patterns in which the sub-images include an all-black image (an image that is a black image in entirety).

Here, as illustrated in FIG. 15, the encoding unit may select, from a plurality of patterns, each for dividing the basic image into the same number of sub-images, a pattern that corresponds to at least part of the visible light communication signals, to encode at least part of the visible light communication signals into the pattern. For example, as illustrated in FIG. 15, the patterns include a pattern in which the sub-images include an all-black image. Here, reversing luminance means, for example, switching between the above-mentioned bright and dark parts in the encoded image (the partial image).

For example, the encoding unit encodes all the visible light communication signals into patterns for dividing the basic image. Alternatively, the encoding unit encodes part of the visible light communication signals into patterns for dividing the basic image, and encodes the other part thereof in a different method. Here, the different method is (1) a method of encoding the visible light communication signals into timings at which a plurality of sub-images are displayed,
5 (2) a method of encoding the visible light communication signals into a sequence in which a plurality of sub-images are displayed, and (3) a method of encoding the visible light communication signals into the encoded image (the basic image). It is to be noted that, of these methods, only one method may be performed, and two or three methods may also be performed.

[0225] Thus, the above-mentioned image for transmitting the visible light communication signals include the basic image and the sub-images.

[0226] Next, the dividing unit divides the basic image into a plurality of sub-images according to the pattern determined in Step S101 (S112). Specifically, the dividing unit generates a plurality of sub-images which correspond to respective partial images obtained by dividing the basic image and each of which (i) includes a corresponding one of the partial images and (ii) except for the corresponding partial image, is a black image. Here, the black image has the same meaning as stated above, being not necessarily completely black.

[0227] Next, the display unit displays, in a video display period, the image represented by the video signals, and displays, in time series in a communication period different from the video display period, the sub-images and a reversed image obtained by reversing luminance of the basic image (S113). Here, reversing luminance means, for example, switching between the above-mentioned bright and dark parts in the basic image. For example, the video display period and the communication period are included in one frame period. Furthermore, in the case where the timings at which the sub-images are displayed or the sequence in which the sub-images are displayed is used in the encoding process, the display unit displays the sub-images at the determined timings or in the determined sequence in time series in the communication period.

[0228] It is to be noted that in the communication period, the display unit may display a black image between the reversed image and the plurality of sub-images.

[0229] Furthermore, these variations may be combined.

(Embodiment 3)

[0230] The following describes Embodiment 3.

(Observation of luminance of light emitting unit)

[0231] An imaging method is proposed in which, when one image is to be captured, the exposure starts and ends at different points in time for each imaging element instead of exposure of all the imaging elements at the same timing. FIG. 19 illustrates an example where the imaging elements in one line are exposed at the same time, and the exposure start time is shifted in the order from the closest line in an imaging operation. Here, the imaging elements exposed at the same time are referred to as an exposure line, and a line of pixels on an image which corresponds to these imaging elements is referred to as a bright line.

[0232] When an image is captured with the imaging elements the entire surfaces of which are illuminated with light from a flickering light source, a bright line (a line of brightness or darkness of pixel values) appears along an exposure line on the captured image as illustrated in FIG. 20. By recognizing this bright line pattern, it is possible to estimate a change in light source luminance at a speed which exceeds the imaging frame rate. This allows communication at a speed higher than or equal to the imaging frame rate by transmitting a signal as the change in light source luminance. In the case where the light source represents the signal with two kinds of luminance values, the lower one of the luminance values is referred to as LOW (LO), and the higher one of the luminance values is referred to as HIGH (HI). It may be that LOW is a state in which the light source emits no light or in which the light source emits light weaker than in HIGH.

[0233] By this method, information transmission is performed at the speed higher than the imaging frame rate.

[0234] In the case where the number of exposure lines whose exposure times do not overlap each other is 20 in one captured image and the imaging frame rate is 30 fps, it is possible to recognize a luminance change in a period of 1 millisecond. In the case where the number of exposure lines whose exposure times do not overlap each other is 1000, it is possible to recognize a luminance change in a period of 1/30000 second (about 33 microseconds). Note that the exposure time is set to less than 10 milliseconds, for example.

[0235] FIG. 20 illustrates a situation where, after the exposure of one exposure line ends, the exposure of the next exposure line starts.

[0236] In this situation, when transmitting information based on whether or not each exposure line receives at least a predetermined amount of light, information transmission at a speed of f bits per second at the maximum can be realized where f is the number of frames per second (frame rate) and I is the number of exposure lines constituting one image.

[0237] Note that faster communication is possible in the case of performing time-difference exposure not on a line basis but on a pixel basis.

[0238] In such a case, when transmitting information based on whether or not each pixel receives at least a predetermined amount of light, the transmission speed is flm bits per second at the maximum, where m is the number of pixels.
per exposure line.

[0239] If the exposure state of each exposure line caused by the light emission of the light emitting unit is recognizable in a plurality of levels as illustrated in FIG. 21, more information can be transmitted by controlling the light emission time of the light emitting unit in a shorter unit of time than the exposure time of each exposure line.

[0240] In the case where the exposure state is recognizable in Elv levels, information can be transmitted at a speed of 8Elv bits per second at the maximum.

[0241] Moreover, a fundamental period of transmission can be recognized by causing the light emitting unit to emit light with a timing slightly different from the timing of exposure of each exposure line.

[0242] FIG. 22 illustrates a situation where, before the exposure of one exposure line ends, the exposure of the next exposure line starts. Specifically, this configuration is that the exposure times of adjacent exposure lines temporally partially overlap each other. With such a configuration, (1) the number of samples within a predetermined length of time can be set larger as compared to the case where it is not until the end of the exposure time of one exposure line that the exposure of the next exposure line starts. The increased number of samples within the predetermined length of time makes it possible to more appropriately detect a light signal generated by a light transmitter that is a subject. This means that the error rate in detection of the light signal can be reduced. Furthermore, (2) the exposure time of each exposure line can be set longer as compared to the case where it is not until the end of the exposure time of one exposure line that the exposure of the next exposure line starts, with the result that even in the case where the subject is dark, a brighter image can be obtained. In other words, the S/N ratio can be improved. It is to be noted that the configuration does not need to be such that the exposure times of all the adjacent pairs of the exposure lines temporally partially overlap each other, that is, the configuration may be such that the exposure times of part of the adjacent pairs of the exposure lines do not temporally partially overlap each other. With the configuration in which the exposure times of part of the adjacent pairs of the exposure lines do not temporally partially overlap each other, the generation of an intermediate color due to the overlapped exposure times on the imaging screen can be reduced so that a bright line can be detected more appropriately.

[0243] In this situation, the exposure time is calculated from the brightness of each exposure line, to recognize the light emission state of the light emitting unit.

[0244] Note that, in the case of determining the brightness of each exposure line in a binary fashion of whether or not the luminance is greater than or equal to a threshold, it is necessary for the light emitting unit to continue the state of emitting no light for at least the exposure time of each line, to enable the no light emission state to be recognized.

[0245] FIG. 23 illustrates the influence of the difference in exposure time in the case where the exposure start time of each exposure line is the same. In 7500a, the exposure end time of one exposure line and the exposure start time of the next exposure line are the same. In 7500b, the exposure time is longer than that in 7500a. The structure in which the exposure times of adjacent exposure lines partially overlap each other as in 7500b allows a longer exposure time to be used. That is, more light enters the imaging element, so that a brighter image can be obtained. In addition, since the imaging sensitivity for capturing an image of the same brightness can be reduced, an image with less noise can be obtained. Communication errors are prevented in this way.

[0246] FIG. 24 illustrates the influence of the difference in exposure start time of each exposure line in the case where the exposure time is the same. In 7501a, the exposure end time of one exposure line and the exposure start time of the next exposure line are the same. In 7501b, the exposure of one exposure line ends after the exposure of the next exposure line starts. The structure in which the exposure times of adjacent exposure lines partially overlap each other as in 7501b allows more lines to be exposed per unit time. This increases the resolution, so that more information can be obtained. Since the sample interval (i.e. the difference in exposure start time) is shorter, the luminance change of the light source can be estimated more accurately, contributing to a lower error rate. Moreover, the luminance change of the light source in a shorter time can be recognized. By exposure time overlap, light source blinking shorter than the exposure time can be recognized using the difference of the amount of exposure between adjacent exposure lines.

[0247] As described with reference to FIGS. 23 and 24, in the structure in which each exposure line is sequentially exposed so that the exposure times of adjacent exposure lines partially overlap each other, the communication speed can be dramatically improved by using, for signal transmission, the bright line pattern generated by setting the exposure time shorter than in the normal imaging mode. Setting the exposure time in visible light communication to less than or equal to 1/480 second enables an appropriate bright line pattern to be generated. Here, it is necessary to set (exposure time) < 1/8 × f, where f is the frame frequency. Blanking during imaging is half of one frame at the maximum. That is, the blanking time is less than or equal to half of the imaging time. The actual imaging time is therefore 1/2f at the shortest. Besides, since 4-value information needs to be received within the time of 1/2f, it is necessary to at least set the exposure time to less than 1/(2f × 4). Given that the normal frame rate is less than or equal to 60 frames per second, by setting the exposure time to less than or equal to 1/480 second, an appropriate bright line pattern is generated in the image data and thus fast signal transmission is achieved.

[0248] FIG. 25 illustrates the advantage of using a short exposure time in the case where each exposure line does not overlap in exposure time. In the case where the exposure time is long, even when the light source changes in
luminance in a binary fashion as in 7502a, an intermediate-color part tends to appear in the captured image as in 7502e, making it difficult to recognize the luminance change of the light source. By providing a predetermined non-exposure vacant time (predetermined wait time) \( t_{D2} \) from when the exposure of one exposure line ends to when the exposure of the next exposure line starts as in 7502d, however, the luminance change of the light source can be recognized more easily. That is, a more appropriate bright line pattern can be detected as in 7502f. The provision of the predetermined non-exposure vacant time is possible by setting a shorter exposure time \( t_E \) than the time difference \( t_D \) between the exposure start times of the exposure lines, as in 7502d. In the case where the exposure times of adjacent exposure lines partially overlap each other in the normal imaging mode, the exposure time is shortened from the normal imaging mode so as to provide the predetermined non-exposure vacant time. In the case where the exposure end time of one exposure line and the exposure start time of the next exposure line are the same in the normal imaging mode, too, the exposure time is shortened so as to provide the predetermined non-exposure time. Alternatively, the predetermined non-exposure vacant time (predetermined wait time) \( t_{D2} \) from when the exposure of one exposure line ends to when the exposure of the next exposure line starts may be provided by increasing the interval \( t_D \) between the exposure start times of the exposure lines, as in 7502g. This structure allows a longer exposure time to be used, so that a brighter image can be captured. Moreover, a reduction in noise contributes to higher error tolerance. Meanwhile, this structure is disadvantageous in that the number of samples is small as in 7502h, because fewer exposure lines can be exposed in a predetermined time. Accordingly, it is desirable to use these structures depending on circumstances. For example, the estimation error of the luminance change of the light source can be reduced by using the former structure in the case where the imaging object is bright and using the latter structure in the case where the imaging object is dark.

Here, the structure in which the exposure times of adjacent exposure lines partially overlap each other does not need to be applied to all exposure lines, and part of the exposure lines may not have the structure of partially overlapping in exposure time. Moreover, the structure in which the predetermined non-exposure vacant time (predetermined wait time) is provided from when the exposure of one exposure line ends to when the exposure of the next exposure line starts does not need to be applied to all exposure lines, and part of the exposure lines may have the structure of partially overlapping in exposure time. This makes it possible to take advantage of each of the structures.

FIG. 26 illustrates the relation between the minimum change time \( t_2 \) of light source luminance, the exposure time \( t_E \), the time difference \( t_D \) between the exposure start times of the exposure lines, and the captured image. In the case where \( t_E + t_D < t_E \), imaging is always performed in a state where the light source does not change from the start to end of the exposure of at least one exposure line. As a result, an image with clear luminance is obtained as in 7503d, from which the luminance change of the light source is easily recognizable. In the case where \( 2t_E > t_D \), a bright line pattern different from the luminance change of the light source might be obtained, making it difficult to recognize the luminance change of the light source from the captured image.

FIG. 27 illustrates the relation between the transition time \( t_T \) of light source luminance and the time difference \( t_D \) between the exposure start times of the exposure lines. When \( t_D \) is large as compared with \( t_T \), fewer exposure lines are in the intermediate color, which facilitates estimation of light source luminance. It is desirable that \( t_D > t_T \), because the number of exposure lines in the intermediate color is two or less consecutively. Since \( t_T \) is less than or equal to 1 microsecond in the case where the light source is an LED and about 5 microseconds in the case where the light source is an organic EL device, setting \( t_D \) to greater than or equal to 5 microseconds facilitates estimation of light source luminance.

FIG. 28 illustrates the relation between the high frequency noise \( t_{HT} \) of light source luminance and the exposure time \( t_E \). When \( t_E \) is large as compared with \( t_{HT} \), the captured image is less influenced by high frequency noise, which facilitates estimation of light source luminance. When \( t_E \) is an integral multiple of \( t_{HT} \), there is no influence of high frequency noise, and estimation of light source luminance is easiest. For estimation of light source luminance, it is desirable that \( t_E > t_{HT} \). High frequency noise is mainly caused by a switching power supply circuit. Since \( t_{HT} \) is less than or equal to 20 microseconds in many switching power supplies for lightings, setting \( t_E \) to greater than or equal to 20 microseconds facilitates estimation of light source luminance.

FIG. 29 is a graph representing the relation between the exposure time \( t_E \) and the magnitude of high frequency noise when the high frequency noise \( t_{HT} \) of light source luminance is 20 microseconds. Given that \( t_{HT} \) varies depending on the light source, the graph demonstrates that it is efficient to set \( t_E \) to greater than or equal to 15 microseconds, greater than or equal to 35 microseconds, greater than or equal to 54 microseconds, or greater than or equal to 74 microseconds, each of which is a value equal to the value when the amount of noise is at the maximum. Though \( t_E \) is desirably larger in terms of high frequency noise reduction, there is also the above-mentioned property that, when \( t_E \) is smaller, an intermediate-color part is less likely to occur and estimation of light source luminance is easier. Therefore, \( t_E \) may be set to greater than or equal to 15 microseconds when the light source luminance change period is 15 to 35 microseconds, to greater than or equal to 35 microseconds when the light source luminance change period is 35 to 54 microseconds, to greater than or equal to 54 microseconds when the light source luminance change period is 54 to 74 microseconds, and to greater than or equal to 74 microseconds when the light source luminance change period is greater than or equal to 74 microseconds.
FIG. 30 illustrates the relation between the exposure time \( t_E \) and the recognition success rate. Since the exposure time \( t_E \) is relative to the time during which the light source luminance is constant, the horizontal axis represents the value (relative exposure time) obtained by dividing the light source luminance change period \( t_S \) by the exposure time \( t_E \). It can be understood from the graph that the recognition success rate of approximately 100% can be attained by setting the relative exposure time to less than or equal to 1.2. For example, the exposure time may be set to less than or equal to approximately 0.83 millisecond in the case where the transmission signal is 1 kHz. Likewise, the recognition success rate greater than or equal to 95% can be attained by setting the relative exposure time to less than or equal to 1.25, and the recognition success rate greater than or equal to 80% can be attained by setting the relative exposure time to less than or equal to 1.4. Moreover, since the recognition success rate sharply decreases when the relative exposure time is about 1.5 and becomes roughly 0% when the relative exposure time is 1.6, it is necessary to set the relative exposure time not to exceed 1.5. After the recognition rate becomes 0% at 7507c, it increases again at 7507d, 7507e, and 7507f. Accordingly, for example to capture a bright image with a longer exposure time, the exposure time may be set so that the relative exposure time is 1.9 to 2.2, 2.4 to 2.6, or 2.8 to 3.0. Such an exposure time may be used, for instance, as an intermediate mode in FIG. 31.

Depending on imaging devices, there is a time (blanking) during which no exposure is performed, as illustrated in FIG. 32. In the case where there is blanking, the luminance of the light emitting unit during the time cannot be observed. A transmission loss caused by blanking can be prevented by the light emitting unit repeatedly transmitting the same signal two or more times or adding error correcting code.

To prevent the same signal from being transmitted during blanking every time, the light emitting unit transmits the signal in a period that is relatively prime to the period of image capture or a period that is shorter than the period of image capture.

(Embodiment 4)

FIG. 33 illustrates a service provision system using the reception method described in any of the foregoing embodiments.

First, a company A ex8000 managing a server ex8002 is requested to distribute information to a mobile terminal, by another company B or individual ex8001. For example, the distribution of detailed advertisement information, coupon information, map information, or the like to the mobile terminal that performs visible light communication with a signage is requested. The company A ex8000 managing the server manages information distributed to the mobile terminal in association with arbitrary ID information. A mobile terminal ex8003 obtains ID information from a subject ex8004 by visible light communication, and transmits the obtained ID information to the server ex8002. The server ex8002 transmits the information corresponding to the ID information to the mobile terminal, and counts the number of times the information corresponding to the ID information is transmitted. The company A ex8000 managing the server charges the fee corresponding to the count, to the requesting company B or individual ex8001. For example, a larger fee is charged when the count is larger.

FIG. 34 illustrates service provision flow.

In Step ex8000, the company A managing the server receives the request for information distribution from another company B. In Step ex8001, the information requested to be distributed is managed in association with the specific ID information in the server managed by the company A. In Step ex8002, the mobile terminal receives the specific ID information from the subject by visible light communication, and transmits it to the server managed by the company A. The visible light communication method has already been described in detail in the other embodiments, and so its description is omitted here. The server transmits the information corresponding to the specific ID information received from the mobile terminal, to the mobile terminal. In Step ex8003, the number of times the information is distributed is counted in the server. Lastly, in Step ex8004, the fee corresponding to the information distribution count is charged to the company B. By such charging according to the count, the appropriate fee corresponding to the advertising effect of the information distribution can be charged to the company B.

FIG. 35 illustrates service provision flow in another example. The description of the same steps as those in FIG. 34 is omitted here.

In Step ex8008, whether or not a predetermined time has elapsed from the start of the information distribution is determined. In the case of determining that the predetermined time has not elapsed, no fee is charged to the company B in Step ex8011. In the case of determining that the predetermined time has elapsed, the number of times the information is distributed is counted in Step ex8009. In Step ex8010, the fee corresponding to the information distribution count is charged to the company B. Since the information distribution is performed free of charge within the predetermined time, the company B can receive the accounting service after checking the advertising effect and the like.

FIG. 36 illustrates service provision flow in another example. The description of the same steps as those in FIG. 35 is omitted here.
In Step ex8014, the number of times the information is distributed is counted. In the case of determining that the predetermined time has not elapsed from the start of the information distribution in Step ex8015, no fee is charged in Step ex8016. In the case of determining that the predetermined time has elapsed, on the other hand, whether or not the number of times the information is distributed is greater than or equal to a predetermined number is determined in Step ex8017. In the case where the number of times the information is distributed is less than the predetermined number, the count is reset, and the number of times the information is distributed is counted again. In this case, no fee is charged to the company B regarding the predetermined time during which the number of times the information is distributed is less than the predetermined number. In the case where the count is greater than or equal to the predetermined number in Step ex8017, the count is reset and started again in Step ex8018. In Step ex8019, the fee corresponding to the count is charged to the company B. Thus, in the case where the count during the free distribution time is small, the free distribution time is provided again. This enables the company B to receive the accounting service at an appropriate time. Moreover, in the case where the count is small, the company A can analyze the information and, for example when the information is out of season, suggest the change of the information to the company B. In the case where the free distribution time is provided again, the time may be shorter than the predetermined time provided first. The shorter time than the predetermined time provided first reduces the burden on the company A. Further, the free distribution time may be provided again after a fixed time period. For instance, if the information is influenced by seasonality, the free distribution time is provided again after the fixed time period until the new season begins.

Note that the charge fee may be changed according to the amount of data, regardless of the number of times the information is distributed. Distribution of a predetermined amount of data or more may be charged, while distribution is free of charge within the predetermined amount of data. The charge fee may be increased with the increase of the amount of data. Moreover, when managing the information in association with the specific ID information, a management fee may be charged. By charging the management fee, it is possible to determine the fee upon requesting the information distribution.

As above, the embodiment which the Applicants contemplate as the best mode and other embodiments have been provided with reference to the appended drawings and the detailed descriptions. These are provided to illustrate the subject matter recited in the Claims to those skilled in the art with reference to the particular embodiments. Therefore, the structural elements recited in the appended drawings and the detailed descriptions may include not only structural elements indispensable for solving the problems but also other structural elements. Accordingly, just because these dispensable structural elements are stated in the appended drawings or the detailed descriptions, these dispensable structural elements should not be immediately acknowledged as being indispensable. Furthermore, within the scope of the Claims and a range equivalent thereto, the above-described embodiments may be subject to various modifications, replacement, addition, omission, etc.

Although the display method, the reception device, and the visible light communication system according to the embodiments in the present disclosure have been described above, these embodiments do not restrict the present disclosure.

Moreover, the respective processing units included in the display apparatus, the reception device, or the visible light communication system according to the above embodiments are each typically implemented as an LSI which is an integrated circuit. These processing units may be individually configured as single chips or may be configured so that a part or all of the processing units are included in a single chip.

Furthermore, the method of circuit integration is not limited to LSIs, and implementation through a dedicated circuit or a genera-purpose processor is also possible. A Field Programmable Gate Array (FPGA) which allows programming after LSI manufacturing or a reconfigurable processor which allows reconfiguration of the connections and settings of the circuit cells inside the LSI may also be used.

Furthermore, each of the structural elements in each of the above-described embodiments may be configured in the form of an exclusive hardware product, or may be realized by executing a software program suitable for the structural element. Each of the structural elements may be realized by means of a program executing unit, such as a CPU or a processor, reading and executing the software program recorded in a recording medium such as a hard disk or a semiconductor memory.

Moreover, the present disclosure may be implemented as the above program, or may be implemented as a non-transitory computer-readable recording medium on which the above program has been recorded. Furthermore, it goes without saying that the program can be distributed via a transmission medium such as the Internet.

Moreover, all numerical figures used in the forgoing description are exemplified for describing the present disclosure in specific terms, and thus the present disclosure is not limited to the exemplified numerical figures. Furthermore, the logic levels represented as HIGH and LOW or switching states represented as ON and OFF are exemplified for describing the present disclosure in specific terms; a different combination of the exemplified local levels or switching states can lead to the same or like result.

Furthermore, the separation of the functional blocks in the block diagrams is merely an example, and plural functional blocks may be implemented as a single functional block, a single functional block may be separated into plural
functional blocks, or part of functions of a functional block may be transferred to another functional block. In addition, the functions of functional blocks having similar functions may be processed, in parallel or by time-division, by a single hardware or software product.

Moreover, the sequence in which the steps included in the visible light communication signal display method are executed is given as an example to describe the present disclosure in specific terms, and thus other sequences than the above are also possible. Furthermore, part of the steps may be executed simultaneously (in parallel) with another step.

Although a display apparatus, a reception device, and a visible light communication system according to one or more aspects are described above, the present disclosure is not limited to these embodiments. Forms obtained by various modifications to the exemplary embodiment that can be conceived by a person of skill in the art as well as forms realized by combining structural components in different exemplary embodiments, which are within the scope of the essence of the present disclosure may be included in the present disclosure.

[Industrial Applicability]

The visible light communication signal display method and the display apparatus according to the present disclosure enable safe and active acquisition of information other than images and are, therefore, usable in various applications such as the transfer of image-attached information and information transmission in various scenes in a sense that such active properties allow necessary information to be safely obtained as much as needed from signage, information terminals, and information display devices outside, let alone devices such as televisions, personal computers, and tablets in homes.

[Reference Signs List]

100 Display apparatus
110 Display unit
120 First input unit
130 First signal processing unit
140 Display control unit
150 Second input unit
160 Second signal processing unit
200 Reception device
210 Imaging unit
220 Visualizing unit
230 Signal determining unit
240 Signal demodulating unit

Claims

1. A visible light communication signal display method of displaying (i) an image represented by video signals and (ii) an image obtained by encoding visible light communication signals, the visible light communication signal display method comprising:

   encoding at least part of the visible light communication signals to generate an encoded image;
   generating a plurality of sub-images which correspond to respective partial images obtained by dividing the encoded image and each of which (i) includes a corresponding one of the partial images and (ii) except for the corresponding one of the partial images, is an image having a substantially uniform luminance value lower than or equal to a predetermined luminance value; and
   displaying, in a video display period, the image represented by the video signals, and displaying the sub-images in time series in a communication period different from the video display period.

2. The visible light communication signal display method according to Claim 1, wherein in the encoding, part of the visible light communication signals is encoded to generate the encoded image, and other part of the visible light communication signals is encoded into timings at which the sub-images are displayed, and
in the displaying, the sub-images are displayed in time series at the timings in the communication period.

3. The visible light communication signal display method according to Claim 1 or 2, wherein in the generating, a plurality of reversed images which correspond to the respective partial images are further generated, the reversed images each (i) including a reversed partial image obtained by reversing luminance of a corresponding one of the partial images and (ii) being, except for the reversed partial image, an image having a substantially uniform luminance value lower than or equal to a predetermined luminance value, and in the displaying, the reversed images are further displayed in time series in the communication period.

4. The visible light communication signal display method according to any one of Claims 1 to 3, wherein in the generating, a plurality of reversed images which correspond to the respective partial images are further generated, the reversed images each (i) including a reversed partial image obtained by reversing luminance of a corresponding one of the partial images and (ii) being, except for the reversed partial image, an image having a substantially uniform luminance value lower than or equal to a predetermined luminance value, and in the displaying, the reversed images are further displayed in time series in the communication period.

5. The visible light communication signal display method according to any one of Claims 1 to 4, wherein in the displaying, in the communication period, a black image having a substantially uniform luminance value lower than or equal to a predetermined luminance value is displayed between the sub-images, and a length of time that the black image is displayed is 30 microseconds or more.

6. The visible light communication signal display method according to Claim 5, wherein the length of time that the black image is displayed is 100 microseconds or more.

7. The visible light communication signal display method according to any one of Claims 1 to 6, wherein in the displaying, a length of time that each one of the sub-images is displayed is 200 microseconds or less.

8. The visible light communication signal display method according to any one of Claims 1 to 7, wherein in the displaying, a length of time that each one of the sub-images is displayed is 10 microseconds or more.

9. A visible light communication signal display method of displaying (i) an image represented by video signals and (ii) an image for transmitting visible light communication signals, the visible light communication signal display method comprising:

   encoding at least part of the visible light communication signals into a pattern for dividing a basic image;

   dividing the basic image into a plurality of sub-images according to the pattern; and

   displaying, in a video display period, the image represented by the video signals, and displaying, in time series in a communication period different from the video display period, a reversed image obtained by reversing luminance of the basic image, and the sub-images.

10. The visible light communication signal display method according to Claim 9, wherein the image for transmitting the visible light communication signals includes the basic image and the sub-images.

11. The visible light communication signal display method according to Claim 9 or 10, wherein in the encoding, part of the visible light communication signals is encoded to generate the pattern, and other part of the visible light communication signals is encoded into timings at which the sub-images are displayed, and in the displaying, the sub-images are displayed in time series at the timings in the communication period.

12. The visible light communication signal display method according to any one of Claims 9 to 11, wherein in the encoding, a pattern that corresponds to the at least part of the visible light communication signals is selected from a plurality of the patterns, each for dividing the basic image into a same number of the sub-images, to encode the at least part of the visible light communication signals into the pattern, and the patterns include a pattern in which the sub-images include an all-black image having a substantially uniform luminance value lower than or equal to a predetermined luminance value.

13. The visible light communication signal display method according to any one of Claims 9 to 11, wherein in the encoding, a pattern that corresponds to the at least part of the visible light communication signals is selected from a plurality of the patterns for dividing the basic image into a different number of the sub-images, to
14. The visible light communication signal display method according to any one of Claims 9 to 13, wherein in the dividing, the sub-images which correspond to respective partial images obtained by dividing the basic image are generated, the sub-images each (i) including a corresponding one of the partial images and (ii) being, except for the corresponding one of the partial images, an image having a substantially uniform luminance value lower than or equal to a predetermined luminance value.

15. The visible light communication signal display method according to any one of Claims 9 to 14, wherein in the encoding, part of the visible light communication signals is encoded to generate the pattern, and other part of the visible light communication signals is encoded into a sequence in which the sub-images are displayed, and in the displaying, the sub-images are displayed in time series in the sequence in the communication period.

16. The visible light communication signal display method according to any one of Claims 9 to 15, wherein in the encoding, part of the visible light communication signals is encoded to generate the pattern, and other part of the visible light communication signals is encoded into the basic image.

17. The visible light communication signal display method according to any one of Claims 9 to 16, wherein in the displaying, in the communication period, a black image having a substantially uniform luminance value lower than or equal to a predetermined luminance value is displayed between the sub-images, and a length of time that the black image is displayed is 30 microseconds or more.

18. The visible light communication signal display method according to any one of Claims 9 to 17, wherein the length of time that the black image is displayed is 100 microseconds or more.

19. The visible light communication signal display method according to any one of Claims 9 to 18, wherein in the displaying, a length of time that each one of the sub-images is displayed is 200 microseconds or less.

20. The visible light communication signal display method according to any one of Claims 9 to 19, wherein in the displaying, a length of time that each one of the sub-images is displayed is 10 microseconds or more.

21. A display apparatus which displays (i) an image represented by video signals and (ii) an image obtained by encoding visible light communication signals, the display apparatus comprising:

   - an encoding unit configured to encode at least part of the visible light communication signals to generate an encoded image;
   - a dividing unit configured to generate a plurality of sub-images which correspond to respective partial images obtained by dividing the encoded image and each of which (i) includes a corresponding one of the partial images and (ii) except for the corresponding one of the partial images, is an image having a substantially uniform luminance value lower than or equal to a predetermined luminance value; and
   - a display unit configured to display, in a video display period, the image represented by the video signals, and display the sub-images in time series in a communication period different from the video display period.

22. A display apparatus which displays (i) an image represented by video signals and (ii) an image for transmitting visible light communication signals, the display apparatus comprising:

   - an encoding unit configured to encode at least part of the visible light communication signals into a pattern for dividing a basic image;
   - a dividing unit configured to divide the basic image into a plurality of sub-images according to the pattern; and
   - a display unit configured to display, in a video display period, the image represented by the video signals, and display, in time series in a communication period different from the video display period, a reversed image obtained by reversing luminance of the basic image, and the sub-images.
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