CAPACITY EXPANSION METHOD AND DEVICE

Embodiments of the present invention provide a capacity expansion method and device, and relate to the field of capacity expansion technologies, so as to reduce the time needed by capacity expansion of a hard disk and improve efficiency in the capacity expansion of the hard disk. The method specifically includes: dividing, in a distributed redundant array of independent disks RAID system, each hard disk into virtual hard disks of equal size equally; dividing an original hard disk into X groups equally, where the quantity of original hard disks in the distributed RAID system is an integer multiple of X; selecting m virtual hard disks from each hard disk in sequence to form one original hard disk; selecting m virtual hard disks from each original hard disk group to form one virtual hard disk group; inserting, in the distributed RAID system, an added hard disk formed by virtual hard disks with the quantity being an integer multiple of m; selecting m virtual hard disks from each added hard disk and inserting the m virtual hard disks into the virtual hard disk group; moving, in the virtual hard disk group, data in virtual hard disks of the original hard disk to the virtual hard disks of the added hard disk. The present invention is applied to capacity expansion of a hard disk.
The present invention relates to the field of capacity expansion technologies, and in particular, to a capacity expansion method and device.

BACKGROUND

[0002] In a distributed redundant array of independent disks (Redundant Array of Independent Disks, RAID for short), a single RAID may be distributed in discrete spaces of multiple physical hard disks, so that hard disks in the system are fully used and hot spots are equally allocated to as many hard disks as possible, and the hot spots are eliminated. In addition, when a hard disk is damaged, more hard disks participate in reconstruction, so that a long reconstruction time is required. Therefore, the distributed RAID system is applied more and more widely. However, when an enterprise purchases and uses a storage system, the enterprise does not initially install a hard disk with maximum configurations, but purchases and adds hard disks according to services. For this reason, a capacity expansion issue of a distributed hard disk storage system needs to be considered.

[0003] To solve the capacity expansion issue of a hard disk, in the prior art, an original distributed RAID system is kept unchanged during the capacity expansion, and a new distributed RAID system is constructed in an added hard disk. However, this method for capacity expansion of the hard disk requires addition of many hard disks at a single time to construct a distributed RAID system with a short reconstruction time and disperse hot spots. In addition, after the capacity expansion, an original RAID group cannot be horizontally extended to an added RAID group, and the time of reconstructing the original RAID group cannot be reduced. Further, during the capacity expansion in the prior art, added hard disks are added to the original RAID group respectively, and a hard disk space is allocated by reusing a distributed RAID algorithm. This capacity expansion method does not need to add many hard disks at a single time, and therefore can reduce the time of reconstructing the original RAID group. However, during the capacity expansion, large amounts of small block data need to be migrated, which requires a long capacity expansion time.

SUMMARY

[0004] Embodiments of the present invention provide a capacity expansion method and device, so as to reduce the time needed by capacity expansion of a hard disk and improve efficiency in the capacity expansion of the hard disk.

[0005] To achieve the foregoing objective, the embodiments of the present invention use the following technical solutions:

[0006] According to a first aspect, a capacity expansion method is provided, including:

dividing, in a distributed redundant array of independent disks RAID system, each hard disk into virtual hard disks of equal size equally, where the quantity of the virtual hard disks is an integer multiple of m, where m is the maximum quantity of RAID groups that can be constructed in the distributed RAID system and m is a positive integer;

dividing the original hard disk into X groups equally, where X is the quantity of units of each strip in the distributed RAID system, the quantity of original hard disks in the distributed RAID system is an integer multiple of X, and X is a positive integer;

selecting m virtual hard disks from each hard disk to form one original hard disk, where all the original hard disks form one original hard disk group;

selecting m virtual hard disks from each original hard disk group in sequence to form one virtual hard disk group;

inserting, in the distributed RAID system, an added hard disk formed by virtual hard disks with the quantity being an integer multiple of m, where the quantity of the added hard disks is an integer multiple of X;

selecting m virtual hard disks from each added hard disk, and inserting the m virtual hard disks into the virtual hard disk group; and

moving, in the virtual hard disk group, data in virtual hard disks of the original hard disk to the virtual hard disks of the added hard disk.

[0007] With reference to the first aspect, in a first possible implementation manner, after the selecting m virtual hard disks from each hard disk to form one original hard disk, the method further includes:

constructing, in all the original hard disk groups and by using a distributed RAID algorithm, a RAID in virtual hard disks with a same virtual hard disk group number.

[0008] With reference to the first aspect, in a second possible implementation manner, after the moving, in the virtual hard disk group, data in virtual hard disks of the original hard disk to the virtual hard disks of the added hard disk, the method further includes:

constructing, by using a distributed RAID algorithm, a new RAID in idle virtual hard disks of a same virtual hard disk group.

[0009] With reference to the first aspect, in a third possible implementation manner, the moving, in the virtual hard disk group, data in virtual hard disks of the original hard disk to the virtual hard disks of the added hard disk includes:
selecting, in each virtual hard disk group, original hard disks where the quantity of virtual hard disks exceeds a specific quantity in the original hard disk group, where the specific quantity is the quantity of virtual hard disks that can be allocated in each hard disk when the virtual hard disks are allocated equally; and migrating data in the virtual hard disks in the original hard disks where the quantity of virtual hard disks exceeds the specific quantity in the original hard disk group to the virtual hard disks of the added hard disk equally, where the virtual hard disks of the added hard disk and the virtual hard disks where the data needs to be moved belong to a same virtual hard disk group.

[0010] According to a second aspect, a capacity expansion device is provided, including:

a processing unit, configured to divide, in a distributed RAID system, each hard disk into virtual hard disks of equal size equally, where the quantity of the virtual hard disks is an integer multiple of m, where m is the maximum quantity of RAID groups that can be constructed in the distributed RAID system and m is a positive integer; where the processing unit is further configured to divide the original hard disk into X groups equally, where X is the quantity of units of each strip in the distributed RAID system, the quantity of original hard disks in the distributed RAID system is an integer multiple of X, and X is a positive integer;

selecting, in each virtual hard disk group, original hard disks where the quantity of virtual hard disks exceeds a specific quantity in the original hard disk group, where the specific quantity is the quantity of virtual hard disks that can be allocated in each hard disk when the virtual hard disks are allocated equally; and

a selecting subunit, configured to select, in each virtual hard disk group, original hard disks where the quantity of virtual hard disks exceeds a specific quantity in the original hard disk group, where the specific quantity is the quantity of virtual hard disks that can be allocated in each hard disk when the virtual hard disks are allocated equally; and a processing subunit, configured to migrate data in the virtual hard disks in the original hard disks where the quantity of virtual hard disks exceeds the specific quantity in the original hard disk group to the virtual hard disks of the added hard disk equally, where the virtual hard disks of the added hard disk and the virtual hard disks where the data needs to be moved belong to a same virtual hard disk group.

[0012] With reference to the second aspect, in a second possible implementation manner, the constructing unit is further configured to construct, by using a distributed RAID algorithm, a RAID in virtual hard disks of a same virtual hard disk group.

[0013] With reference to the second aspect, in a third possible implementation manner, the processing unit includes:

a constructing unit, configured to construct, in all the original hard disk groups and by using a distributed RAID algorithm, a RAID in virtual hard disks with a same virtual hard disk group number.

[0014] The capacity expansion method and device provided by the embodiments of the present invention, by dividing an original hard disk into virtual hard disks of equal size equally, adding new hard disks of a same quantity to the original hard disk, and moving data in any virtual hard disk of the original hard disk to any virtual hard disk of the new hard disks, reduces the time needed by capacity expansion of a hard disk and improves efficiency in the capacity expansion of the hard disk.

BRIEF DESCRIPTION OF DRAWINGS

[0015] To describe the technical solutions in the embodiments of the present invention or in the prior art more clearly, the following briefly introduces the accompanying drawings required for describing the embodiments or the prior art. Apparently, the accompanying drawings in the following description show merely some embodiments of the present invention, and a person of ordinary skill in the art may still derive other drawings from these accompanying drawings without creative efforts.

FIG. 1 is a schematic flowchart of a capacity expansion method according to an embodiment of the present invention;
FIG. 2 is a schematic flowchart of another capacity expansion method according to an embodiment of the present invention;
The following clearly and completely describes DESCRIPTION OF EMBODIMENTS

ed hard disk, and insert the m virtual hard disks into the

103. Select m virtual hard disks from each hard

106. Select m virtual hard disks from each add- ed hard disk, and insert the m virtual hard disks into the virtual hard disk group.

FIG. 5 is a schematic structural diagram of still an- other embodiment of the present invention;

FIG. 4 is a schematic structural diagram of another capacity expansion device according to an embod- iment of the present invention;

FIG. 3 is a schematic structural diagram of a capacity expansion device according to an embod- iment of the present invention;

FIG. 6 is a schematic structural diagram of a capacity expansion device according to another embodiment of the present invention.

FIG. 2 is a schematic structural diagram of a capacity expansion device according to an embod- iment of the present invention;

FIG. 1 is a schematic structural diagram of a capacity expansion device according to an embod- iment of the present invention.

The following clearly and completely describes the technical solutions in the embodiments of the present invention with reference to the accompanying drawings in the embodiments of the present invention. Apparently, the described embodiments are merely a part rather than all of the embodiments of the present invention. All other embodiments obtained by a person of ordinary skill in the art based on the embodiments of the present invention without creative efforts shall fall within the protection scope of the present invention.

An embodiment of the present invention provides a capacity expansion method applied to a distributed RAID system. As shown in FIG. 1, the method includes:

101. Divide, in a distributed redundant array of independent disks (Redundant Array Of Independent Disks, RAID for short) system, each hard disk into virtual hard disks of equal size equally.

102. Divide the original hard disk into X groups equally.

103. Select m virtual hard disks from each hard disk to form one original hard disk.

104. Select m virtual hard disks from each original hard disk group in sequence to form one virtual hard disk group.

105. Insert, in the distributed RAID system, an added hard disk formed by virtual hard disks with the quantity being an integer multiple of m.

106. Select m virtual hard disks from each added hard disk, and insert the m virtual hard disks into the virtual hard disk group.

The quantity of the virtual hard disks is an inte- ger multiple of X, and X is a positive integer.

All the original hard disks form one original hard disk group.

X is the quantity of units of each strip in the distributed RAID system, the quantity of original hard disks in the distributed RAID system is an integer multiple of X, and X is a positive integer.

The quantity of the virtual hard disks is an integer multiple of m, where m is the maximum quantity of RAID groups that can be constructed in the distributed RAID system and m is a positive integer.

The quantity of the virtual hard disk in the original hard disk to any virtual hard disk of the new hard disks, reduces the time needed by capacity expansion of a hard disk and improves efficiency in the capacity expansion of the hard disk.

An embodiment of the present invention provides a capacity expansion method. As shown in FIG. 2, the method includes:

201. Divide, in a distributed RAID system, each hard disk into virtual hard disks of equal size equally.

202. Divide the original hard disk into X groups equally.

203. Select m virtual hard disks from each hard disk to form one original hard disk.

204. Construct, in all the original hard disk groups and by using a distributed RAID algorithm, a RAID in virtual hard disks with a same virtual hard disk group number.

205. Select m virtual hard disks from each original hard disk group in sequence to form one virtual hard disk group.

206. Insert, in the distributed RAID system, an added hard disk formed by virtual hard disks with the quantity being an integer multiple of m.

The quantity of the added hard disks is an integer multiple of X.

207. Select m virtual hard disks from each added hard disk, and insert the m virtual hard disks into the virtual hard disk group.

208. Select, in each virtual hard disk group, original hard disks where the quantity of virtual hard disks exceeds a specific quantity in the original hard disk group.

The specific quantity is the quantity of virtual
hard disks that can be allocated in each hard disk when virtual hard disks are equally allocated.

[0045] 209. Migrate data in the virtual hard disks in the original hard disks where the quantity of virtual hard disks exceeds the specific quantity in the original hard disk group to the virtual hard disks of the added hard disk equally.

[0046] The virtual hard disks of the added hard disk and the virtual hard disks where the data needs to be moved belong to a same virtual hard disk group.

[0047] When data in one virtual hard disk of each hard disk of all the added hard disks is moved to one virtual hard disk of the original hard disk accordingly, step 210 is executed.


[0049] Specifically, a RAID formed by new RAIDs constructed in the idle virtual hard disks and a RAID in the distributed RAID system where the original hard disk is located belong to a same RAID group. Certainly, a user may also define, according to requirements of the user, that a RAID of an added hard disk and a RAID in the original hard disk do not belong to a same group. An integer multiple relationship exists between the quantity of the added hard disks and the quantity of the original hard disks.

[0050] The embodiment of the present invention is used to implement capacity expansion of a hard disk in a distributed system. The capacity expansion of the hard disk can be implemented quickly because all data in one virtual hard disk is moved during the capacity expansion. In addition, during the capacity expansion, data in the original hard disk is exchanged with data in the added hard disk, which re-maps a relationship between virtual hard disks and physical hard disks; and a distributed RAID algorithm is also used to construct a distributed RAID in the added hard disk. Therefore, the added hard disk can be quickly integrated into a RAID group, and the distributed RAID algorithm can be distributed to all hard disks.

[0051] New data in a whole virtual hard disk in the added hard disk in one hard disk group and data in a whole virtual hard disk in the original hard disk are migrated. This continuous migration of large block data not only maintains advantages of a traditional RAID capacity expansion but also reduces the time needed by capacity expansion, thereby implementing data exchange between the original hard disk and the added hard disk.

[0052] The capacity expansion method provided by the embodiment of the present invention, by dividing an original hard disk into virtual hard disks of equal size equally, adding new hard disks of a same quantity to the original hard disk, and moving data in any virtual hard disk of the original hard disk to any virtual hard disk of the new hard disks, reduces the time needed by capacity expansion of a hard disk and improves efficiency in the capacity expansion of the hard disk. In addition, the new hard disks can be quickly integrated into a RAID group, and a distributed RAID algorithm can be distributed to all hard disks including the added hard disks.

[0053] An embodiment of the present invention provides a capacity expansion device 3. As shown in FIG. 3, the capacity expansion device 3 includes a processing unit 31, a selecting unit 32, and an inserting unit 33, where:

the processing unit 31 is configured to divide, in a distributed RAID system, each hard disk into virtual hard disks of equal size equally; where the quantity of the virtual hard disks is an integer multiple of m, where m is the maximum quantity of RAID groups that can be constructed in the distributed RAID system and m is a positive integer; the processing unit 31 is further configured to divide the original hard disk into X groups equally; where X is the quantity of units of each strip in the distributed RAID system, the quantity of original hard disks in the distributed RAID system is an integer multiple of X, and X is a positive integer; the selecting unit 32 is configured to select m virtual hard disks from each hard disk to form one original hard disk; where all the original hard disks form one original hard disk group; the selecting unit 32 is further configured to select m virtual hard disks from each original hard disk group in sequence to form one virtual hard disk group; the inserting unit 33 is configured to insert, in the distributed RAID system, an added hard disk formed by virtual hard disks with the quantity being an integer multiple of m; where the quantity of the added hard disks is an integer multiple of X; the selecting unit 32 is further configured to select m virtual hard disks from each added hard disk, and insert the m virtual hard disks into the virtual hard disk group; and the processing unit 31 is further configured to move, in the virtual hard disk group, data in virtual hard disks of the original hard disk to the virtual hard disks of the added hard disk.

[0054] Optionally, as shown in FIG. 4, the device further includes a constructing unit 34, where:

the constructing unit 34 is configured to construct, in all the original hard disk groups and by using a distributed RAID algorithm, a RAID in virtual hard disks with a same virtual hard disk group number.

[0055] The constructing unit 34 is further configured to construct, by using a distributed RAID algorithm, a new RAID in idle virtual hard disks of a same virtual hard disk group.
Further, as shown in FIG. 5, the processing unit of the device includes a selecting subunit 311 and a processing subunit 312, where:

the selecting subunit 311 is configured to select, in each virtual hard disk group, original hard disks where the quantity of virtual hard disks exceeds a specific quantity in the original hard disk group; where the specific quantity is the quantity of virtual hard disks that can be allocated in each hard disk when virtual hard disks are equally allocated; the processing subunit 312 is configured to migrate data in the virtual hard disks in the original hard disks where the quantity of virtual hard disks exceeds the specific quantity in the original hard disk group to the virtual hard disks of the added hard disk equally; where the virtual hard disks of the added hard disk and the virtual hard disks where the data needs to be moved belong to a same virtual hard disk group.

An embodiment of the present invention provides a capacity expansion device 4. As shown in FIG. 6, the capacity expansion 4 includes at least one processor 41, a memory 42, a communication interface 43, and a bus 44, where the at least one processor 41, the memory 42, and the communication interface 43 are connected and implement mutual communications through the bus 44.

The bus 44 may be an industry standard architecture (Industry Standard Architecture, ISA for short) bus, a peripheral component interconnect (Peripheral Component Interconnect, PCI for short) bus, or an extended industry standard architecture (Extended Industry Standard Architecture, EISA for short) bus, and the like. The bus 44 may be classified into an address bus, a data bus, a control bus, or the like. For the convenience of representation, the bus in FIG. 6 is represented by using one solid line only, but it does not mean that there is only one bus or one type of buses. In FIG. 6:

The memory 42 is configured to store executable program code, where the program code includes a computer operation instruction. The memory 42 may include a high speed RAM memory, and may also include a non-volatile memory (non-volatile memory), for example, at least one disk memory.

The processor 41 may be a central processing unit (Central Processing Unit, CPU for short), or be an application specific integrated circuit (Application Specific Integrated Circuit, ASIC for short), or be configured as one or more integrated circuits in the embodiment of the present invention.

The communication interface 43 is mainly configured to implement communications between apparatuses provided in this embodiment.

The processor 41 is further configured to invoke program code in the memory 42 to execute the following operations:

- dividing, in a distributed redundant array of independent disks RAID system, each hard disk into virtual hard disks of equal size equally; where the quantity of the virtual hard disks is an integer multiple of m, where m is the maximum quantity of RAID groups that can be constructed in the distributed RAID system and m is a positive integer;
- dividing the original hard disk into X groups equally; where X is the quantity of units of each strip in the distributed RAID system, the quantity of original hard disks in the distributed RAID system is an integer multiple of X, and X is a positive integer;
- selecting m virtual hard disks from each hard disk to form one original hard disk; where all the original hard disks form one original hard disk group; selecting m virtual hard disks from each original hard disk group in sequence to form one virtual hard disk group;
- inserting, in the distributed RAID system, an added hard disk formed by virtual hard disks with the quantity being an integer multiple of m; where the quantity of the added hard disks is an integer multiple of X;
- selecting m virtual hard disks from each added hard disk, and inserting the m virtual hard disks into the virtual hard disk group; and moving, in the virtual hard disk group, data in virtual hard disks of the original hard disk to the virtual hard disks of the added hard disk.

Optionally, the processor 41 is further configured to execute the following steps:

- constructing, in all the original hard disk groups and by using a distributed RAID algorithm, a RAID in virtual hard disks with a same virtual hard disk group number; and constructing, by using a distributed RAID algorithm, a new RAID in idle virtual hard disks of a same virtual hard disk group.

Further, the processor 41 is further configured to execute the following steps:

- selecting, in each virtual hard disk group, original hard disks where the quantity of virtual hard disks
The capacity expansion device provided by the

1. A capacity expansion method, comprising:

- dividing, in a distributed redundant array of independent disks RAID system, each hard disk into virtual hard disks of equal size equally, wherein the quantity of the virtual hard disks is an integer multiple of m, wherein m is the maximum quantity of RAID groups that can be constructed in the distributed RAID system and m is a positive integer;

- selecting, in each virtual hard disk group, original hard disks where the quantity of virtual hard disks exceeds a specific quantity in the original hard disk group, wherein the specific quantity is the quantity of virtual hard disks that can be allocated in each hard disk when the virtual hard disks are allocated equally; and

- migrating data in the virtual hard disks in the virtual hard disk group, wherein the specific quantity is the quantity of virtual hard disks that can be allocated in each hard disk when the virtual hard disks are allocated equally;

- where the virtual hard disks in the added hard disk and the virtual hard disks where the data needs to be moved belong to a same virtual hard disk group.

[0066] The capacity expansion device provided by the embodiment of the present invention, by dividing an original hard disk into virtual hard disks of equal size equally, adding new hard disks of a same quantity to the original hard disk, and moving data in any virtual hard disk of the original hard disk to any virtual hard disk of the new hard disks, reduces the time needed by capacity expansion of a hard disk and improves efficiency in the capacity expansion of the hard disk. In addition, the new hard disks can be quickly integrated into a RAID group, and a distributed RAID algorithm can be distributed to all hard disks including the added hard disks.

[0067] A person of ordinary skill in the art may understand that all or a part of the steps of the method embodiments may be implemented by a program instructing relevant hardware. The program may be stored in a computer readable storage medium. When the program runs, the steps of the method embodiments are performed. The foregoing storage medium includes: any medium that can store program code, such as a ROM, a RAM, a magnetic disk, or an optical disc.

[0068] The foregoing descriptions are merely specific embodiments of the present invention, but are not intended to limit the protection scope of the present invention. Any variation or replacement readily figured out by a person skilled in the art within the technical scope disclosed in the present invention shall fall within the protection scope of the present invention. Therefore, the protection scope of the present invention shall be subject to the protection scope of the claims.

Claims

1. A capacity expansion method, comprising:

- dividing, in a distributed redundant array of independent disks RAID system, each hard disk into virtual hard disks of equal size equally, wherein the quantity of the virtual hard disks is an integer multiple of m, wherein m is the maximum quantity of RAID groups that can be constructed in the distributed RAID system and m is a positive integer;

- selecting, in each virtual hard disk group, original hard disks where the quantity of virtual hard disks exceeds a specific quantity in the original hard disk group, wherein the specific quantity is the quantity of virtual hard disks that can be allocated in each hard disk when the virtual hard disks are allocated equally; and

- migrating data in the virtual hard disks in the
original hard disks where the quantity of virtual hard disks exceeds the specific quantity in the original hard disk group to the virtual hard disks of the added hard disk and the virtual hard disks where the data needs to be moved belong to a same virtual hard disk group.

5. A capacity expansion device, comprising:

- a processing unit, configured to divide, in a distributed RAID system, each hard disk into virtual hard disks of equal size equally, wherein the quantity of the virtual hard disks is an integer multiple of \( m \), wherein \( m \) is the maximum quantity of RAID groups that can be constructed in the distributed RAID system and \( m \) is a positive integer;
- the processing unit is further configured to divide the original hard disk into \( X \) groups equally, wherein \( X \) is the quantity of units of each strip in the distributed RAID system, the quantity of original hard disks in the distributed RAID system is an integer multiple of \( X \), and \( X \) is a positive integer;
- a selecting unit, configured to select \( m \) virtual hard disks from each hard disk to form one original hard disk, wherein all the original hard disks form one original hard disk group;
- the selecting unit is further configured to select \( m \) virtual hard disks from each original hard disk group in sequence to form one virtual hard disk group;
- an inserting unit, configured to insert, in the distributed RAID system, an added hard disk formed by virtual hard disks with the quantity being an integer multiple of \( m \), wherein the quantity of the added hard disks is an integer multiple of \( X \);
- the selecting unit is further configured to select \( m \) virtual hard disks from each added hard disk, and insert the \( m \) virtual hard disks into the virtual hard disk group; and
- the processing unit is further configured to move, in the virtual hard disk group, data in virtual hard disks of the original hard disk to the virtual hard disks of the added hard disk.

6. The device according to claim 5, comprising:

- a constructing unit, configured to construct, in all the original hard disk groups and by using a distributed RAID algorithm, a RAID in virtual hard disks with a same virtual hard disk group number.

7. The device according to claim 5, wherein:

8. The device according to claim 5, wherein the processing unit comprises:

- a selecting subunit, configured to select, in each virtual hard disk group, original hard disks where the quantity of virtual hard disks exceeds a specific quantity in the original hard disk group, wherein the specific quantity is the quantity of virtual hard disks that can be allocated in each hard disk when the virtual hard disks are allocated equally; and
- a processing subunit, configured to migrate data in the virtual hard disks in the original hard disks where the quantity of virtual hard disks exceeds the specific quantity in the original hard disk group to the virtual hard disks of the added hard disk equally, wherein the virtual hard disks of the added hard disk and the virtual hard disks where the data needs to be moved belong to a same virtual hard disk group.
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Divide, in a distributed RAID system, each hard disk into virtual hard disks of equal size equally

Divide the original hard disk into X groups equally

Select m virtual hard disks from each hard disk to form one original hard disk

Construct, in all the original hard disk groups and by using a distributed RAID algorithm, a RAID in virtual hard disks with a same virtual hard disk group number

Select m virtual hard disks from each original hard disk group in sequence to form one virtual hard disk group

Insert, in the distributed RAID system, an added hard disk formed by virtual hard disks with the quantity being an integer multiple of m

Select m virtual hard disks from each added hard disk, and insert the m virtual hard disks into the virtual hard disk group

Select, in each virtual hard disk group, original hard disks where the quantity of virtual hard disks exceeds a specific quantity in the original hard disk group
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Construct, by using a distributed RAID algorithm, a new RAID in idle virtual hard disks of a same virtual hard disk group
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