COMMUNICATION CONTROL SYSTEM, SWITCH NODE, AND COMMUNICATION CONTROL METHOD

In a switch node connected with an external control server, a high functional service protocol processing can be realized by utilizing a multi-route compatible switch and a network interface (NW I/F), which are prescribed by the PCI express. Specifically, in a system which is provided with a switch node and a control server, a plurality of CPUs having a great deal of memories and a plurality of extended NW I/Fs are connected by a multi-route compatible PCI express switch, to configure a switch port of the plurality of extended NW I/Fs. Load distribution transfer processing to the plurality of CPUs from the network interfaces is made possible. High-speed packet processing is realized through the multiple processing by using the plurality of CPUs. A high-speed switch node is provided in which a large-capacity flow table is configured with the software-based switch node by using a large-capacity memory space of the CPU.
Description

Technical Field

[0001] The present invention relates to a communication control system, and especially to a communication control system which controls a switch node.

Background Art

[0002] A conventional network equipment is a black box and flexible control such as load distribution and bias processing cannot be carried out from outside. Therefore, when the scale of the network became large, there is a problem that the improvement and recognizing of conduct of a system become difficult and a design and change of the configuration requires a large cost.

[0003] As a technique of solving such a problem, a technique of separating a packet transfer function and a route control function in a network equipment is thought of. For example, the network equipment takes charge of the packet transfer function and a control unit outside the network equipment takes charge of the route control function. Thus, the control becomes easy and a flexible network can be built.

(Explanation of CD separation type network)

[0004] As one of networks in which functions are separated, a CD (C: control plane/ D: data plane) separation type network is proposed in which a node unit on the control plane side controls a node unit on the data plane side.

[0005] As an example of the CD separation type network, the open flow network using the open flow (OpenFlow) technique is known in which a controller controls switches to carry out route control of the network. The details of the open flow technique are described in Non-Patent Literature 1. It should be noted that the open flow network is an example only.

(Explanation of open flow network)

[0006] In the open flow network, the operation of open flow switches (OFS) is controlled by operating flow tables related to the route control of open flow switches (OFS) which are equivalent to node units by an open flow controller (OFC) which is equivalent to a control unit.

[0007] Hereinafter, for simplification of description, the open flow controller (OFC) is referred to as a "controller" and the open flow switch (OFS) is referred to as a "switch".

[0008] The controller and the switch are connected by a control channel (control communication channel) called "secure channel", which is a channel protected by a dedicated line and SSL (Secure Socket Layer). The controller and the switch transmit and receive open flow messages (OpenFlow Messages) as control messages which conform to the open flow protocol through the control channel.

[0009] The switches in the open flow network are arranged in the open flow network and are edge switches and core switches which are under the control of the controller. A series of processing of a packet from reception of the packet in an input edge switch (ingress switch) in the open flow network to transmission from the output switch (egress switch) is called a flow. In the open flow network, a communication is recognized as a flow of end-to-end (E2E) and a route control, a fault recovery, a load distribution, and an optimization are carried out in a flow unit.

[0010] The packet can be read as a frame. A difference between the packet and the frame is a difference in the unit of data handled in a protocol (PDU: Protocol Data Unit) only. The packet is the PDU of "TCP/IP" (Transmission Control Protocol/Internet Protocol), and on the other hand, the frame is the PDU of "Ethernet" (registered trademark).

[0011] The flow table is a set of flow entries, each of which defines a condition (rule) to specify a packet to be processed as a flow, statistical data which shows the number of times the packet matches the rule, and a processing content (action) to be carried out to the packet.

[0012] The rule of the flow entry is defined based on various combinations of a part or all of data of protocol hierarchy layers which are contained in the header field of the packet and it is possible to identifiable. As an example of the data of each protocol hierarchy layers, a destination address, a source address, a destination port, a source port and so on are exemplified. It should be noted that it is supposed that the above-mentioned address contains MAC address (Media Access Control Address) and IP address (Internet Protocol Address). Also, in addition to the above data, data of entrance port (ingress Port) is usable for the rule of the flow entry. Also, a normal expression of a part (or all) of a value of the header field of the packets to be processed as the flow, an expression using wildcard ** thereof, and so on can be set for the rule of the flow entry.

[0013] The action of the flow entry shows an operation such as an operation of "putting off at the specific port", an operation of "discarding", and an operation of "rewriting a header". For example, if identification data of the output port (such as output port number and so on) is shown in the action of the flow entry, the switch outputs the packet to the port corresponding to this. If the identification data of the output port is not shown, the switch discards the packet. Or, if header data is shown in the action of the flow entry, the switch rewrites the header of the packet based on the header data.

[0014] The switch executes the action of the flow entry to a group of packets (a series of packets) matching the rule of the flow entry. Specifically, when receiving the packet, the switch searches the flow entry which has the rule matching the header data of the received packet.
from the flow table. When the flow entry which has the rule matching the header data of the received packet is found out as a result of the search, the switch carries out an operation of updating statistical data of the flow entry and an operation specified as the action of the flow entry to the received packet. On the other hand, when the flow entry which has the rule matching the header data of the reception packet is not found as a result of the search, the switch determines that the received packet is a first reception packet and carries out table search in case of the packet reception, a destination of s flow by using the transfer table 30, manages a destination of s flow by using the transfer table 30, and carries out packet switch processing among the terminals. Because the transfer table 30 is possible to carry out high-speed processing to withstand the switch processing among the terminals, but the memory 20 capacity is limited, the transfer table 30 which manages a great deal of flows cannot be configured.

(Internal configuration of network switch forwarding engine)

[0021] The CPU 10 connected with the memory 20. Also, the CPU 10 and the transfer table 30 are connected with the network switch forwarding engine 40.

[0022] In the conventional network system, the network switch forwarding engine 40 which carries out the hardware-based packet processing exists on the switch node 1. The forwarding engine 40 receives packets which is outputted from the terminal 2 (2-i, i = 1 to T), manages a destination of s flow by using the transfer table 30, carries out table search in case of the packet reception, and carries out packet switch processing among the terminals. Because the transfer table 30 is possible to carry out high-speed processing to withstand the switch processing among the terminals, but the memory 20 capacity is limited, the transfer table 30 which manages a great deal of flows cannot be configured.

(Internal configuration of network switch forwarding engine)

[0023] FIG. 2 shows the internal configuration of the network switch forwarding engine 40.

[0024] The network switch forwarding engine 40 is provided with a PCI express endpoint (PCIe EP) 41, LAN (Local Area Network) interfaces (1G MAC) 42, a switch transfer processing section 43, a table search result register 44, a CPU destined packet queue 45, a CPU transmission packet queue 46, a switch fabric sharing packet buffer 47 and a DMA (Direct Memory Access) controller 48.

[0025] The PCI express endpoint (PCIe EP) 41 is connected with the CPU 10, the CPU destined packet queue 45 and the CPU transmission packet queue 46.

[0026] The LAN interfaces (1G MAC) 42 are connected with the terminals 2 (2-i, i = 1 to T) and the control server 3.

[0027] The switch transfer processing section 43 is connected with the transfer table 30, the LAN interfaces (1G MAC) 42, the table search result register 44, the CPU transmission packet queue 46, and the switch fabric sharing packet buffer 47.

[0028] The switch transfer processing section 43 is provided with a table searching section 431, a packet analyzing section 432 and a switching section 433.

[0029] The table searching section 431 searches the transfer table 30 based on a search key.

[0030] The packet analyzing section 432 extracts the header section of the packet, generates the search key by using optional data in the header section, and notifies the search key to the table searching section 431.

[0031] The switching section 433 transfers the packet according to the action of the entry of the transfer table 30 matching the search key.

[0032] The table search result register 44 is connected with the CPU destined packet queue 45.
The table searching section 431 in the switch processing for the secure communication with the switch node 1. Because a high-speed processing is requested, the capacity of the memory 20 decreases in inverse proportion to the processing capability and the number of transfer tables which can be managed is limited.

(Configuration of transfer table)

The transfer table 30 is equivalent to the flow table in the open flow network. The transfer table 30 can manage 64000 entries.

It should be noted that "MAC DA" shows a destination MAC address, "MAC SA" shows a source MAC address, "IP DA" shows a destination IP address, and "IP SA" shows a source IP address.

(Configuration of CPU)

The CPU 10 is provided with a PCI express root complex (PCIe RC) 11, a forwarding engine driver 12, an extended network service setting section 13, a service inquiring section 14, a packet buffering section 15, a packet receiving section 16 and an encrypting section 17.

The forwarding engine driver 12, the extended network service setting section 13, the service inquiring section 14, the packet buffering section 15, the packet receiving section 16 and the encrypting section 17 are realized by the CPU 10 executing software.

(Configuration of control server)

The control server 3 is provided with a packet transmitting and receiving section 31, an encrypting section 32 and an extended network service processing section 33.

The control server 3 carries out the extended network service processing such as the destination determination to the inquiry packet, the change processing of the packet or the control of the switch node in response to a processing inquiry from the switch node 1. Also, the control server 3 carries out the transmission and reception of the packets by carrying out the encryption processing for the secure communication with the switch node 1.

As mentioned above, because the hardware-based switch node carrying out the packet processing by using the memory 20 which retains one high-speed transfer table, the memory 20 capacity of the transfer table is limited so that it is difficult to configure a large-capacity transfer table.

Also, because the hardware-based forwarding engine is provided with an exclusive-use LSI (Large Scale Integration), there is a demerit that the degree of general purpose is low, the cost becomes high, and there is no degree of freedom of change of a processing method.

It should be noted that as the techniques related to the present invention, a technique is disclosed in Patent Literature 1 (JP 2007-195166A) in which a method of generating and managing a routing table of the PCI bus address base by a built-in DID, a computer program and an apparatus.

In this related technique, a distribution computing system which includes a plurality of root nodes, a PCI adapter and one or more PCI switches, one of which includes a PCI configuration manager (PCM), routes a PCI transaction packet between a host and the adapter through the switch.

At this time, when a table is generated in one specified switch and a specific host is connected with the specified switch, a destination identifier which has a bit set specified by operating the PCM is supplied to the PCI packet sent out from the specific host to one of the adapters through the specified switch. The PCI packet sent out through the specified switch from one of the adapters by using the destination identifier is determined to be for the specific host.

Citation List


Summary of the Invention

In a conventional switch node configuration, there is a limitation in the capacity of the transfer table connected with the hardware-based forwarding engine and it is difficult to configure the switch node which has a great deal of transfer tables. On the other hand, when the software-based switch node is configured, there is a problem with low transfer processing ability in the switch node, because the CPU is one.

An object of the present invention is provide to a communication control system in which a large-capacity flow table is configured in a software-based switch.
node, high-speed packet switch processing is carried out, and an external control server is connected to realize a high function service protocol processing by utilizing a multi-route compatible switch and network interface (NW I/F), which are prescribed by the PCI express (PCIe).

[0052] The communication control system according to the present invention includes a switch node, and a control server configured to set a flow entry defining a rule and an action to uniformly control the packet, to a flow table of the switch node. The switch node includes: a functional section which is configured to connect a plurality of processors having large-capacity memories and a plurality of extended network interfaces by a multi-route compatible PCI express switch; a functional section which is configured to carry out a switch port composed of the plurality of extended network interfaces; a functional section which is configured to carry out load distribution transfer processing from the plurality of extended network interfaces to the plurality of processors and to carry out high-speed packet processing through multiple processing by using the plurality of processors; and a functional section which configures a large-capacity memory space of the plurality of processors.

[0053] The switch node according to the present invention includes a plurality of extended network interfaces configured to receive packets; a plurality of processors having large-capacity memories; and a multi-route compatible PCI express switch configured to connect the plurality of extended network interfaces to the plurality of processors. Each of the plurality of extended network interfaces includes: a LAN interface configured to carry out an input and output of the packets; a packet transferring section configured to carry out at least one transfer processing of transfer processing of the packets to the plurality of processors, transfer processing of the packet between the plurality of processors, and transfer processing to a control server; a plurality of PF resources configured to carry out transmission and reception of the packets at high speed with the plurality of processors and the DMA transfer; and a PCI express endpoint configured to connect with the PCI express switch.

[0054] The communication control method according to the present invention is executed in a switch node in which a plurality of extended network interfaces which receive packets and a plurality of processors having large-capacity memories are connected through a multi-route compatible PCI express switch, and which carries out processing of a received packet based on a flow entry which defines a rule and an action to uniformly control packets as a flow and which is set in its own flow table from a control server. The program according to the present invention is executed by a switch node in which a plurality of extended network interfaces receives the packets from a terminal; carrying out hash processing in a flow unit by using at least one of a MAC address, a VLAN address, and an IP address, of data of the extracted header section; determines one of the processors as a distribution destination through the hash processing; transmitting the packets to a packet queue of a PF resource corresponding to the distribution destination processor; and carrying out DMA transfer of the packets to the distribution destination processor based on a control of the distribution destination processor.

[0055] The program according to the present invention is a program to make a switch node execute processing of the above-mentioned communication control method. It should be noted that the program according to present invention can be stored in a storage unit and a storage medium.

[0056] The software-based switch node that it is possible to carry out high-speed switch processing in correspondence to a large-capacity transfer table, can be realized.

Brief Description of the Drawings

[0058] FIG. 1 is a diagram showing a basic configuration example of a conventional network system; FIG. 2 is a diagram showing an internal configuration of a network switch forwarding engine of the conventional network system; FIG. 3 is a diagram showing a configuration example of a transfer table in the conventional network system; FIG. 4 is a diagram showing a configuration example of a CPU in the conventional network system; FIG. 5 is a diagram showing a configuration example of a control server in the conventional network system; FIG. 6 is a diagram showing a basic configuration example of a communication control system according to the present invention; FIG. 7 is a diagram showing a configuration example of an extended network interface (extended NW I/F)
on the side of a terminal; FIG. 8 is a flow chart showing an operation of packet transfer processing with the CPU;
FIG. 9 is a diagram showing a configuration example of an extended network interface (extended NW I/F) on the side of a control server;
FIG. 10 is a flow chart showing an operation of destination analysis process;
FIG. 11 is a diagram showing a configuration example of the CPU in the communication control system according to the present invention;
FIG. 12 is a flow chart showing an operation of synchronization processing of multi-CPU transfer tables;
FIG. 13 is a diagram showing a configuration example of a transfer table in the communication control system according to the present invention; and
FIG. 15 is a diagram showing the communication control system according to a second exemplary embodiment of the present invention.

Description of Exemplary embodiments

<Overview of the present invention>

[0059] In a multi-route PCI express (PCIe: PCIe: PCI Express) switch which is prescribed in "PCI-SIG" (PCI Special Interest Group), a plurality of CPUs to carry out high-speed packet processing and a plurality of extended network interfaces (NW I/Fs: Network Interfaces) are connected to each other to input and output packets, to configure a switch node which carries out the software-based packet processing.

[0060] In order to carry out the high speed processing of the packets supplied from a terminal, the extended network interface (extended NW I/F) has a function to transmit the packets to the plurality of CPUs which are connected to the next to the multi-route PCI express (PCIe) switch, and analyzes the header of each of the packets to determine one of the CPUs which processes the packets and distributes packets to the plurality of CPUs.

[0061] As for the data transfer between the plurality of CPUs and the plurality of extended network interfaces (extended NW I/Fs), the extended network interfaces (extended NW I/Fs) are provided with a plurality of DMA controllers to carry out DMA transfers to the plurality of CPUs at high speed. Thus, the extended network interface (extended NW I/F) carries out the data transfer to the plurality of CPUs by using the DMA controllers without imposing a load on each CPU.

[0062] Each CPU is connected with a large-capacity memory and configures a transfer table having a great deal of entries on the memory to determine destinations of packets.

[0063] When receiving the packets supplied from the extended network interface (extended NW I/F), the CPU analyzes a frame of each packet through software processing on the CPU, searches the transfer table on the memory, and determines processing to the packet (output port of the packet, the packet header rewrite processing and so on).

[0064] The CPU carries out the determined software-based processing after the processing to the packet is determined, and transmits the packets to the extended network interface (extended NW I/F).

[0065] When the processing to the packet is not determined as a result of the search of the transfer table, the CPU issues an inquiry of the processing of the packet to the control server which is connected with a back portion of the extended network interface (extended NW I/F).

[0066] The CPU receives the processing content of the packet from the control server and registers it in the transfer table as the entry.

[0067] Also, the CPU registers the entry in the transfer table which is managed by another CPU. Thus, when synchronization processing is carried out, the occurrence of a problem is prevented even if the packets are distributed to some CPUs from the extended network interface (extended NW I/F).

[Exemplary Embodiments]

[0068] Below, exemplary embodiments of the present invention will be described with reference to the attached drawings.

[0069] The present invention deals with a CD separation type network. Here, the open flow network as one of the CD separation type networks will be described as an example. However, actually, the present invention is not limited to the open flow network.

(Configuration of communication control system)

[0070] FIG. 6 shows a basic configuration of a communication control system according to the present invention. The communication control system according to the present invention contains terminals 2 (2-i, i = 1 to T: T is the number of terminals), a control server 3 and a switch node 4.

[0071] The control server 3 is equivalent to a controller in the open flow network. The switch node 4 is equivalent to a switch in the open flow network. The terminals 2 (2-i, i = 1 to T) and the control server 3 are connected with the switch node 4.

[0072] The control server 3 carries out the control of the transfer of the packets supplied from the network on the optimal route and the cooperation with the control server 3 to the switch node 4, so as to improve a network service. It should be noted that the control server 3 is same as in the conventional network system. That is, the control server 3 is as shown in FIG. 5.

[0073] The switch node 4 is provided with a multi-route
PCI express (PCIe) switch 50, the extended network interfaces (extended NW I/Fs) 60 (60-x, x = 1 to M: M is optional), the CPUs 70 (70-y, y = 1 to N: N is optional), and memories 80 (80-y, y = 1 to N).

[0074] The multi-route PCI express (PCIe) switch 50 is connected with the extended network interfaces (extended NW I/Fs) 60 (60-x, x = 1 to M) and the CPUs 70 (70-y, y = 1 to N).

[0075] The multi-route PCI express (PCIe) switch 50 is a PCI express (PCIe) switch for multi-route which forwards data between the plurality of extended network interfaces (extended NW I/F) 60 (60-x, x = 1 to M) and the plurality of CPUs 70 (70-y, y = 1 to N).

[0076] The extended network interfaces (extended NW I/Fs) 60 (60-x, x = 1 to M) are connected with the terminals 2 (2-i, i = 1 to T) and the control server 3.

[0077] In this case, the extended network interface (extended NW I/F) 60-1 is connected with the terminal 2-1. The extended network interface (extended NW I/F) 60-2 is connected with the terminal 2-2. The extended network interface (extended NW I/F) 60-3 is connected with the terminal 2-3. The extended network interface (extended NW I/F) 60-4 is connected with the control server 3.

[0078] The extended network interfaces (extended NW I/Fs) 60-1 to 60-3 receive the packets supplied from the terminals 2-1 to 2-3.

[0079] For example, when the packet is supplied to the LAN interface (1G MAC) from the terminal 2-1, the extended network interface (extended NW I/F) 60-1 determines which of the plurality of CPUs 70 (70-y, y = 1 to N) the packets are distributed to, and carries out the transfer of the packets to the CPU 70 (70-y, y = 1 to N) through the multi-route PCI express (PCIe) switch 50.

[0080] The CPUs 70 (70-y, y = 1 to N) are connected with the memories 80 (80-y, y = 1 to N). Also, the CPUs 70 (70-y, y = 1 to N) and the transfer tables 81 (81-y, y = 1 to N) are connected with the network switch forwarding engine 40.

[0081] The CPUs 70 (70-y, y = 1 to N) and the memories 80 (80-y, y = 1 to N) have one-to-one correspondence. That is, the CPU 70 (70-y, y = 1 to N) and the memory 80 (80-y, y = 1 to N) are present for the same number. However, actually, the plurality of CPUs 70 (70-y, y = 1 to N) may share the same memory 80 (80-y, y = 1 to N).

[0082] The CPU 70 (70-y, y = 1 to N) carries out packet transfer processing.

[0083] The memory 80 (80-y, y = 1 to N) is a large-capacity memory and stores the transfer table 81 (81-z, z = 1 to N).

[0084] In this way, in the switch node 4, the multi-route PCI express (PCIe) switch 50 configures switch ports of the plurality of extended network interfaces (extended NW I/Fs) 60 (60-x, x = 1 to M), by connecting the plurality of CPUs 70 (70-y, y = 1 to N) which have the large-capacity memories 80 (80-y, y = 1 to N) and the plurality of extended network interfaces (extended NW I/Fs) 60 (60-x, x = 1 to M).

[0085] Also, by permitting load distribution transfer processing to the plurality of CPUs 70 (70-y, y = 1 to N) possible from the plurality of extended network interfaces (extended NW I/Fs) 60 (60-x, x = 1 to M), the high-speed packet processing through multiprocessing using the plurality of CPUs 70 (70-y, y = 1 to N) is realized, and the large-capacity flow table using the large-capacity memories of the CPUs is realized.

[0086] Thus, the switch node 4 is a software-based switch node, but can realize the high-speed switch node having a large-capacity flow table.

<Exemplification of hardware>

[0087] An example of specific hardware to realize the communication control system according to the present invention will be described below.

[0088] As examples of the terminal 2 (2-i, i = 1 to T) and the control server 3, computers such as a PC (personal computer), an appliance, a thin client terminal/ server, a workstation, a main-frame, and a supercomputer are assumed. Also, as another example of the terminal 2 (2-i, i = 1 to T), an IP telephone, a mobile phone, a smart phone, a smart book, a car navigation system, a carrying-type game machine, a home-use game machine, a carrying-type music player, a handy terminal, a gadget bag (electronic equipment), an Interactive TV, a digital tuner, a digital recorder, an information home appliance, an OA (Office Automation) equipment, a storefront terminal and a multi-function copy machine, a digital signage (electronic signboard) and so on are exemplified. It should be noted that the terminal 2 (2-i, i = 1 to T) and the control server 3 may be a relay equipment and a peripheral device.

[0089] As an example of the switch node 4, a network switch, a router, a proxy, a gateway, a firewall, a load balancer (load distribution apparatus), a band control system (packet shaper), a security monitoring and controlling equipment (SCADA: Supervisory Control And Data Acquisition), a gatekeeper, a base station, an access point (AP), a communication satellite (CS), a computer having a plurality of communication ports and so on are exemplified.

[0090] The terminal 2 (2-i, i = 1 to T), the control server 3, and the switch node 4 may be an extension board installed on a computer and a virtual machine (VM) built on a physical machine. Also, the terminal 2 (2-i, i = 1 to T), the control server 3, and the switch node 4 may be installed on moving bodies such as a vehicle, a ship, and an aircraft.

[0091] As an example of the extended network interface (extended NW I/F) 60 (60-x, x = 1 to M), a semiconductor integrated circuit such as a printed circuit board (motherboard and I/O board) corresponding to the LAN and so on, a network adapter such as an NIC (Network Interface Card), the similar extension cards and so on are exemplified. In this case, it is supposed that the extended network interface (extended NW I/F) 60 (60-x, x
The CPU 70 (70-Y, Y = 1 to N) is an example of processor (processor) only. The CPU 70 (70-Y, Y = 1 to N) may be a network processor (NP), a microprocessor (microprocessor), microcontroller, a semiconductor integrated circuit (LSI: Large Scale Integration) having an exclusive-use function and so on.

As an example of the memory 80 (80-y, y = 1 to N), a semiconductor memory device such as RAM (Random Access memory), ROM (Read Only memory), EEPROM (Electrically Erasable and Programmable Read Only memory) and flash memory, an auxiliary storage such as HDD (Hard Disk Drive) and SSD (Solid State Drive), a removable disc such as DVD (Digital Versatile Disk), storage media such as an SD memory card (Secure Digital memory card) and so on are exemplified. However, actually, the present invention is not limited to these examples.

FIG. 7 shows the configuration of the extended network interfaces (extended NW I/Fs) 60-1 to 60-3 which are connected with the terminals 2-1 to 2-3. Each of the extended network interfaces (extended NW I/Fs) 60-1 to 60-3 is provided with a multi-route PCI express endpoint (PCIe EP) 61, a LAN interface (1G MAC) 62, a CPU distributing section 63 and PF resources 64 (64-y, y = 1 to N).

The multi-route PCI express endpoint (PCIe EP) 61 is connected with the multi-route PCI express (PCIe) switch 50. The LAN interface (1G MAC) 62 outputs packets from and to either of the terminals 2-1 to 2-3. The LAN interface (1G MAC) is a LAN interface which conforms to the data transfer of 1Gbps. It should be noted that "1G" is only an example.

The CPU distributing section 63 carries out the distribution processing of the packets to the plurality of CPUs 70 (70-y, y = 1 to N). The PF resources 64 (64-y, y = 1 to N) carry out hash processing in a flow unit by using a MAC address, a VLAN address, an IP address and so on of the data of the header section.

The packet transmission buffer 632 transmits the packet to either of the PF resources 64 (64-y, y = 1 to N) that can transmit the packets the CPU 70 (70-y, y = 1 to N) of the determined distribution destination, in order to transfer packets to the CPU 70 (70-y, y = 1 to N) of the distribution destination.

The packet reception buffer 633 receives the packets transmitted from the CPUs 70 (70-y, y = 1 to N) through the PF resources 64 (64-y, y = 1 to N) and transmits it to the packet transmitting section 634.

The packet transmitting section 634 transmits the packet received from the packet reception buffer 633 to the terminal 2 (2-i, i = 1 to T).

FIG. 8 shows a flow chart to show an operation when a packet is transferred from the terminal 2 (2-i, i = 1 to T) and then is processed in and transferred from the CPU 70 (70-y, y = 1 to N).

(1) Step S101

When the packets are supplied to the extended network interfaces (extended NW I/Fs) 60 (60-x, x = 1 to M) from the terminal 2 (2-i, i = 1 to T), the LAN interface (1G MAC) 62 receives the packet and transfers the packet to the packet distributing section 631 of the CPU distributing section 63.

(2) Step S102

When receiving the packets, the packet distributing section 631 extracts the header section of each packet.

(3) Step S103

The packet distributing processing section 631 extracts the header section of each of the packets and the data in the header section.
carries out hash processing in the flow unit by using a MAC address, a VLAN address, an IP address and so on and the data of the data of the extracted header section of the packet.

(0114) In this case, the packet distributing processing section 631 carries out hash processing to determine which of the plurality of CPUs 70 (70-y, y = 1 to N) carries out the processing of the flow.

(4) Step S104

(0115) The packet distributing processing section 631 determines the CPU 70 (70-y, y = 1 to N) as a distribution destination based on a result of the hash processing.

(5) Step S105

(0116) The packet distributing processing section 631 transmits the packets to the packet transmission buffer 632 in order to transfer the packet to the CPU 70 as the distribution destination.

(0117) The packet transmission buffer 632 transmits the packets to either of the CPU destined packet queues 642 of the PF resources 64 in order to transfer the packets to the CPU 70 determined as the distribution destination.

(0118) In this example, the packet transmission buffer 632 transmits the packet to the PF1 resource 64-1 to transfer to the CPU 70-1.

(0119) When the packets transmitted from the packet transmission buffer 632 are stored in the CPU destined packet queue 642-1 of the PF1 resource 64-1, the CPU 70-1 controls the DMA controller 641-1 of the PF1 resource 64-1 through the multi-route PCI express (PCIe) switch 50. The CPU 70-1 receives the packets accumulated in the CPU destined packet queue 642-1 at high speed without imposing a load on the CPU 70-1.

(0120) In this case, the CPU 70-1 controls the DMA controller 641-1 of the PF1 resource 64-1 through the PCI express root complex (PCIe RC) 71, the multi-route PCI express (PCIe) switch 50 and the PCI express (PCIe) bus provided with multi-route PCI express endpoint (PCIe EP) 61.

(Configuration of extended network interface (control server side))

(0121) FIG. 9 shows the configuration of the extended network interface (extended NW I/F) 60-4 which is connected with the control server 3.

(0122) The extended network interface (extended NW I/F) 60-4 is provided with a multi-route PCI express endpoint (PCIe EP) 61, a LAN interface (1G MAC) 62, a PF (page file) resources 64 (64-y, y = 1 to N) and the packet transfer processing section 65.

(0123) Each of the extended network interfaces (extended NW I/Fs) 60-1 to 60-3 is provided with the CPU distributing section 63, but the extended network interface (extended NW I/F) 60-4 is provided with the packet transfer processing section 65 instead of it. Actually, the extended network interface may include a section in which a function of the CPU distributing section 63 and a function of the packet transfer processing section 65 are integrated.

(0124) The multi-route PCI express endpoint (PCIe EP) 61 is connected with the multi-route PCI express (PCIe) switch 50.

(0125) The LAN interface (1G MAC) 62 inputs and outputs the packet from and to the control servers 3.

(0126) The PF resources 64 (64-y, y = 1 to N) carry out the transmission and reception of control messages and packets at high speed through the DMA transfer with the plurality of CPUs 70 (70-y, y = 1 to N). In this case, the PF1 resource 64-1, the PF2 resource 64-2 and the PF3 resource 64-3 are shown as an example of the PF resources 64 (64-y, y = 1 to N).

(0127) The packet transfer processing section 65 carries out the transfer processing of the packets between each of the plurality of CPUs 70 (70-y, y = 1 to N) and the control server 3.

(Configuration of packet transfer processing section)

(0128) The packet transfer processing section 65 is provided with a destination analyzing section 651, a packet transmission buffer 652, a packet reception buffer 653 and a packet transmitting section 654.

(0129) The destination analyzing section 651 extracts the header section of the packet, confirms a destination MAC address from data of the header section, and checks whether or not it is the MAC address used by the CPU 70 (70-y, y = 1 to N) in the switch node 4. The destination analyzing section 651 changes the destinations of the packets according to the checking result.

(0130) The packet transmission buffer 652 transmits the packets to either of the PF resources 64 (64-y, y = 1 to N) which can transfer the packets to the CPUs 70 (70-y, y = 1 to N) as the determined distributions in order to transfer the packets to the CPUs 70 (70-y, y = 1 to N) as distribution destinations.

(0131) The packet reception buffer 653 receives the packets transmitted from the CPU 70 (70-y, y = 1 to N) through the PF resource 64 (64-y, y = 1 to N) and transmits them to the packet transmitting section 654.

(0132) The packet transmitting section 654 transmits the packets received from the packet reception buffer 653 to the terminal 2 (2-i, i = 1 to T).

(Destination analysis processing)

(0133) FIG. 10 shows a flow chart showing the operation of the destination analysis processing.

(1) Step S201

(0134) When the packets are supplied to the extended network interface (extended NW I/F) 60 (60-x, x = 1 to
When receiving the packets, the destination analyzing section 651 extracts the header section of each packet and checks the destination MAC address of the packet.

(3) Step S203

The destination analyzing section 651 checks whether or not the destination MAC address is a MAC address used by any of the CPUs 70 (70- y, y = 1 to N) in the switch node 4.

(4) Step S204

The destination analyzing section 651 outputs the packets into the packet transmission buffer 652 by turning around without outputting the packets outside, when the destination MAC address is the MAC address used by the CPU 70 (70- y, y = 1 to N).

(5) Step S205

The destination analyzing section 651 outputs the packets to the packet transmitting section 654 when the destination MAC address is not the MAC address used by any of the CPUs 70 (70- y, y = 1 to N). The packet transmitting section 654 transmits the packet to the control server 3 through the LAN interface (1G MAC) 62-4. 

(Relation between extended network interface and CPU)

The extended network interface (extended NW I/F) 60 (60-x, x = 1 to M) is multi-route compatible, and when receiving the packets transmitted from the terminal 2 (2-i, i = 1 to T), the extended network interface (extended NW I/F) 60 (60-x, x = 1 to M) speeds up the processing through the load distribution processing of the software-based packet processing and the multiplexing of the packet processing in each of the CPUs 70 (70- y, y = 1 to N).

The extended network interface (extended NW I/F) 60 (60-x, x = 1 to M) determines the distribution processing of the packets to each of the CPUs 70 (70- y, y = 1 to N) by using a hash function and so on.

The extended network interface (extended NW I/F) 60 (60-x, x = 1 to M) distributes and transfers the packet to each of the CPUs 70 (70- y, y = 1 to N) through the multi-route PCI express (PCIe) switch 50 at high speed to minimize the load of the CPU 70 (70- y, y = 1 to N) by using the DMA controller 641.

Each of the CPUs 70 (70- y, y = 1 to N) analyzes a received packet through software processing and searches a transfer table 81 (81-z, z = 1 to N) which is stored in a large-capacity memory 80 (80-y, y = 1 to N) provided for each CPU 70 (70- y, y = 1 to N) to determines a conduct destination output port.

The transfer table 81 (81-z, z = 1 to N) manages the destinations of a great deal of flows.

After determining the output port, each of the CPUs 70 (70- y, y = 1 to N) controls the DMA controller 641 of the extended network interface (extended NW I/F) 60 (60-x, x = 1 to M) as the output destination, and transfers the packet through the multi-route PCI express (PCIe) switch 50 at high speed to minimize the CPU load.

Also, each of the CPUs 70 (70- y, y = 1 to N) transfers the packets to the control server 3 through the extended network interface (extended NW I/F) 60-4, when the output port is not determined as a result of the search of the transfer table 81 (81-z, z = 1 to N), and issues an inquiry of the output destination.

Each of the CPUs 70 (70- y, y = 1 to N) stores destination data of the flow in the transfer table 81 (81-z, z = 1 to N) when the destination is determined as a result of the inquiry.

In this case, each of the CPUs 70 (70- y, y = 1 to N) carries out synchronization processing such that the transfer tables 81 (81-z, z = 1 to N) managed by the memories 80 (80-y, y = 1 to N) have the same data, so that the load distribution of the search processing can be made.

Therefore, the software-based switch processing is not carried out by a single CPU having a limitation in processing capability unlike the conventional network system, and the hardware-based switch processing in which a capacity of the transfer table 81 (81-z, z = 1 to N) is limited is not carried out. Thus, the software-based switch node 4 in which it is possible to carry out high-speed switching to the large-capacity transfer table 81 (81-z, z = 1 to N) can be realized.

Also, the switch node 4 can be configured from a CPU, a memory, a PCI express (PCIe) switch, and a network interface, which have a generality so as to be used in a general computer, is cheap and highly efficient, and thus, there is a merit which is favorable in an aspect of the cost and in which has the high degrees of freedom of change because of the software base.

(Configuration of CPU)

FIG. 11 is a diagram showing a software configuration which is executed by the CPU 70 (70- y, y = 1 to N).

Each of the CPUs 70 (70- y, y = 1 to N) is provided with a PCI express root complex (PCIe RC) 71, a network interface driver 72, a packet analyzing section 73, a table searching section 74 a packet buffering section 75, a service inquiring section 76, an encrypting section 77, an extended network service setting section 78, a CPU, a memory, a PCI express (PCIe) switch, and a network interface, which have a generality so as to be used in a general computer, is cheap and highly efficient, and thus, there is a merit which is favorable in an aspect of the cost and in which has the high degrees of freedom of change because of the software base.
The PCI express root complex (PCIe RC) 71 is connected with the multi-route PCI express (PCIe) switch 50.

The network interface driver 72, the packet analyzing section 73, the packet buffering section 75, the service inquiring section 76, the encrypting section 77, the extended network service setting section 78 and the multi-CPU transfer table synchronizing section 79 are realized by each the CPUs 70 (70-y, y = 1 to N) executing software.

The network interface driver 72 controls the extended network interfaces (extended NW I/Fs) 60 (60-x, x = 1 to M).

The packet analyzing section 73 carries out the analysis of the packets supplied from the extended network interfaces (extended NW I/F) 60 (60-x, x = 1 to M).

The table searching section 74 searches the work interfaces (extended NW I/F) 60 (60-x, x = 1 to M).

The network interface driver 72 controls the extended network interfaces (extended NW I/Fs) 60 (60-x, x = 1 to M).

The encrypting section 77 carries out encrypted processing of the packet to the control server 3.

The packet inquiring section 76 inquires the service processing method to the extended network service setting section 78.

The encrypting section 77 encrypts the packets related to the service processing method to the encrypting section 77. The encrypting section 77 sends the encrypted packets to the multi-route PCI express root complex (PCIe RC) 71. The multi-route PCI express (PCIe) switch 50 transmits the encrypted packets to the control server 3.

FIG. 12 shows a flow chart showing the multi-CPU transfer table synchronizing processing.

(1) Step S301

(2) Step S302

(3) Step S303

(4) Step S304

(5) Step S305

The extended network service setting section 78 sets the transfer table 81 (81-z, z = 1 to N) on its own CPU according to an instruction from the control server 3 and carries out the processing of the extended network service.

The extended network service setting section 78 sets the transfer table 81 (81-z, z = 1 to N) on its own CPU, according to the entry addition request. In this case, the extended network service setting section 78 sets the transfer table 81 (81-z, z = 1 to N) on its own CPU, according to the entry addition request.

The extended network service setting section 78 sets the transfer table 81 (81-z, z = 1 to N) on its own CPU to the multi-CPU transfer table synchronizing section 79. In this case, the extended network service setting section 78 sets the transfer table 81 (81-z, z = 1 to N) on its own CPU, according to the entry addition request.

The extended network service setting section 78 sets the transfer table 81 (81-z, z = 1 to N) on its own CPU to the multi-CPU transfer table synchronizing section 79. In this case, the extended network service setting section 78 sets the transfer table 81 (81-z, z = 1 to N) on its own CPU, according to the entry addition request.
(6) Step S306

[0168] The multi-CPU transfer table synchronizing section 79 waits until receiving a write completion response from the other CPU, and ends the processing if receiving the write completion response from the other CPU.

(Configuration of transfer table)

[0169] FIG. 13 shows the configuration of the transfer table 81 (81-z, z = 1 to N).

[0170] The transfer table 81 (81-z, z = 1 to N) can manage a great deal of flows. In this case, the transfer table 81 (81-z, z = 1 to N) manages 6,400,000 entries.

[0171] It should be noted that "MAC DA" shows a destination MAC address, "MAC SA" shows a source MAC address, "IP DA" shows a destination IP address, and "IP SA" shows a source IP address.

(Software packet processing in CPU)

[0172] The operation of the software packet processing below in the CPU 70 (70-y, y = 1 to N) will be described.

[0173] In the CPU 70 (70-y, y = 1 to N), the network interface device 72 which controls the extended network interface (extended NW I/F) 60 (60-x, x = 1 to M) controls the DMA controller 641 through the PCI express root complex (Pcie RC) 71, and carries out the transmission and reception of the data between the CPU 70 (70-y, y = 1 to N) and the extended network interface (extended NW I/F) 60 (60-x, x = 1 to M).

[0174] The network interface device 72 receives the packet from the extended network interface (extended NW I/F) 60 (60-x, x = 1 to M) through the PCI express root complex (Pcie RC) 71, and then transfers it to the packet analyzing section 73 for a switching operation.

[0175] The packet analyzing section 73 extracts the header data of the packet and so on, analyzes the extracted header data, generates a search key by using the header data, and hands it to the table searching section 74.

[0176] The table searching section 74 searches the transfer table 81 (81-z, z = 1 to N) stored in the large-capacity memory 80 (80-y, y = 1 to N) by using the search key to determine a processing method to the packet.

[0177] When there are any hit entry as the result of search of the transfer table 81 (81-z, z = 1 to N), the table searching section 74 determines a destination output port of the packet and a processing method such as header rewrite processing based on the action of the entry.

[0178] After that, the table searching section 74 transfers the packet to the packet buffering section 75.

[0179] After that, when the processing method has been determined, the packet buffering section 75 carries out the processing of the packet, and carries out an operation of outputting the packet to the destination output port for the switching operation. The packet buffering section 75 transfers the packet to the network interface driver 72 to output the packet to the destination output port according to the determined processing method.

[0180] The network interface driver 72 controls the DMA controller 641 through the PCI express root complex (Pcie RC) 71, and outputs the packet to the CPU transmission packet queue 643 of the extended network interface (extended NW I/F) 60 (60-x, x = 1 to M) as the destination output port.

[0181] Moreover, the network interface driver 72 controls the DMA controller 641 and stores the packet transmitted to the CPU transmission packet queue 643 in the packet reception buffer 633.

[0182] The packet transmitting section 634 reads the packet stored in the packet reception buffer 633 to transmit the terminal 2 (2-i, i = 1 to T) of the output destination transmission analyzing section 651 sends to the packet transmission buffer 652.

[0183] Also, when there is no hit entry as the result of search of the transfer table 81 (81-z, z = 1 to N), the table searching section 74 inquires the processing method of the packet to the control server 3 and determines the processing method.

[0184] In such a case, the service inquiring section 76 encrypts the packet data by using the encrypting section 77 and then transfer to the network interface driver 72.

[0185] The network interface device 72 controls the DMA controller 641 of the extended network interface (extended NW I/F) 60 through the PCI express root complex (Pcie RC) 71, and transmits the encrypted packet data to the CPU transmission packet queue 643 of the extended network interface (extended NW I/F) 60-

[0186] The network interface device 72 controls the DMA controller 641 and transmits the packet transmitted to the CPU transmission packet queue 643 (encrypted packet data) to the packet transmission processing section 65.

[0187] After that, network interface device 72 controls the DMA controller 641 and transmits the packet transmitted to the packet transmission buffer 653 of the packet transmission processing section 65.

[0188] When receiving the packet (encrypted packet data), the destination analyzing section 651 confirms the destination MAC address of the packet and checks whether or not it is the MAC address used by the CPU 70 (70-y, y = 1 to N) in the switch node 4.

[0189] When it is the MAC address used by the CPU 70 (70-y, y = 1 to N), the destination analyzing section 651 turns around the packet without outputting the packet outside and outputs the packet (encrypted packet data) to the packet transmission buffer 652.

[0190] When it is different from the used MAC address like the packet destined to the control server 3, the destination analyzing section 651 sends to the packet transmitting section 654, and transmits the packet (encrypted packet data) to the control server 3 through the LAN interface (1G MAC) 62-
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The packet transmitting and receiving section 31 of the control server 3 receives the transmitted packet (encrypted packet data) and then transfers it to the encrypting section 32.

The encrypting section 32 decrypts the encrypted packet data, transmits the packet data to the extended network service processing section 33, and determines a processing method to the packet.

After the processing method is determined, the encrypting section 32 encrypts a packet of data of the processing method, and sends to the packet transmitting and receiving section 31. The packet transmitting and receiving section 31 transmits the packet to the extended network interface (extended NW I/F) 60-4 and replies the encrypted packet to the switch node 4.

The LAN interface (1G MAC) 62-4 of the extended network interface (extended NW I/F) 60-4 in the switch node 4 receives a response packet and stores the response packet in the packet transmission buffer 652.

The network interface driver 72 of the CPU 70 (70-y, y = 1 to N) in the switch node 4 controls the DMA controller 641, and receives and sends the response packet stored in the packet transmission buffer 652 to the encrypting section 77. The encrypting section 77 decrypts and transmits the response packet to the service inquiring section 76.

When the processing method is determined based on the response packet from the control server 3, the service inquiring section 76 notifies processing contents to the extended network service setting section 78.

The extended network service setting section 78 carries out the packet header rewrite processing, transmits the packet to the instructed packet output port and carries out the packet switching operation.

Also, the extended network service setting section 78 writes the packet processing method obtained from the control server 3 in the transfer table 81 (81-z, z = 1 to N) of the memory 80 provided in its own CPU such that it be possible to determine the processing method in the transfer table 81 (81-z, z = 1 to N) from the next packet.

Also, the extended network service setting section 78 requests synchronization processing to the multi-CPU transfer table synchronizing section 79 such that the similar processing can be carried out in the plurality of CPUs 70 (70-y, y = 1 to N).

The multi-CPU transfer table synchronizing section 79 updates the data of the transfer table 81 (81-z, z = 1 to N) on another CPU 70 (70-y, y = 1 to N) based on the data of the transfer table 81 (81-z, z = 1 to N) on its own CPU 70 (70-y, y = 1 to N) according to the request of the synchronization processing and carries out the synchronization processing of the transfer tables 81 (81-z, z = 1 to N) on the plurality of CPUs.

(Features in this exemplary embodiment)

As described above, by using the multi-route PCI express (PCIe) switch, the distribution processing of the packets to each CPU can be carried out.

Also, the software-based high-speed switch operation processing using the plurality of CPUs can be realized by using the extended network interface (extended NW I/F).

Also, because the large-capacity memory can be installed, the CPU can build a large-capacity transfer table and the high-speed software-based switch node configuration which can manage a great deal of flows.

In the present invention, the plurality of CPUs 70 (70-y, y = 1 to N) which are prescribed in "PCI-SIG", a plurality of I/O (Input/Output) units, and the standard multi-route compatible PCI express (PCIe) switch connectable with them are used.

Also, in the present invention, a general-purpose CPU and memory are used to carry out the packet processing.

In the present invention, by carrying out the synchronization of the transfer table among the CPUs and the packet processing by the plurality of CPUs, the high-speed packet processing can be realized regardless of the software-base system.

Also, in the present invention, the high-speed transmission and reception of the packet is carried out between the extended network interface (extended NW I/F) and the CPU and the plurality of CPUs, by using the DMA controller by the PCI express (PCIe) switch.

Thus, the high-speed software-based switch node having a large-capacity transfer table can be configured.

Also, because hardware parts which configures the switch node are standard parts, the apparatus cost can be reduced, and the switch node can realized to have scalability in the performance by increasing the number of CPUs, and to have high flexibility by configuring the software-based system.

The present invention can be applied to a network apparatus which needs to manage a great deal of flows such as 10,000,000 flows, a network apparatus which needs the high-speed and complicated packet processing, and the high functional network apparatus which uses a lot of servers.

The present invention can be applied to the configuration in which an external control server is not used, so that the highly function switch node can be realized.

[First Exemplary Embodiment]

FIG. 14 shows a configuration example of the switch node according to a first exemplary embodiment.

The communication control system according to the present exemplary embodiment contains the ter-
The termsinals 2 (2-i, i = 1 to T), the controller server 3 and the switch node 5.

[0215] The terminals 2 (2-i, i = 1 to T) and the controller server 3 are the same as described previously.

[0216] The switch node 5 includes a LAN switch 100, a CPU and memory 110 (110-y, y = 1 to N), a PCI express (PCIe) switch and network virtualization interface (NW virtualization I/F) 120 (120-y, y = 1 to N), and the single route PCI express endpoint (PCIe EP) and extended network interface (extended NW I/F) 130 (130-x, x = 1 to (M+1)), and a multi-route PCI express (PCIe) switch and network virtualization interface (NW virtualization I/F) 140 (140-x, x = 1 to (M+1)).

[0217] The LAN switch 100 is an Ethernet switch (Ethernet (registered trademark) switch), and connects the PCI express (PCIe) switch, the network virtualization interface (NW virtualization I/F) 120 (120-y, y = 1 to N), and the single route PCI express endpoint (PCIe EP) and extended network interface (extended NW I/F) 130 (130-x, x = 1 to (M+1)).

[0218] The CPU and memory 110 (110-y, y = 1 to N) is equivalent to a combination of the CPU 70 (70-y, y = 1 to N) and the memory 80 (80-y, y = 1 to N).

[0219] The PCI express (PCIe) switch and network virtualization interface (NW virtualization I/F) 120 (120-y, y = 1 to N) is equivalent to a combination of the PCI express (PCIe) switch and the network virtualization interface (NW virtualization I/F). The PCI express (PCIe) switch and network imagination interface (NW virtualization I/F) 120 (120-y, y = 1 to N) connects the LAN switch 100, and the CPU and memory 110 (110-y, y = 1 to N).

[0220] The single route PCI express endpoint (PCIe EP) and extended network interface (extended NW I/F) 130 (130-x, x = 1 to (M+1)) is equivalent to a combination of the single route PCI express endpoint (PCIe EP) and the extended network interface (extended NW I/F) 60 (60-x, x = 1 to M). The single route PCI express endpoint (PCIe EP) and the extended network interface (extended NW I/F) 130 (130-x, x = 1 to (M+1)) connects the terminal 2 (2-i, i = 1 to T), the multi-route PCI express (PCIe) switch and network virtualization interface (NW virtualization I/F) 140 (140-x, x = 1 to (M+1)).

[0221] The multi-route PCI express (PCIe) switch and network virtualization interface (NW virtualization I/F) 140 (140-x, x = 1 to (M+1)) is equivalent to a combination of the multi-route PCI express (PCIe) switch and network virtualization interface (NW virtualization I/F) 140 (140-x, x = 1 to (M+1)). The multi-route PCI express (PCIe) switch and network imagination interface (NW virtualization I/F) 140 (140-x, x = 1 to (M+1)) connects the LAN switch 100, the single route PCI express endpoint (PCIe EP) and the extended network interface (extended NW I/F) 130 (130-x, x = 1 to (M+1)).

[0222] In the present invention, as the number of CPUs increases, the improvement of the processing ability of the switch throughput can be expected.

[0223] If being one corresponding to the multi-route conforming PCI express (PCIe) switch on the "PCI-SIG" rule, it is available in the same way. The multi-route conforming switch is configured by using the LAN switch. The extended network interface (extended NW I/F) of the single route is virtualized to allow the plurality of CPUs to be accessible. Thus, the present invention can be applied to the system configuration which is equal to the multi-route configuration.

[0224] In this case, because the switch is configured on the LAN, a very large-scale virtual switch is configured. The CPU and a great deal of servers having memories and the network interface are connected to them, so that the switch node which is very large in scale and is highly functional can be configured.

[Second Exemplary Embodiment]

[0225] Also, FIG. 15 shows a configuration example of the switch node according to a second exemplary embodiment.

[0226] FIG. 15 is a configuration in which the CPU 70 (70-y, y = 1 to N) portion of FIG. 14 is changed into a GPU (Graphics Processing Unit) in which a great deal of processors are installed.

[0227] When using GPU, the packet processing may be carried out by the GPU instead of the CPU because the speeding-up of the packet processing can be expected and it is possible to connect to the PCI express (PCIe).

[0228] However, because the GPU is an I/O unit, one of the CPUs needs to be connected as a master CPU.

[0229] The communication control system according to the present exemplary embodiment contains the terminals 2 (2-i, i = 1 to T), the controller server 3 and the switch node 6.

[0230] The terminals 2 (2-i, i = 1 to T) and the controller server 3 are the same as described previously.

[0231] The switch node 6 includes the LAN switch 100, the CPU and memory 110, the PCI express (PCIe) switch and network virtualization interface (NW virtualization I/F) 120 (120-y, y = 1 to N), the single route PCI express endpoint (PCIe EP) and extended network interface (extended NW I/F) 130 (130-x, x = 1 to (M+1)), the multi-route PCI express (PCIe) switch and network virtualization interface (NW virtualization I/F) 140 (140-x, x = 1 to (M+1)), a GPU and memory 150 (150-y, y = 1 to N), and an express (PCI Express) switch and network virtualization interface (NW virtualization I/F) 120 (120-y, y = 1 to N).

[0232] The LAN switch 100, the CPU and memory 110, the PCI express (PCIe) switch and network imagination interface (NW virtualization I/F) 120 (120-y, y = 1 to N), the single route PCI express endpoint (PCIe EP) and extended network interface (extended NW I/F) 130 (130-x, x = 1 to (M+1)), the multi-route PCI express (PCIe) switch and network virtualization interface (NW virtualization I/F) 140 (140-x, x = 1 to (M+1)) are the same as in the first exemplary embodiment shown in FIG. 14.

[0233] The GPU and memory 150 (150-y, y = 1 to N) is equivalent to a combination of the GPU and the mem-
The express (PCI Express) switch and network virtualization interface (NW virtualization I/F) 120 (120-y, y = 1 to N) connects the LAN switch 100, and the GPU and memory 150 (150-y, y = 1 to N).

The present invention relates to a node which can utilize the multi-route PCI express (PCIe) switch prescribed in "the PCI-SIG", can manage a great deal of transfer tables, and can realize high functional packet transfer processing, in the software-based network switch node.

The present invention can configure a large-capacity flow table, can carry out a high-speed packet switch processing, is connected with an external control server, and can realize high functional protocol processing by utilizing the multi-route compatible switch and the network interface which are prescribed in the PCI express (PCIe) in the software-based switch node.

The switch node according to the present invention is built in the software-based by using the multi-route PCI express (PCIe) switch, many CPUs and the many network interface cards.

The switch node according to the present invention carries out the synchronization of the transfer tables between the plurality of CPUs through the multi-route PCI express (PCIe) switch at high speed by using the extension interface card which is possible to carry out turning over.

As described above, the exemplary embodiments of the present invention have described in detail. However, actually, the present invention is not limited to the above-mentioned exemplary embodiments. A modification in the range which does not deviate from the scope of the present invention is contained in the present invention.

It should be noted that this application claims a priority based on Japanese Patent Application No. JP 2011-063444. The disclosure thereof is incorporated herein by reference.

**Claims**

1. A communication control system comprising:

   a switch node configured to carry out processing of each of received packets based on a flow entry defining a rule and an action to uniformly control the packets; and
   a control server configured to set the flow entry into a flow table of the switch node,

   wherein the switch node comprises:

   - means for connecting a plurality of processors having large-capacity memories and a plurality of extended network interfaces by a multi-route compatible PCI express switch, to configure switch ports composed of the plurality of extended network interfaces;
   - means for carrying out load distribution transfer processing from the plurality of extended network interfaces to the plurality of processors and carrying out high-speed packet processing through multiple processing by using the plurality of processors; and
   - means for configuring a large-capacity flow table in the switch node which is software-based, by using a large-capacity memory space of the plurality of processors.

2. The communication control system according to claim 1, wherein the switch node further comprises:

   - means for receiving the packets by either of the plurality of extended network interfaces;
   - means for determining distribution processing to the plurality of processors by using a hash function in one of the plurality of extended network interfaces which receives the packets, and carrying out high-speed processing through the load distribution processing of software packet processing and multiple processing of the packet processing in the plurality of processors;
   - means for distributing the packets to the plurality of processors by using a DMA controller of the extended network interface through the PCI express switch, and
   - wherein each of the plurality of processors comprises:

   - means for analyzing the received packet with software processing;
   - means for carrying out table search to the flow table which is configured by using a large-capacity memory provided for its own processor and managing destinations of a great deal of flows to determine a destina-
tion output port;
means for controlling the DMA controller of one of the plurality of extended network interfaces which is an output destination after the determination of the destination output port, and transferring the packets through the PCI express switch;
means for transferring the packets to the control server through the extended network interface of the switch node, when the destination output port is not determined as a result of the table search of the flow table, and issues an inquiry of the output destination;
means for storing destination data of a corresponding flow in the flow table when the destination output port is determined as the result of the inquiry; and
means for carrying out synchronization processing of the flow tables among the plurality of processors, such that the flow tables managed by the plurality of processors store the same data to allow the load distribution of the search processing.

3. A switch node comprising:

a plurality of extended network interfaces configured to receive packets;
a plurality of processors having large-capacity memories; and
a multi-route compatible PCI express switch configured to connect the plurality of processors and the plurality of extended network interfaces, wherein each of the plurality of extended network interfaces comprises:
a LAN interface configured to carry out input and output of the packets; a packet transferring section configured to carry out at least one transfer processing of the packets to the plurality of processors, transfer processing of the packet between the plurality of processors, and transfer processing to a control server; a plurality of PF resources configured to carry out transmission and reception of the packets at high speed with the plurality of processors and the DMA transfer; and a PCI express endpoint connected with the PCI express switch.

4. The switch node according to claim 3, wherein each of the plurality of processors comprises:
a network interface driver connected with the PCI express switch through a PCI express root complex to control one of the plurality of extended network interfaces;
a packet analyzing section configured to carry out analysis processing of the packets supplied from the extended network interface; a table searching section configured to search a flow table to determine the transfer processing of the packets based on the analysis result of the packets; a packet buffering section configured to inquire switch processing and processing undetermined packets to the control server and store the packet until a processing method is determined; a service inquiring section configured to inquire a content of the packet processing to the control server; an encrypting section configured to carry out encrypted communication with the control server; an extended network service setting section configured to set the flow table in response to an instruction from the control server and to carry out processing of the extended network service; and a multiprocessor transfer table synchronizing section configured to communicate the instruction from the control server to other processors and to carry out synchronization processing of the flow tables among the plurality of processors.

5. The switch node according to claim 3, wherein the packet processing section further comprises:

means for checking whether or not a destination MAC address of each of packets is a MAC address used by any of the processors in the switch node, when receiving the packets; means for transmitting, when the destination MAC address is the MAC address used by any of the processors, the packets to the PF resource by turning around without outputting the packet outside; and means for transmitting, when the destination MAC address is not the MAC addresses used by the processors, the packets to the control server through the LAN interface and inquiring a content of the packet processing to the control server, and transmitting a response packet from the control server to the PF resource.

6. A communication control method in a switch node which carries out processing of a received packet based on a flow entry which defines a rule and an action to uniformly control packets as a flow and which is set in its own flow table from a control server, the communication control method comprising:
connecting a plurality of processors having large-capacity memories and a plurality of extended network interfaces by a multi-route compatible PCI express switch to configure switch ports composed of the plurality of extended network interfaces; carrying out load distribution transfer processing to the plurality of processors from the plurality of extended network interfaces, and carrying out high-speed packet processing through multiple processing by using the plurality of processors; and configuring a large-capacity flow table in the switch node which is software-based, by using large-capacity memory spaces of the plurality of processors.

7. The communication control method according to claim 6, further comprising:

receiving the packet by any of the plurality of extended network interfaces;

determining distribution processing to the plurality of processors by using a hash function in the extended network interface which has received the packet, and speeding up processing through the multiple processing of the packet processing and load distribution processing of software packet processing in the processors; distributing the packets to the plurality of processors by using DMA controllers of the extended network interfaces through the PCI express switch;

in each of the plurality of processors:

analyzing the received packets in software processing;

carrying out table search of the flow table which manages destinations of a great deal of flows and which is configured by using the large-capacity memories provided to the processors, to determine a destination output port;

transferring the packets through the PCI express switch by controlling the DMA controller of the extended network interface as an output destination, after the determining of the destination output port;

inquiring the output destination by transferring the packets to the control server through the extended network interface of the switch node, when the destination output port is not determined as a result of the table search of the flow table;

storing destination data of the flow in the flow table when the destination output port is determined as a result of the inquiring; and

carrying out synchronization processing of the flow table among the plurality of processors and storing same data in the flow tables managed by the plurality of processors to achieve the load distribution of search processing.

8. A recording medium which stores a program executed by a switch node in which a plurality of extended network interfaces which receive packets and a plurality of processors having large-capacity memories are connected through a multi-route compatible PCI express switch, and which carries out processing of a received packet based on a flow entry which defines a rule and an action to uniformly control packets as a flow and which is set in its own flow table from a control server,

wherein the program comprises:

extracting a header section of one of the packets when any of the plurality of extended network interfaces receives the packets from a terminal; carrying out hash processing in a flow unit by using at least one of a MAC address, a VLAN address, and an IP address, of data of the extracted header section; determining one of the processors as a distribution destination through the hash processing; transmitting the packets to a packet queue of a PF resource corresponding to the distribution destination processor; and carrying out DMA transfer of the packets to the distribution destination processor based on a control of the distribution destination processor.

9. The recording medium according to claim 8, wherein the program comprises:

checking whether or not a destination MAC address of each of the packets is same as any of MAC addresses used by the processors in the switch node, when receiving the packets; transmitting the packets to the PF resource by turning around without outputting the packets outside, when the destination MAC address is the MAC address used by any of the processors in the switch node; and transmitting the packets to the control server, when the destination MAC address is not any of the MAC addresses used by the processors in the switch node, and inquiring a processing content of the packets to the control server, to transmit a response packet from the control server to the PF resource.

10. The recording medium according to claim 9, wherein the program comprises:
setting a flow table stored in a large-capacity memory provided for its own CPU in response to an entry addition request which is based on a service processing method which is determined by the control server; and writing the flow table into another CPU based on the setting of the flow table and carrying out synchronization processing of the flow tables among the plurality of processors.
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**TABLE 81: TRANSFER TABLE**

<table>
<thead>
<tr>
<th>ENTRY 0</th>
<th>MAC DA=0, MAC SA=1</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENTRY 1</td>
<td>MAC DA=1, MAC SA=1</td>
</tr>
<tr>
<td>ENTRY 2</td>
<td>IP DA=2, MAC SA=1</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>ENTRY 64000</td>
<td>IP DA=64000, IP SA=1</td>
</tr>
<tr>
<td>ENTRY 6400000</td>
<td>IP DA=6400000, IP SA=1</td>
</tr>
</tbody>
</table>
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