PROCESSOR WITH A COPROCESSOR HAVING EARLY ACCESS TO NOT-YET ISSUED INSTRUCTIONS

PROZESSOR MIT EINEM KOPROZESSOR MIT FRÜHEM ZUGANG ZU NOCH NICHT AUSGEGEBENEN BEFEHLEN

PROCESSEUR ÉQUIPÉ D’UN COPROCESSEUR AYANT PRÉMATURÉMENT ACCÈS À DES INSTRUCTIONS NON ENCORE DÉLIVRÉES

Designated Contracting States:
AL AT BE BG CH CY CZ DE DK EE ES FI FR GB
GR HR HU IE IS IT LI LT LU LV MC MK MT NL NO
PL PT RO RS SE SI SK SM TR

Priority:
04.02.2011 US 201161439608 P
01.02.2012 US 201213363541

Date of publication of application:

Proprietor: Qualcomm Incorporated
San Diego, CA 92121 (US)

Inventors:
• DOCKSER, Kenneth Alan
  San Diego CA 92121 (US)
• TEKMEN, Yusuf Cagatay
  San Diego CA 92121 (US)

Representative: Dunlop, Hugh Christopher et al
RGC Jenkins & Co.
26 Caxton Street
London SW1H 0RJ (GB)

References cited:

Note: Within nine months of the publication of the mention of the grant of the European patent in the European Patent Bulletin, any person may give notice to the European Patent Office of opposition to that patent, in accordance with the Implementing Regulations. Notice of opposition shall not be deemed to have been filed until the opposition fee has been paid. (Art. 99(1) European Patent Convention).
Description


Field of the Invention

[0002] The present invention relates generally to techniques for organizing and managing an instruction queue in a processing system and, more specifically, to techniques for providing early access to not-yet issued instructions.

Background of the Invention

[0003] Many products, such as cell phones, laptop computers, personal digital assistants (PDA), desktop computers, or the like, incorporate one or more processors executing programs that support communication and multimedia applications. The processors need to operate with high performance and efficiency to support the plurality of computationally intensive functions for such products.

[0004] The processors operate by fetching instructions from a unified instruction fetch queue which is generally coupled to an instruction cache. There is often a need to have a sufficiently large in-order unified instruction fetch queue supporting the processors to allow for the evaluation of the instructions for efficient dispatching. For example, in a system having two or more processors that share a unified instruction fetch queue, one of the processors may be a coprocessor. In such a system, it is often necessary to have a coprocessor instruction queue downstream from the unified instruction fetch queue. This downstream queue should be sufficiently large to minimize backpressure on processor instructions in the instruction fetch queue to reduce the effect of coprocessor instructions on the performance of the processor. Also, coprocessor instructions may require more processing stages to execute than the main processor. If there are instructions that require synchronization between the two processors, such a disparity in execution times can create performance bottlenecks. In addition, large instruction queues may be cost prohibitive in terms of power use, implementation area, and impact to timing and performance to provide the support needed for coprocessor instructions.

[0005] US 2010/281239 A1 (SUDHAKAR RANGANATH [US] ET AL) 4 November 2010 (2010-11-04) discloses a processor comprising a simultaneous multi-threaded FP unit (or a FP coprocessor) and integer independent clusters. Each cluster corresponds to a different thread. In a reliable execution mode, the processor may operate on only two threads, executing critical software instructions; each instruction that is not a floating-point external operation communicating from FPU to an integer cluster is replicated. The original instruction is assigned to a first thread and the copy instruction to a second thread.

[0006] US 2008/059765 A1 (SVENDSEN KJELD [US] ET AL) 6 March 2008 (2008-03-06) discloses a coprocessor interface unit between a coprocessor having an in-order execution pipeline and a processor executing instructions out-of-order; the interface unit includes an in-order instruction queue, a coprocessor load data queue and a coprocessor store data queue. Instructions are written into the in-order instruction queue by an instruction dispatch unit; they exit the in-order instruction queue and enter the coprocessor where they operate on data read from the coprocessor load data queue.

SUMMARY

[0007] Among its several aspects, the present invention as set out in claims 1, 11 and 16 recognizes a need for improved techniques for managing an instruction queue in a multiple processor system. To such ends, an embodiment of the invention applies a method for early access of instructions. A coprocessor instruction is copied from an instruction fetch queue, wherein the instruction fetch queue stores a mix of coprocessor instructions and processor instructions. Execution of the copied coprocessor instruction is started in the coprocessor before the coprocessor instruction is issued to a processor. The execution of the copied coprocessor instruction is completed based on information received from the processor after the coprocessor instruction has been issued to the processor.

[0008] Another embodiment of the invention addresses an apparatus for early access of instructions. A fetch queue is coupled to an instruction cache and configured to store a first class of instructions for a first processor and a second class of instructions for a second processor. A second class instruction selector is coupled to the fetch queue and configured to copy second class instructions from the fetch queue. A queue is coupled to the second class instruction selector and from which second class instructions are accessed for execution before the second class instruction is issued to the first processor.

[0009] Another embodiment of the invention addresses a method for starting execution of not-yet issued instructions. A plurality of coprocessor instructions is copied from an instruction fetch queue, wherein the instruction fetch queue stores a mix of coprocessor instructions and processor instructions in program order. Execution of the plurality of copied coprocessor instructions is started in the coprocessor before the plurality of coprocessor instructions are issued to a processor, wherein the execution of the plurality of copied coprocessor instructions is completed based on information generated by the processor in response to an evaluation of the plurality of coprocessor instructions issued to the processor.

[0010] Another embodiment of the invention address-
es apparatus for early access of instructions. Means for storing a first class of instructions for a first processor and a second class of instructions for a second processor in a fetch queue coupled to an instruction cache. Means for copying second class instructions from the fetch queue. Means for accessing second class instructions for execution before the second class instruction is issued to the first processor.

[0011] Another embodiment of the invention addresses a computer readable non-transitory medium encoded with computer readable program data and code for operating a system. A coprocessor instruction is copied from an instruction fetch queue, wherein the instruction fetch queue stores a mix of coprocessor instructions and processor instructions. Execution of the copied coprocessor instruction is started in the coprocessor before the coprocessor instruction is issued to a processor. The execution of the copied coprocessor instruction is completed based on information received from the processor after the coprocessor instruction has been issued to the processor.

[0012] A more complete understanding of the present invention, as well as further features and advantages of the invention, will be apparent from the following Detailed Description and the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0013] FIG. 1 is a block diagram of an exemplary wireless communication system in which an embodiment of the invention may be advantageously employed;

FIG. 2A illustrates a processor complex with a memory hierarchy, processor, and a coprocessor in which an embodiment of the invention may be advantageously employed;

FIG. 2B illustrates exemplary coupling means between the processor and the coprocessor in which an embodiment of the invention may be advantageously employed;

FIG. 3A illustrates a process for providing early access to not-yet-issued instructions in which an embodiment of the invention may be advantageously employed;

FIG. 3B illustrates a process for communicating information between the coprocessor and the processor in which an embodiment of the invention may be advantageously employed;

FIG. 3C illustrates a process for updating coprocessor instructions within the coprocessor based on information generated in the processor in which an embodiment of the invention may be advantageously employed;

FIG. 3D illustrates a process for issuing coprocessor instructions in which an embodiment of the invention may be advantageously employed;

Figure 3E illustrates a process for moving instructions from the in-order queue to the out-of-order queue in which an embodiment of the invention may be advantageously employed; and

FIG. 4 illustrates an exemplary embodiment of a coprocessor and processor interface in which an embodiment of the invention may be advantageously employed.

DETAILED DESCRIPTION

[0014] The present invention will now be described more fully with reference to the accompanying drawings, in which several embodiments of the invention are shown. This invention may, however, be embodied in various forms and should not be construed as limited to the embodiments set forth herein. Rather, these embodiments are provided so that this disclosure will be thorough and complete, and will fully convey the scope of the invention to those skilled in the art.

[0015] Computer program code or "program code" for being operated upon or for carrying out operations according to the teachings of the invention may be initially written in a high level programming language such as C, C++, JAVA®, Smalltalk, JavaScript®, Visual Basic®, TSQL, Perl, or in various other programming languages. A program written in one of these languages is compiled to a target processor architecture by converting the high level program code into a native assembler program. Programs for the target processor architecture may also be written directly in the native assembler language. A native assembler program uses instruction mnemonic representations of machine level binary instructions specified in a native instruction format, such as a 32-bit native instruction format. Program code or computer readable medium as used herein refers to machine language code such as object code whose format is understandable by a processor.

[0016] FIG. 1 illustrates an exemplary wireless communication system 100 in which an embodiment of the invention may be advantageously employed. For purposes of illustration, FIG. 1 shows three remote units 120, 130, and 150 and two base stations 140. It will be recognized that common wireless communication systems may have many more remote units and base stations. Remote units 120, 130, 150, and base stations 140 which include hardware components, software components, or both as represented by components 125A, 125C, 125B, and 125D, respectively, have been adapted to embody the invention as discussed further below. FIG. 1 shows forward link signals 180 from the base stations 140 to the remote units 120, 130, and 150 and reverse link signals 190 from the remote units 120, 130, and 150 to the base stations 140.

[0017] In FIG. 1, remote unit 120 is shown as a mobile telephone, remote unit 130 is shown as a portable computer, and remote unit 150 is shown as a fixed location remote unit in a wireless local loop system. By way of example, the remote units may alternatively be cell
In a system having two or more processors that share an instruction fetch queue, one of the processors may be a coprocessor, such as a vector processor, a single instruction multiple data (SIMD) processor, or the like. In such a system, an additional instruction queue may be utilized to minimize backpressure on processor instructions reducing the effect of coprocessor instructions in the instruction fetch queue on the performance of the processor. In order to improve on the performance of the coprocessor, the coprocessor is configured to process coprocessor instructions not having dependencies in an out-of-order sequence. Large queues may be cost prohibitive in terms of power use, implementation area, and impact to timing and performance to provide the support needed for tracking the program order of the instructions in the queue.

Queues may be implemented as in-order queues or out-of-order (OoO) queues. In-order instruction queues are basically first-in first-out (FIFO) queues that are configured to enforce a strict ordering of instructions. The first instructions that are stored in a FIFO queue are the first instructions that are read out, thereby tracking instructions in program order. Since many instructions that do not have dependencies can execute out of order, the strict FIFO order prevents executable out-of-order instructions from being executed. An out-of-order instruction queue, as used herein, is configured to write instructions in-order and to access instructions out-of-order. Such OoO instruction queues are more complex as they require an additional means of tracking program order and dependencies between instructions, since instructions in the queue may be accessed in a different order than they were entered. Also, the larger an OoO instruction queue becomes, the more expensive the tracking means becomes.

A processor complex instruction queue of the present invention consists of a combination of a processor instruction fetch queue and a coprocessor instruction queue. The processor instruction fetch queue is configured as a FIFO in-order instruction queue and stores a plurality of processor instructions and coprocessor instructions according to a program ordering of instructions. The coprocessor instruction queue is configured as a hybrid queue comprising an in-order FIFO queue and an out-of-order queue. The coprocessor instruction queue is coupled to the processor instruction fetch queue, from which coprocessor instructions are accessed out-of-order with respect to processor instructions and accessed in-order with respect to coprocessor instructions.

FIG. 2A illustrates a processor complex 200 with a memory hierarchy 202, processor 204, and a coprocessor 206. The memory hierarchy 202 includes an instruction fetch queue 208, a level 1 instruction cache (L1 I-cache) 210, a level 1 data cache (L1 D-cache) 212, and a memory system 214. While the instruction fetch queue 208 is shown in the memory hierarchy 202 it may also be suitably located in the processor 204 or in the coprocessor 206. Instructions are written to the instruction fetch queue 208 in-order program order as fetched. Peripheral devices which may connect to the processor complex are not shown for clarity of discussion. The processor complex 200 may be suitably employed in hardware components 125A-125D of FIG. 1 for executing program code that is stored in the L1 I-cache 210, utilizing data stored in the L1 D-cache 212 and associated with the memory system 214, which may include higher levels of cache and main memory.

The processor 204 may be a general purpose processor, a multi-threaded processor, a digital signal processor (DSP), an application specific processor (ASP) or the like. The coprocessor 206 may be a general purpose processor, a digital signal processor, a vector processor, a single instruction multiple data (SIMD) processor, an application specific coprocessor or the like. The various components of the processing complex 200 may be implemented using application specific integrated circuit (ASIC) technology, field programmable gate array (FPGA) technology, or other programmable logic, discrete gate or transistor logic, or any other available technology suitable for an intended application.

The processor 204 includes, for example, an issue and control circuit 216 having a program counter (PC) 217 and execution pipelines 218. The issue and control circuit 216 fetches a packet of, for example, four instructions from the L1 I-cache 210 according to the program order of instructions from the instruction fetch queue 208 for processing by the execution pipelines 218. If an instruction fetch operation misses in the L1 I-cache 210, the instruction is fetched from the memory system 214 which may include multiple levels of cache, such as a level 2 (L2) cache, and main memory. An instruction fetched from the memory system 214 is decoded in pre-decoder 211 which determines whether the fetch instruction is a coprocessor instruction. A fetched instruction identified as a coprocessor instruction is encoded with a short identifier, such as having all “1’s” in three most significant bit positions in the encoded coprocessor instruction, for example. The encoded coprocessor instruction is then loaded in the instruction cache 210 and forwarded on bypass path 220 to a multiplexer 219 for faster fetch response time for entering the fetched instruction in the instruction fetch queue 208. The short identifier allows fast decoding for identification of coprocessor instructions in the instruction fetch queue 208. The instruction fetch queue 208 utilizes pointers to control and coordinate forwarding coprocessor instructions to the co-
processor 206 and issuing instructions to the processor 204. The action of copying an instruction from the instruction fetch queue 208 and forwarding the instruction to the coprocessor is called transiting the instruction. For example, a first pointer may be used to indicate which instruction in the instruction fetch queue 208 is the oldest instruction not transited to the coprocessor 206. A second pointer may be used to indicate which instruction in the instruction fetch queue 208 is the oldest instruction not yet issued to the processor 204. Control logic in the instruction fetch queue 208 uses the first pointer, valid bits, and position of the instruction being accessed from the instruction fetch queue 208 to select, for example, up to the next four coprocessor instructions. Generally, each entry in the instruction fetch queue (208) has a "valid bit". These valid bits are attributes that are used by control logic to determine whether an entry has a valid instruction which may be selected for further processing. An entry is invalid initially, because no instruction has been fetched into that location, or a valid entry may become invalid if the instruction associated with that entry needs to be flushed out of the instruction fetch queue 208. It is appreciated that four instructions in a packet may be accessed for execution on the processor 204 or coprocessor 206 depending on the short identifier stored with the encoded instruction in the instruction fetch queue 208. A packet of processor instructions are generally decoded and issued to the execution pipelines 218 in parallel. Since architecturally a packet is not limited to four instructions, more or less than four instructions may be fetched, issued and executed in parallel depending on an implementation and an application's requirements.

[0023] The processor complex 200 may be configured to execute instructions under control of a program stored on a computer readable storage medium. For example, a computer readable storage medium may be either directly associated locally with the processor complex 200, such as may be available from the L1 I-cache 210, for operation on data obtained from the L1 D-cache 212, and the memory system 214. A program comprising a sequence of instructions may be loaded to the memory hierarchy 202 from other sources, such as a boot read only memory (ROM), a hard drive, an optical disk, or from an external interface, such as a network.

[0024] The coprocessor 206 includes, for example, a coprocessor instruction selector for transit 224, a hybrid instruction queue 225, and a coprocessor execution complex 226. The coprocessor instruction selector for transit 224 may comprise a plurality of multiplexers whose outputs may be coupled to a set of posting registers 209 according to pipeline requirements of the processor 204. A coprocessor select circuit 223 operative to control the coprocessor instruction selector for transit 224 generates selection signals to access the coprocessor instructions from the instruction fetch queue 208. The plurality of multiplexers select one or more coprocessor instructions from the instruction fetch queue 208 skipping over intermixed processor instructions. The number of coprocessor instructions selected depends in part upon availability of space to receive the instructions in the hybrid instruction queue 225. The number of coprocessor instructions that are transited from the instruction fetch queue 208 is kept track of through operation of coprocessor pointers. For example, an end pointer is incremented by the number of coprocessor instructions transited accounting for a posting register, such as posting registers 209 if it is required by pipeline operations. A start pointer is decremented by the number of coprocessor instructions selected from the instruction fetch queue 208.

[0025] The hybrid instruction queue 225 comprises an in-order FIFO queue 228, an out-of-order queue 229, with a queue and hazard control circuit 230 configured to manage both queues. Coprocessor instructions are selected from the instruction fetch queue 208 out-of-order with respect to processor instructions and in-order with respect to coprocessor instructions. The hybrid instruction queue 225 is coupled to the instruction fetch queue 208 by means of the coprocessor instruction selector for transit 224. The coprocessor instruction selector for transit 224 has access to a plurality of instructions in the instruction fetch queue 208 and is able to identify coprocessor instructions within the plurality of instructions it has access to for selection. The coprocessor instruction selector for transit 224 copies coprocessor instructions from the instruction fetch queue 208 and provides the copied coprocessor instructions to the hybrid instruction queue 225.

[0026] In the hybrid instruction queue 225, when instructions arrive as accessed from the instruction fetch queue 208, the received instructions are stored in the out-of-order queue 229 if there is room therein. Otherwise, the instructions are placed in the FIFO queue 228 and are moved to the out-of-order queue 229 when there is space available in the OoO queue 229. A multiplexer 231 is used to select a bypass path for instructions received from the coprocessor instruction selector for transit 224 or to select instructions received from the FIFO queue 228, under control of the queue and hazard control circuit 230. Dispatching, as used herein, is defined as moving an instruction from the instruction fetch queue 208 to processor 204 or to coprocessor 206. Issuing, as used herein, is defined as sending an instruction, in a standard format, a decoded format, or an elaborated format for example, to an associated execution pipeline within processor 204 or within coprocessor 206.

[0027] Coprocessor instructions are written to the OoO queue 229 in the order the coprocessor instructions are received. For a coprocessor having multiple execution pipelines, such as shown in the coprocessor execution complex 226, the coprocessor instructions are read in-order with respect to their target execution pipelines, but may be out-of-order across the target execution pipelines. For example, CX instructions may be executed in-order with respect to other CX instructions, but may be executed out-of-order with respect to CL and CS instructions. In another embodiment, the execution pipelines
may individually be configured to be out-of-order. For example, a CX instruction may be executed out-of-order with other CX instructions. However, additional dependency tracking may be required at the execution pipeline level to provide such out-of-order execution capability. The queue and hazard control circuit 230 checks for dependencies between instructions and controls instruction issue to avoid hazards, such as dependency conflicts between instructions. The out-of-order queue 229 is sized so that it is rarely the case that an instruction is kept from dispatching to the coprocessor execution complex 226 due to its being in the in-order queue when it otherwise would have been dispatched if the OoO queue were larger. In an exemplary implementation, the in-order FIFO queue 228 and out-of-order queue 229 are each sixteen entries with the coprocessor having coprocessor store (CS) issue pipeline 236 coupled to a CS execution pipeline 237, a coprocessor load (CL) issue pipeline 238 coupled to a CL execution pipeline 239, and a coprocessor function (CX) issue pipeline 240 coupled to a CX execution pipeline 241. Also, a coprocessor register file (CRF) 242 may be coupled to each execution pipeline.

Coprocessor instructions, especially those for floating-point, SIMD, and other arithmetic operations, often require more pipeline stages to execute than processor instructions. This disparity can create performance bottlenecks when there are instructions which require synchronization between the processor and the coprocessor. For example, when the program flow in the processor is dependent upon a result in the coprocessor, that result should be provided with minimal delay so as not to throttle processor performance. Even without such dependencies, there is a performance advantage to starting coprocessor execution as soon as a coprocessor instruction has been detected in the instruction fetch queue, as this will minimize potential idle cycles in the coprocessor.

In a general implementation, issue logic examines instructions in an issue queue and issues instructions to a processor and to a coprocessor when there is no backpressure from the processor and the coprocessor indicating the instructions are able to be accepted for execution. Backpressure may be caused by the coprocessor having its execution pipeline filled such that the coprocessor cannot accept another instruction. In such a situation, the backpressure from the coprocessor would prevent issue of a processor instruction from the issue queue even if the processor could accept another processor instruction. Backpressure can also be caused by the processor which would prevent a coprocessor instruction from being issued even if the coprocessor could accept the coprocessor instruction. In such a situation, the backpressure from the processor would cause the coprocessor to be idle, where instead it could have made progress in executing the coprocessor instruction. Idle cycles are costly, both in terms of reduced performance and wasted energy. Thus, minimizing backpressure from either the processor or the coprocessor results in overall more efficient execution of code.

The present invention allows coprocessor instructions to be sent, or "transited", to the coprocessor independent of the backpressure from the main processor. In so doing, the coprocessor can begin executing a coprocessor instruction before it would be considered as issued from the processor issue queue, such as the instruction fetch queue 208. Even though coprocessor instructions are transited to the coprocessor 206 they are not removed from the instruction fetch queue 208. The coprocessor instructions remain in the instruction fetch queue 208 to allow the processor 204 to track these coprocessor instructions for purposes of effectively maintaining program order, committing coprocessor instructions for execution, handling of instruction execution requiring operations from both the processor and the coprocessor, and handling flushes, for example. When the processor provides a commit indication for a coprocessor instruction, the processor has determined that the coprocessor instruction will not be flushed and the coprocessor can execute the coprocessor instruction. A coprocessor instruction can be flushed for a variety of reasons including, being in the path of a mispredicted branch, a data abort, an interrupt or the like. A conditional instruction is not flushed if it is determined by flag settings, for example to not execute. In this case, a non-executing conditional coprocessor instruction is executed as a no operation (NOP) instruction.

The processor 204 is generally responsible for ensuring instructions, including coprocessor instructions, complete execution in program order. In the coprocessor, the execution pipelines 237, 239, and 241 perform operations out-of-order with respect to each other. The hazard circuit 230 and an in-order retirement circuit 231 are used to ensure that the internally architected state is updated in program order. The processor 204 is configured to coordinate instruction execution between its pipelines and the coprocessor pipelines. The coprocessor is configured to access memory or peripherals through coordinated operations with the processor.

The processor 204 and coprocessor 206 essentially sync-up when there is a jointly executed instruction. For example, when executing a load instruction, the processor 204 calculates a memory address for data to be fetched, fetches the data from a memory, and sends the data to a coprocessor’s load FIFO 416 of Fig. 4. The coprocessor 206 accepts the load data when it is available and then continues with the execution of instructions that are dependent on that data. The behavior is similar for stores except in this case the coprocessor 206 puts store data in a store FIFO 418 of Fig. 4 and the processor 204 accepts it when it is ready. Moving data between registers in the processor 204 and coprocessor 206 is handled in a similar manner.

Fig. 2B illustrates exemplary coupling logic 250 between the processor 204 and the coprocessor 206 in accordance with the invention. The CS execution pipeline 237 comprises an execute circuit 252 and a store FIFO 254. The processor execution pipelines 218 comprise
The example illustrated in fig 2B for the execution of the coprocessor instruction is to be committed for execution, whether the issued coprocessor instruction requires attributes, such as an address, conditional information, or the like, and to generate an address for the issued coprocessor instruction when required. For an exemplary execution of a coprocessor store instruction, commit information 256 and attribute information 258 is sent to the CS execute circuit 252. The information may be sent over separate signal lines or across a bus. Also, on the coprocessor, the commit information and the required attributes, once received, may be stored wherever the coprocessor instruction is located, such as, in the in-order queue, in the out-of-order queue, or in the CS execution pipeline 237. Certain instructions are executed as a combination of separate operations on the processor 204 and on the coprocessor 206. For example, a coprocessor store operation is a collaboration between the processor 204 and the coprocessor 206 CS execution pipeline 237. The processor 204 performs address generation, permission checking and cache accessing, while the coprocessor 206 resolves data hazards, captures the data, performs necessary data processing, performs data alignment and signals the processor 204 that the data is available to be stored. For example, a data address for the coprocessor store instructions is generated in the processor execution pipelines 218 and selected through a multiplexer, such as multiplexer 262 to address the L1 D-cache 212. The data for the coprocessor store instruction is selected from the store FIFO 254 and sent to the processor over bus 264 to a multiplexer, such as multiplexer 266 to be sent to the L1 D-cache 212, for example over signal interface 268. Often, the coprocessor execution steps take longer than the processor execution steps supporting execution of the same instruction. This embodiment allows the hiding of coprocessor latency behind delays in the processor due to the processor’s own backpressure. In this case, the processor is causing the backpressure because it is backed up in its own execution pipes. An embodiment of the invention allows for the coprocessor to start executing coprocessor instructions, rather than becoming idle, in effect, hiding part or all of the latency of the coprocessor instruction execution.

The example illustrated in fig 2B for the execution of a coprocessor store instruction does benefit from embodiments of the invention in that execution of the store instruction advances in the coprocessor pipeline, even if the processor 204 is backed up. However, the benefit may in some situations be limited, since the execution of the store instruction cannot advance to the very end of the coprocessor pipeline before it receives certain attributes 258, which the processor 204 can only supply after the store instruction has issued to the processor 204.

There are other cases where the program flow in the processor 204 depends on arithmetic computations in the coprocessor 206, which the coprocessor 206 can execute fully to the end of the coprocessor pipeline without needing any attributes from the processor. An example is execution of one or more long latency arithmetic instructions followed by execution of a dependent compare instruction in the coprocessor 206 and execution of a branch instruction in the processor 204 that depends on the result of the compare. In this example, the entire coprocessor instruction sequence including the compare instruction may be executed to completion before the branch instruction even needs to be issued. When the branch is eventually issued to the processor 204, the compare result on which the branch depends would be already available, effectively hiding all of the latency associated with the coprocessor instructions.

FIG. 3A illustrates a process 300 for queuing instructions in accordance with the present invention. The process 300 follows instruction operations in the coprocessor 206. References to previous figures are made to emphasize and make clear implementation details, and not to limit the process to those specific details. At block 302, a window of coprocessor instructions are identified in an instruction queue, such as the instruction fetch queue 208 of FIG. 2A, and transtled to the coprocessor 206. The window may be one to N instructions, depending upon the implementation. A window selection function in select circuit 223 selects the applicable class of instructions, coprocessor instructions in this case, and does not select other intermixed instructions, such as processor instructions. To transit the window of instructions, the N coprocessor instructions in the window are copied from the instruction fetch queue 208 and forwarded to the coprocessor 206. At decision block 304, a determination is made whether the window of instructions has been received from the fetch queue. If at least one instruction has not been received, the process 300 waits until an instruction is received. When the window of instructions is received, the process 300 proceeds to decision block 306. At decision block 306, a determination is made whether a queue, such as the out-of-order queue 229, is full of coprocessor instructions. If the out-of-order queue 229 is not full, the process 300 proceeds to decision block 310. At block 310, the received window of instructions is stored in the out-of-order queue 229. Since the window of instructions may be N instructions, N>1, and the out-of-order queue 229 may have room for less than N instructions, the out-of-order queue is filled and the process 300 then returns to decision block 304 to process any remaining instructions in the window of instructions. If the out-of-order queue 229 has room for the window of N instructions, the N coprocessor instructions are stored at block 310. The process 300 then returns to decision block 304 after storing the N instructions to wait till the next window of coprocessor instructions is received.

Returning to decision block 306, if the out-of-order queue 229 is full, the process 300 proceeds to decision block 314. At decision block 314, a determination is made whether the in-order queue 228 is also full. If the in-order queue 228 is full, the process 300 returns to de-
cision block 304 with the received window of coprocessor instructions pending to wait until space becomes available in either the out-of-order queue 229 or the in-order queue 228 or both. An issue process 320, described below, issues instructions from the out-of-order queue 229 which then clears space in the out-of-order queue for new instructions to be received. Returning to decision block 314, if the in-order queue is not full, the process 300 proceeds to block 316. At block 316, the received instruction is stored in the in-order queue 229 and the process 300 returns to decision block 304 to wait until the next window of coprocessor instructions is received.

FIG. 3B illustrates a process 320 for communicating information between the coprocessor 206 and the processor 204 in accordance with the present invention. At block 322, the window of coprocessor instructions transited from the instruction fetch queue 208 in block 302 of FIG. 3A and still remaining in the instruction fetch queue are now issued to the processor 204. At decision block 324, a determination is made whether coprocessor attributes are required. If coprocessor attributes are required, the process 320 proceeds to block 326. At block 326, the required attributes are generated in the processor 204. Example attributes provided by the processor 204 to the coprocessor 206 include memory alignment information for loads and stores and condition code evaluation for conditionally executed instructions. The memory alignment information for loads is needed to arrange the load data received from memory in a register aligned form prior to writing the load data to a target register. The memory alignment information for stores is needed to arrange the store data read from a register in memory aligned form prior to writing the store data into memory. The condition code evaluation for conditional instructions is needed to determine whether a coprocessor instruction is to be executed or not based on a condition code evaluation done in the processor 204.

At block 328, the generated attributes are sent to the coprocessor and the process 320 proceeds to decision block 330. Returning to decision block 324, if coprocessor attributes are not required, the process 320 proceeds to decision block 330. At decision block 330, a determination is made whether each of the coprocessor instructions can be committed for execution. Since the coprocessor instructions are accessed early prior to being issued to the processor, the program flow that was taken may not require the coprocessor instructions to be executed. However, it is generally expected that most of the early access coprocessor instructions are committed for execution. In such a general case, at block 332, commit information is forwarded to the coprocessor.

The "window" of instructions is generally relevant in the instruction fetch queue 208, where instructions within the window are being considered for issue or transit. Once instructions have issued or transited, the information that they issued or transited from within the same window is not relevant to their execution.

The execute/no-execute interlock between the processor 204 and the coprocessor 206 is based on a commit indication and a flush indication. The processor 204 sends the commit indication when the processor determines a particular instruction can complete execution. This is done in program order, so that the coprocessor 206 can appropriately mark the next instruction in program order as committed. This instruction can be anywhere in the coprocessor 206. It is also possible for there to be a mix of committed and uncommitted instructions in the coprocessor 206, but this is not an arbitrary mix. All uncommitted instructions are by definition younger, later in time in the program flow, than any committed instructions. When the processor 204 determines that the program flow has changed and there are instructions that were previously sent to the coprocessor 206 that should not be executed, the processor 204 sends the flush indication to the coprocessor 206. When the coprocessor 206 receives this flush indication, it flushes away all coprocessor instructions that have not yet received a commit. The flush indication is also used in the processor 204 to flush any uncommitted processor instructions. Coprocessor instructions that have received a commit are kept and executed.
356. At decision block 356, a determination is made whether the identified coprocessor instruction has required corresponding attributes. If it is determined that the required corresponding attributes are not available, the process 350 proceeds to block 357. At block 357, the identified coprocessor instruction is kept in the out-of-order queue until the required corresponding attribute/s are received. Generally, attributes are needed before a commit indication and attributes are generally needed in order to dispatch into the execution pipes. A coprocessor instruction may advance all the way to the end of a pipeline without having received a commit indication. However, the instruction is not allowed to update any architected resources, such as writing back a register file, until the corresponding commit indication has been received.

Returning to decision block 356, if the required corresponding attributes are available, the process 350 proceeds to block 358. At block 358, an instruction, stored in the out-of-order queue, is sent, avoiding hazards such as dependency conflicts between instructions, to an available issue pipeline. If more than one issue pipeline is available, multiple instructions without dependencies from the out-of-order queue may be dispatched out of program order across multiple separate pipelines. If multiple instructions are destined for the same execution pipeline, those instructions may remain in program order. The process 350 proceeds to decision block 359. At decision block 359, a determination is made whether the one or more coprocessor instructions have a required corresponding commit indication. If a particular coprocessor instruction has not received a commit indication the process 350 proceeds to block 360. At block 360, the pipeline associated with the uncommitted instruction is stalled until the commit is received. Returning to decision block 359, if corresponding commit indications have been received, for those associate pipelines, the process 350 proceeds to block 361. At block 361, the architectured resources associated with committed and executed coprocessor instructions are updated. The process 350 then returns to block 352.

Once an instruction or instructions are dispatched from the out-of-order queue, space is freed up in the out-of-order queue. New instructions or instructions from the in-order queue may then be stored in the out-of-order queue in preparation for execution, following the queuing process 300 described above. The process 350 proceeds to decision block 360.

Figure 3E illustrates a process 370 for moving instructions from the in-order queue to the out-of-order queue. Whenever there is space in the out-of-order queue, and one or more instructions exist in the in-order queue, those instructions are moved to the out-of-order queue. At block 372, the process 370 monitors the in-order queue. At decision block 374, a determination is made whether an in-order queue, such as in-order queue 228, has any entries. If the in-order queue does not have any instructions, the process 370 proceeds to block 372. If the in-order queue has one or more instruction entries, the process 370 proceeds to block 376. At block 376, the one or more instructions stored in the in-order queue are moved to space available in the out-of-order queue. The process 370 then returns to block 372 to monitor the in-order queue.

[0046] FIG. 4 illustrates an exemplary embodiment of a coprocessor and processor system 400 in accordance with the present invention. An n-entry instruction queue 402 corresponds to the instruction fetch queue 208. The coprocessor illustrated in FIG. 4 is a vector processor having a vector in-order queue (VIQ) 404 corresponding to in-order queue 228 and a vector out-of-order queue (VOQ) 406 corresponding to out-of-order queue 229. A vector store pipeline (VS) 408, a vector load pipeline (VL) 410, and a vector function execution pipeline (VX) 412 having six function computation stages (Vx1-Vx6). The VS, VL, and VX pipelines are coupled to a vector register file (VRF) 414 and collectively correspond to the coprocessor execution complex 226.

[0047] A load FIFO 416 is used to keep load data received from the processor and acts as buffer storage between the processor 204 and the coprocessor 206. This is advantageous in the case where the coprocessor is backed up and not yet ready to consume the load data, so the load data is written to the load FIFO to prevent the processor 204 from stalling. The store FIFO 418 is a similar buffer storage for store data going from the coprocessor 206 to the processor 204 and is advantageous in the case where the processor 204 is backed up and not yet ready to receive the store data, by holding the store data in the FIFO.

[0048] The methods described in connection with the embodiments disclosed herein may be embodied in hardware and used by software from a memory module that stores non-transitory signals executed by a processor. The software module may reside in random access memory (RAM), flash memory, read only memory (ROM), electrically programmable read only memory (EPROM), hard disk, a removable disk, tape, compact disk read only memory (CD-ROM), or any other form of storage medium known in the art. A storage medium may be coupled to the processor such that the processor can read information from, and in some cases write information to, the storage medium. The storage medium coupling to the processor may be a direct coupling integral to a circuit implementation or may utilize one or more interfaces, supporting direct accesses or data streaming using down loading techniques.

[0049] While the invention is disclosed in the context of illustrated embodiments for use in processor systems it will be recognized that a wide variety of implementations may be employed by persons of ordinary skill in the art consistent with the above discussion and the claims which follow below.
Claims

1. A method for early access of instructions, the method comprising:

   - copying (302, 216) a coprocessor instruction from an instruction fetch queue, wherein the instruction fetch queue stores a mix of coprocessor instructions and processor instructions;
   - starting (358) execution of the copied coprocessor instruction in the coprocessor before the coprocessor instruction is issued to a processor; and
   - completing (361) the execution of the copied coprocessor instruction in the coprocessor based on information received from the processor after the coprocessor instruction has been issued to the processor, wherein the information is generated by the processor in response to an evaluation of the coprocessor instruction issued to the processor.

2. The method of claim 1, wherein the starting execution of the coprocessor instruction includes execution of instruction specified operations without changing processor state.

3. The method of claim 1, wherein the information received from the processor is a commit for execution indication for the instruction.

4. The method of claim 1 further comprising:

   - issuing (322) the coprocessor instruction from the instruction fetch queue to the processor;
   - processing (326, 328) the issued coprocessor instruction in the processor to determine attributes of the coprocessor instructions; and
   - storing (344) the attributes with the coprocessor instruction in the coprocessor, wherein the attributes include data alignment information or conditional execution indication.

5. The method of claim 1, wherein starting execution comprises:

   - capturing data for storage in response to the copied coprocessor instruction, wherein the copied coprocessor instruction is a store instruction, and wherein completing execution comprises:
     - generating a storage address in a memory by the processor; and
     - storing the data at the storage address by the processor.

6. The method of claim 1 further comprising:

   - encoding a coprocessor instruction fetched from the memory hierarchy with a unique identifier to differentiate coprocessor instructions from processor instructions; and
   - storing the encoded coprocessor instruction in the instruction fetch queue, wherein the unique identifier is encoded in a predecode operation.

7. The method of claim 1 for starting execution of not-yet issued instructions, the method further comprises:

   - copying a plurality of coprocessor instructions from an instruction fetch queue, wherein the instruction fetch queue stores a mix of coprocessor instructions and processor instructions in program order; and
   - starting execution of the plurality of copied coprocessor instructions in the coprocessor before the plurality of coprocessor instructions are issued to a processor, wherein the execution of the plurality of copied coprocessor instructions is completed based on information generated by the processor in response to an evaluation of the plurality of coprocessor instructions issued to the processor.

8. The method of claim 7 further comprising:

   - copying the plurality of coprocessor instructions from the instruction fetch queue skipping over any intermixed processor instructions, or encoding a plurality of fetched coprocessor instructions by a predecoder to a new encoding to differentiate the plurality of fetched coprocessor instruction from fetched processor instructions.

9. The method of claim 7, wherein the information generated by the processor comprises:

   - fetching data from a memory at a storage address generated by the processor in response to a load instruction selected from the plurality of coprocessor instructions; and
   - sending the data from the processor to a load first-in first-out (FIFO) file in the coprocessor, and wherein the completing execution comprises:
     - operating on the data accessed from the FIFO according to a coprocessor function instruction.

10. The method of claim 7, wherein the plurality of coprocessor instructions copied from an instruction fetch queue are stored in an out-of-order queue in the coprocessor.
11. An apparatus for early access of instructions, the apparatus comprising:

- means for storing a first class of instructions for a first processor and a second class of instructions for a second processor in a fetch queue coupled to an instruction cache;
- means for copying second class instructions from the fetch queue; and
- means for accessing second class instructions for execution before the second class instruction is issued to the first processor, wherein the second processor is configured to start execution of second class instructions before the second class instruction is issued to the first processor and to complete the execution of the second class instructions based on information received from the first processor after the second class instruction has been issued to the first processor, and wherein the information is generated by the first processor in response to an evaluation of the second class instructions issued to the first processor.

12. The apparatus of claim 11 for early access of instructions, wherein

- the means for storing further comprise a fetch queue (208) coupled to an instruction cache and configured to store the first class of instructions for the first processor and the second class of instructions for the second processor;
- the means for copying further comprise a second class instruction selector (224) coupled to the fetch queue and configured to copy second class instructions from the fetch queue; and
- the means for accessing further comprise a queue (225) coupled to the second class instruction selector and from which second class instructions are accessed for execution in the second processor before the second class instruction is issued to the first processor.

13. The apparatus of claim 12, wherein the fetch queue is further configured to issue the second class of instructions to the first processor which determines the information on whether a second class instruction should be committed for execution, or to issue the second class instructions to the first processor which generates address information for a second class instruction and sends the address information to the second processor in support of executing the second class instruction on the second processor.

14. The apparatus of claim 12 further comprising:

- a predecoder (211) configured to encode a fetched coprocessor instruction to a new encoding to differentiate the fetched coprocessor instruction from fetched processor instructions.

15. The apparatus of claim 12, wherein the second class instruction selector comprises:

- a set of multiplexors configured to select one or more coprocessor instructions from the fetch queue skipping over any intermixed processor instructions.

16. A computer readable non-transitory medium encoded with computer readable program data and code, the program data and code when executed operable to perform a method in accordance with any of claims 1 to 10.

Patentansprüche

1. Ein Verfahren für einen frühen Zugriff auf Befehle, wobei das Verfahren folgende Schritte aufweist:

- Kopieren (302, 216) eines Koprozessorbefehls aus einer Befehlsabfruwarteschlange, wobei die Befehlsabfruwarteschlange eine Mischung aus Koprozessorbefehlen und Prozessorbefehlen speichert,
- Starten (358) der Ausführung des kopierten Koprozessorbefehls in dem Koprozessor, bevor der Koprozessorbefehl an einen Prozessor ausgegeben wird, und

2. Verfahren nach Anspruch 1, wobei das Starten der Ausführung des Koprozessorbefehls das Ausführen von Befehls-spezifizierten Operationen ohne eine Änderung des Prozessorzustands aufweist.

3. Verfahren nach Anspruch 1, wobei die von dem Prozessor empfangenen Informationen eine Ausführungsfreigabeangabe (Commit for Execution) für den Befehl sind.

4. Verfahren nach Anspruch 1, das weiterhin aufweist:

- Ausgeben (322) des Koprozessorbefehls aus der Befehlsabfruwarteschlange an den Prozessor,
- Verarbeiten (326, 328) des ausgegebenen Ko-
prozessorbefehls in dem Prozessor, um Attribute der Koprozessorbefehle zu bestimmen, und Speichern (344) der Attribute mit dem Koprozessorbefehl in dem Koprozessor, wobei die Attribute Datenausrichtungsinformationen oder eine Ausführungsbedingungsangabe (Conditional Execution) enthalten.

5. Verfahren nach Anspruch 1, wobei das Starten der Ausführung aufweist:

Erfassen von Daten für eine Speicherung in Antwort auf den kopierten Koprozessorbefehl, wobei der kopierte Koprozessorbefehl ein Speicherbefehl ist und wobei das Abschließen der Ausführung aufweist:

Generieren einer Speicheradresse in einem Speicher durch den Prozessor, und Speichern der Daten an der Speicheradresse durch den Prozessor.

6. Verfahren nach Anspruch 1, das weiterhin aufweist:

Codieren eines aus der Speichерhierarchie abgerufenen Koprozessorbefehls mit einer eindeutigen Kennzeichnung, um Koprozessorbefehle von Prozessorbefehlen zu differenzieren, und Speichern des codierten Koprozessorbefehls in der Befehlsabwurfwarteschlange, wobei die eindeutige Kennzeichnung in einer Vordecodierungsoperation codiert wird.

7. Verfahren nach Anspruch 1 zum Starten der Ausführung von noch nicht ausgegebenen Befehlen, wobei das Verfahren weiterhin aufweist:

Kopieren einer Vielzahl von Koprozessorbefehlen aus einer Befehlsabwurfwarteschlange, wobei die Befehlsabwurfwarteschlange eine Mischung aus Koprozessorbefehlen und Prozessorbefehlen in einer Programmreihenfolge speichert, und Starten der Ausführung der Vielzahl von kopierten Koprozessorbefehlen in dem Koprozessor, bevor die Vielzahl von Koprozessorbefehlen an einen Prozessor ausgegeben wird, wobei die Ausführung der Vielzahl von kopierten Koprozessorbefehlen basierend auf Informationen abgeschlossen wird, die durch den Prozessor in Antwort auf eine Bewertung der Vielzahl von an den Prozessor ausgegebenen Koprozessorbefehlen generiert werden.

8. Verfahren nach Anspruch 7, das weiterhin aufweist:


9. Verfahren nach Anspruch 7, wobei die durch den Prozessor generierten Informationen aufweisen:

Abrufen von Daten aus einem Speicher an einer Speicheradresse, die durch den Prozessor in Antwort auf einen aus der Vielzahl von Koprozessorbefehlen ausgewählten Ladebefehl generiert wird, und Senden der Daten von dem Prozessor an eine Lade-FIFO-Datei in dem Koprozessor, wobei das Abschließen der Ausführung aufweist:

Operieren auf den aus dem FIFO abgerufenen Daten gemäß einem Koprozessor-Funktionsbefehl.


11. Eine Vorrichtung für einen frühen Zugriff auf Befehle, wobei die Vorrichtung aufweist:

12. Vorrichtung nach Anspruch 11 für einen frühen Zugriff auf Befehle, wobei:

die Mittel zum Speichern weiterhin eine Abrufwarteschlange (208) aufweisen, die mit einem Befehlscache gekoppelt ist und konfiguriert ist, um die erste Klasse von Befehlen für den ersten Prozessor und die zweite Klasse von Befehlen für den zweiten Prozessor zu speichern, die Mittel zum Kopieren weiterhin einen Zweite-Klasse-Befehl-Selektor (224) aufweisen, der mit der Abrufwarteschlange gekoppelt ist und konfiguriert ist, um Befehle der zweiten Klasse aus der Abrufwarteschlange zu kopieren, und die Mittel zum Zugreifen weiterhin eine Warteschlange (225) aufweisen, die mit dem Zweite-Klasse-Befehl-Selektor gekoppelt ist und aus welcher Befehle der zweiten Klasse für eine Ausführung in dem zweiten Prozessor abgerufen werden, bevor der Befehl der zweiten Klasse an den ersten Prozessor ausgegeben wird.

13. Vorrichtung nach Anspruch 12, wobei die Abrufwarteschlange weiterhin konfiguriert ist, um die zweite Klasse von Befehlen an den ersten Prozessor auszugeben, der Informationen dazu bestimmt, ob ein Befehl der zweiten Klasse für eine Ausführung freigegeben werden soll, oder um die Befehle der zweiten Klasse an den ersten Prozessor auszugeben, der Adressinformationen für einen Befehl der zweiten Klasse generiert und die Adressinformationen an den zweiten Prozessor sendet, um die Ausführung des Befehls der zweiten Klasse an dem zweiten Prozessor zu unterstützen.

14. Vorrichtung nach Anspruch 12, die weiterhin aufweist:

- einen Vordecodierer (211), der konfiguriert ist, um einen abgerufenen Koprozessorbefehl zu einer neuen Codierung zu codieren, um den abgerufenen Koprozessorbefehl von den abgerufenen Prozessorbefehlen zu differenzieren.

15. Vorrichtung nach Anspruch 12, wobei der Zweite-Klasse-Befehl-Selektor aufweist:

- einen Satz von Multiplexern, die konfiguriert sind, um einen oder mehrere Koprozessorbefehle aus der Abrufwarteschlange auszuwählen und dabei dazwischen gemischte Prozessorbefehle zu überspringen.


Revendications

1. Procédé d’accès anticipé à des instructions, le procédé comprenant :

- la copie (302, 216) d’une instruction de coprocesseur à partir d’une file d’attente d’extraction d’instructions, la file d’attente d’extraction d’instructions stockant un mélange d’instructions de coprocesseur et d’instructions de processeur ;
- le démarrage (358) de l’exécution de l’instruction de coprocesseur copiée dans le coprocesseur avant que l’instruction de coprocesseur ne soit délivrée à un processeur ; et
- l’achèvement (361) de l’exécution de l’instruction de coprocesseur copiée dans le coprocesseur sur la base d’informations reçues en provenance du processeur après que l’instruction de coprocesseur a été délivrée au processeur, les informations étant générées par le processeur en réponse à une évaluation de l’instruction de coprocesseur délivrée au processeur.

2. Procédé selon la revendication 1, dans lequel le démarrage de l’exécution de l’instruction de coprocesseur comprend l’exécution d’opérations spécifiées par l’instruction sans changement d’état du processeur.

3. Procédé selon la revendication 1, dans lequel les informations reçues en provenance du processeur sont une indication de validation pour exécution pour l’instruction.

4. Procédé selon la revendication 1, comprenant en outre :

- la délivrance (322) de l’instruction de coprocesseur de la file d’attente d’extraction d’instructions au processeur ;
- le traitement (326, 328) de l’instruction de coprocesseur délivrée dans le processeur afin de déterminer des attributs de l’instruction de coprocesseur ; et
- le stockage (344) des attributs avec l’instruction de coprocesseur dans le coprocesseur, les attributs comprenant des informations d’alignement de données ou une indication d’exécution conditionnelle.

5. Procédé selon la revendication 1, dans lequel le démarrage de l’exécution comprend :

- la capture de données à stocker en réponse à l’instruction de coprocesseur copiée, l’instruc-
tion de coprocesseur copiée étant une instruction de stockage, et dans lequel l’achèvement de l’exécution comprend :

la génération d’une adresse de stockage dans une mémoire par le processeur ; et
le stockage des données à l’adresse de stockage par le processeur.

6. Procédé selon la revendication 1, comprenant en outre :

le codage d’une instruction de coprocesseur extraite de la hiérarchie de mémoire avec un identificateur unique afin de différencier des instructions de coprocesseur d’avec des instructions de processeur ; et
le stockage de l’instruction de coprocesseur codée dans la file d’attente d’extraction d’instructions, l’identificateur unique étant codé dans une opération de prédécodage.

7. Procédé selon la revendication 1 pour démarrer l’exécution d’instructions non encore délivrées, le procédé comprenant en outre :

la copie d’une pluralité d’instructions de coprocesseur à partir d’une file d’attente d’extraction d’instructions, la file d’attente d’extraction d’instructions stockant un mélange d’instructions de coprocesseur et d’instructions de processeur dans l’ordre du programme ; et
le démarrage de l’exécution de la pluralité d’instructions de coprocesseur copiées dans le coprocesseur avant que la pluralité d’instructions de coprocesseur ne soient délivrées à un processeur, l’exécution de la pluralité d’instructions de coprocesseur copiées étant achevée sur la base d’informations générées par le processeur en réponse à une évaluation de la pluralité d’instructions de coprocesseur délivrées au processeur.

8. Procédé selon la revendication 7, comprenant en outre :

la copie de la pluralité d’instructions de coprocesseur à partir de la file d’attente d’extraction d’instructions en sautant toute instruction de processeur entremêlée, ou
le codage d’une pluralité d’instructions de coprocesseur extraite par un prédécodeur en un nouveau codage afin de différencier la pluralité d’instructions de coprocesseur extraite d’avec des instructions de processeur extraites.

9. Procédé selon la revendication 7, dans lequel la génération d’informations par le processeur comprend :

l’extraction de données d’une mémoire à une adresse de stockage générée par le processeur en réponse à une instruction de chargement sélectionnée parmi la pluralité d’instructions de coprocesseur ; et
l’envoi des données du processeur à un fichier premier entré premier sorti (FIFO) de chargement dans le coprocesseur, et dans lequel l’achèvement de l’exécution comprend :

la réalisation d’une opération sur les données obtenues par accès au FIFO conformément à une instruction de fonction de coprocesseur.

10. Procédé selon la revendication 7, dans lequel la pluralité d’instructions de coprocesseur copiées à partir d’une file d’attente d’extraction d’instructions sont stockées dans une file d’attente dans le désordre dans le coprocesseur.

11. Appareil pour accès anticipé à des instructions, l’appareil comprenant :

un moyen pour stocker une première classe d’instructions pour un premier processeur et une seconde classe d’instructions pour un second processeur dans une file d’attente d’extraction couplée à un cache d’instructions ;
un moyen pour copier des instructions de seconde classe à partir de la file d’attente d’extraction ; et
un moyen pour accéder à des instructions de seconde classe en vue de leur exécution avant que l’instruction de seconde classe ne soit délivrée au premier processeur, dans lequel le second processeur est configuré pour démarrer l’exécution d’instructions de seconde classe avant que l’instruction de seconde classe ne soit délivrée au premier processeur et pour achever l’exécution des instructions de seconde classe sur la base d’informations reçues en provenance du premier processeur après que l’instruction de seconde classe a été délivrée au premier processeur, et dans lequel les informations sont générées par le premier processeur en réponse à une évaluation des instructions de seconde classe délivrées au premier processeur.

12. Appareil selon la revendication 11 pour accès anticipé à des instructions, dans lequel :

le moyen de stockage comprend en outre une
file d’attente d’extraction (208) couplée à un cache d’instructions et configurée pour stocker les instructions de première classe pour le premier processeur et les instructions de seconde classe pour le second processeur ;
le moyen de copie comprend en outre un sélecteur d’instructions de seconde classe (224) couplé à la file d’attente d’extraction et configuré pour copier des instructions de seconde classe à partir de la file d’attente d’extraction ; et
le moyen d’accès comprend en outre une file d’attente (225) couplée au sélecteur d’instructions de seconde classe et dans laquelle des instructions de seconde classe font l’objet d’un accès en vue de leur exécution dans le second processeur avant que l’instruction de seconde classe ne soit délivrée au premier processeur.

13. Appareil selon la revendication 12, dans lequel la file d’attente d’extraction est en outre configurée pour délivrer les instructions de seconde classe au premier processeur qui détermine les informations sur le fait qu’une instruction de seconde classe devrait être validée pour exécution ou non, ou pour délivrer les instructions de seconde classe au premier processeur qui génère des informations d’adresse pour une instruction de seconde classe et envoie les informations d’adresse au second processeur en soutien à l’exécution de l’instruction de seconde classe sur le second processeur.

14. Appareil selon la revendication 12, comprenant en outre :

un prédécodeur (211) configuré pour coder une instruction de coprocesseur extraite en un nouveau codage afin de différencier l’instruction de coprocesseur extraite d’avec des instructions de processeur extraites.

15. Appareil selon la revendication 12, dans lequel le sélecteur d’instructions de seconde classe comprend :

un ensemble de multiplexeurs configurés pour sélectionner une ou plusieurs instructions de coprocesseur dans la file d’attente d’extraction en sautant toute instruction de processeur entremêlée.

16. Support non transitoire lisible par ordinateur sur lequel sont codés des données et un code de programme lisibles par ordinateur, les données et le code de programme servant, lorsqu’ils sont exécutés, à mettre en œuvre un procédé selon l’une quelconque des revendications 1 à 10.
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No → Monitor the in-order queue
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