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Description

[0001] When more than one network operates on a shared medium in the same frequency band, there is a chance that the networks will interfere with each other. Several or many networks may use a shared medium concurrently, mutually interfering with each other. In a power line communication system, for example, this is a common problem known as neighbor network interference.

[0002] Common coexistence specifications may be provided to help avoid network interference on shared medium systems. Coexistence specifications (e.g., IEEE 1901 and ITU-T G.hn., for power line communication (PLC)) often suggest the use of signaling to prevent interference. However, signaling may require some of the bandwidth of the shared medium to function, and may reduce the bandwidth available to the networks for communication.

[0003] Other coexistence specifications such as Inter System Protocol (ISP) defined in ITU-T G.9972 and IEEE 1901 offer resource sharing techniques. However, many of the schemes are designed to align heterogeneous networks that use different technologies. Such schemes are not generally equipped to administer multiple homogeneous networks, for example. Further, many of these schemes also require additional bandwidth for special signaling and have difficulties with inconsistencies in the operation of the different networks.

[0004] WO 2006/068621 A1 relates to broadband radio access for a decentralized wireless network. This document discloses a case where an interfering device and a beacon broadcasting device are out of range of each other but both broadcasting to a receiving device in range of both. Once both their beacons are broadcasted at a different time due to randomization, the receiving device will be able to hear both the beacons and will broadcast its beacon together with scheduled next beacon broadcast time of itself and the two broadcasting devices. Both devices may then be able to hear that beacon and avoid interference from then on, thus implementing synchronization of broadcasting.

[0005] WO 2010/073168 A2 also discloses a use of beacons and in particular discloses a method that includes determining if an adjustment is needed between a first beacon period of a first device and a second beacon period of a second device.

Overview

[0006] The independent claims define the invention in various aspects. The dependent claims define embodiments of the invention.

[0007] Representative implementations of devices and techniques provide communication between networked nodes operating on a shared communication network medium, while minimizing interference from neighbor network communication. Networked nodes are arranged to align medium access control (MAC) cycles with those of neighbor network nodes to synchronize the timing of network communication to minimize, if not eliminate, neighbor network interference. In an implementation, the nodes are arranged to align their MAC cycles based on information (e.g., timing information) detected by one or more of the nodes from a neighboring node or network. In another implementation, the nodes are arranged to align their MAC cycles based on a MAC cycle identification (ID) value at one or more of the nodes and/or a quantity of domains that are synchronized with the MAC cycle represented by the MAC cycle ID value.

[0008] In a first aspect, the invention encompasses a system, including a communication network medium; and at least two of the at least two nodes coupled to the medium, each of the nodes including node apparatus arranged to communicate at least in part via the medium, the node apparatus further arranged to align medium access control (MAC) cycles at the nodes based on a MAC cycle identification value at one or more of the nodes and a quantity of domains that are synchronized to a MAC cycle represented by the MAC cycle identification value. At least one effect of the foregoing system is that a multicarrier apparatus may be implemented to seamlessly align MAC cycles. Compared with conventional systems, alignment is achieved with less cost in terms of process resources and/or communication bandwidth. Another effect of the foregoing system is that domain prioritization is improved by way of the MAC cycle alignment system and techniques.

[0009] In an embodiment of the system according to the invention in the first aspect the communication network medium comprises a network of electrical power distribution conductors. At least one effect of this feature can be that an existent infrastructure used for electrical power distribution may additionally be used for communication.

[0010] In an embodiment of the system according to the invention in the first aspect a network based on the communication network medium comprises a single communication channel. The at least two nodes represent discrete homogeneous networks that are communicatively coupled to the single communication channel.

[0011] In an embodiment of the system according to the invention in the first aspect at least one node is arranged to periodically transmit data via the communication network medium, the data including a MAC cycle identification value at the at least one node and a quantity of domains that are synchronized to the MAC cycle at the at least one node.

[0012] In an embodiment of the system according to the invention in the first aspect one or more of the at least two nodes comprises an Orthogonal Frequency Division Multiplexing (OFDM) multicarrier apparatus including a transceiver and a controller.

[0013] In an embodiment of the system according to the invention in the first aspect the at least two nodes are arranged to communicate via multicarrier symbols in-
In a second aspect, the invention encompasses a node, including a controller. The node further includes a storage memory coupled to the controller and including instructions to generate at least one communication for information on a communication medium when executed by the controller, the at least one communication to include: a first field to indicate a specific medium access control (MAC) cycle alignment identification, and a second field to indicate a number of domains that are synchronized with the MAC cycle. At least one effect of the foregoing is that a communication apparatus such as a multichannel apparatus may be implemented to seamlessly align MAC cycles. Compared with conventional nodes, alignment can thus be achieved with less cost in terms of process resources and/or communication bandwidth. Another effect of the foregoing is that domain prioritization is improved by way of the MAC cycle alignment method and techniques.

In an embodiment of the node according to the invention in the second aspect the node is arranged to align a MAC cycle at the node to another MAC cycle at another node based on a comparison of the at least one communication with a like communication from the other node. In a third aspect, the invention encompasses a method including decodding, at a node (first node), timing information from data detected at a neighbor network. In an embodiment, the data comprises a mobile application protocol (MAP) physical layer (PHY) frame. The method further includes identifying a start of a medium access control (MAC) cycle at the neighbor network. In an embodiment, the identifying is based on the timing information. The method also includes determining an alignment for a MAC cycle at the node with respect to the MAC cycle at the neighbor network based at least in part on the timing information and a comparison of a quantity of domains that are synchronized to the MAC cycle at the node and another quantity of domains that are synchronized to the MAC cycle at another neighbor node (second node) of the neighbor network. At least one effect of the foregoing is that a multichannel apparatus may be implemented to seamlessly, and with little effort, align MAC cycles. Another effect of the foregoing is that domain prioritization is improved by way of the MAC cycle alignment method and techniques.

In an embodiment of the method according to the invention in the third aspect, the method further includes comparing a MAC cycle identification value at the node with a MAC cycle identification value at the neighbor node and determining the alignment for the MAC cycle at the node based at least in part on the comparison.

In an embodiment of the method according to the invention in the third aspect the method further includes employing a reconciliation mechanism, for example a routine, for determining the alignment for the MAC cycle at the node with respect to the MAC cycle at the neighbor network, the reconciliation mechanism based in part on at least one of a MAC cycle start time, a network alignment, and a MAC address value.

In an embodiment of the method according to the invention in the third aspect the reconciliation mechanism comprises employing a random MAC cycle start time at a network of the node.

In an embodiment of the method according to the invention in the third aspect the reconciliation mechanism comprises giving priority to a network that is synchronized to an access network.

In an embodiment of the method according to the invention in the third aspect the reconciliation mechanism comprises giving priority to a network that has a greater number of networks aligned to it.

In an embodiment of the method according to the invention in the fourth aspect the method further including identifying a value indicating a number of domains detected; updating a MAC cycle alignment identification (ID) for the local domain at the local node based on the determining; and transmitting a MAC cycle communication including the MAC cycle alignment ID. At least one effect of the foregoing is that a multichannel apparatus may be implemented to seamlessly, and with little effort, align MAC cycles. Another effect of the foregoing is that domain prioritization is improved by way of the MAC cycle alignment method and techniques.

In an embodiment of the method according to the invention in the fourth aspect further including updating a value indicating a number of domains that are synchronized to the MAC cycle for the local domain at the local node and transmitting the MAC cycle communication including the value.

In an embodiment of the method according to the invention in the fourth aspect further including selecting a start for the MAC cycle for the local domain at the local node based on an alternating current (AC) line cycle synchronization rule when no mobile application protocol (MAP) physical layer (PHY) frames from other domains are detected, in particular, for example, by the local node, and/or when the MAC cycle for the local domain at the local node is not aligned to another MAC cycle.

In an embodiment of the method according to the invention in the fourth aspect the method further includes aligning the MAC cycle for the local domain at the local node to an access network.

In an embodiment of the method according to the invention in the fourth aspect the method further includes aligning the MAC cycle for the local domain at the local node to a MAC cycle of a neighboring domain when
the neighboring domain is a single other domain detected by the local node and no access network is detected.

In an embodiment of the method according to the invention in the fourth aspect the method further includes updating the MAC cycle alignment ID to a MAC cycle alignment ID of the neighboring domain, updating a value indicating a number of domains that are synchronized to the MAC cycle for the domain at the node to 2, and transmitting an updated MAC cycle communication including the updated MAC cycle alignment ID and the updated value.

In an embodiment of the method according to the invention in the fourth aspect the method further includes, when more than one neighboring domain is detected by the node, aligning the MAC cycle for the local domain at the local node to a MAC cycle of another domain in a descending priority comprising: i) aligning the MAC cycle for the local domain at the local node to a MAC cycle of a neighboring domain that is aligned to an access network; or ii) aligning the MAC cycle for the local domain at the local node to a MAC cycle of a neighboring domain that has a larger quantity of other domains aligned to its MAC cycle; or iii) aligning the MAC cycle for the local domain at the local node to a MAC cycle of a neighboring domain that has a larger MAC cycle ID value and is not aligned to an access network.

Various implementations for minimizing interference from neighbor networks, including techniques and devices, are discussed with reference to the figures. The techniques and devices discussed may be applied to any of various network designs, circuits, and devices and remain within the scope of the disclosure.

Implementations are explained in more detail below using a plurality of examples. Although various implementations and examples are discussed here and below, further implementations and examples may be possible by combining the features and elements of individual implementations and examples.

The detailed description is set forth with reference to the accompanying figures. In the figures, the leftmost digit(s) of a reference number identifies the figure in which the reference number first appears. The use of the same reference numbers in different figures indicates similar or identical items.

FIG. 1 is schematic of an example network or system in which the techniques in accordance with the present disclosure may be implemented. FIG. 2 is a block diagram illustrating one example of a node implemented as part of the network of FIG. 1. FIG. 3 is a schematic of an example communication block, according to an implementation. FIG. 4 is an illustration of an example timing diagram showing techniques for aligning MAC cycles of two example networks. FIG. 5 is a flow diagram illustrating an example process of aligning a node with a neighbor node, according to an implementation. FIG. 6 is a flow diagram illustrating an example process of aligning MAC cycles of neighboring networks, according to an implementation.

Example Communication System

In one implementation, as shown in FIG. 1, a system 100 comprises a communication network medium 102 shared by at least two nodes (e.g., nodes 104, 106, and 108) coupled to the medium 102. The nodes 104-108 are arranged to communicate at least in part via the medium 102. In one implementation, the system 100 is a multicarrier arrangement or system. In various alternative implementations, the system 100 based on the communication network medium 102 comprises a single communication channel and the nodes 104-108 represent discrete homogeneous networks communicatively coupled to the single communication channel.

The medium 102 may be comprised of a trunk or feeder 110 and one or more branches 112. In one example, the system 100 is a power line communication (PLC) system. In that case, the trunk 110 and branches 112 are electrical power distribution conductors (e.g., power lines) arranged to distribute electric power to one or more end user locations (e.g., within residences, commercial or professional suites, industrial sites, etc.). In the example, nodes 104-108 are coupled to the electric power lines and arranged to communicate at least in part via the electrical power lines. While the disclosure, including the figures and the discussion herein, discuss the techniques and devices disclosed in terms of a PLC system, the techniques and devices may be used for minimizing or eliminating neighbor network interference on other types of networks (e.g., wired and/or wireless, optical, etc.) without departing from the scope of the disclosure. For example, the medium 102 may be realized as a wireless communication medium, a wire line communication medium (e.g., coaxial cable, twisted pair of copper wires, power line wiring, optical fiber, etc.), or as combinations thereof.

As shown in FIG. 1, nodes 104-108 may be coupled to the medium 102 via one or more power outlets 114. For example, a node (104-108) may be "plugged in" to a wall socket (power outlet 114). Alternately, nodes 104-108 may be hardwired to the medium 102, or may be coupled in another manner allowing communication via the medium 102 (e.g., inductive coupling, optical cou-
As shown in FIG. 1, nodes 104-108 may also have connection to and/or from user devices, service resources, and the like. For example, a node (104-108) may be communicatively coupled to a user communications device, an automation console, a surveillance hub, a power usage monitoring and/or control interface, a service provider feed, a utility connection, and so forth. In one implementation, one or more of the nodes 104-108 is a controller node 106 (e.g., base station, master node, etc.) arranged to control communication of information with regard to the network. For example, a controller node 106 may receive an entertainment feed from a service provider, and distribute content to other nodes on the network (such as nodes 104 and 108) as well as optionally provide for content consumption at the controller node 106 itself. In one case, the controller node 106 may control the type of content that is distributed to the other nodes 104 and 108, control the bandwidth used by the other nodes 104 and 108, and/or provide other control functions.

In one implementation, one or more of the nodes 104-108 may include a multichannel apparatus, transmitter, receiver, transceiver, modem, or the like, (generically referred to herein as a “transceiver 116”) for communication via the network. Accordingly, the nodes 104-108 may include structure and functionality that enable signal communication over the medium 102. Such structure and functionality may include one or more antennas, integrated wire line interfaces, and the like. Depending on the implementation, the nodes 104-108 may communicate with one another directly (peer-to-peer mode) or the nodes 104-108 may communicate via the controller node 106. In one implementation, the nodes 104-108 are Orthogonal Frequency Division Multiplexing (OFDM) apparatuses capable of implementing the herein described implementations. For example, the nodes 104-108 may include a transceiver and/or a controller, as is discussed below.

In one implementation, system 100 may be a home network and one or more of the nodes 104-108 may be an access point of the home network. For example, in the implementation the controller node 106 may be a residential gateway that distributes broadband services to the other nodes (e.g., nodes 104 and 108). The nodes 104-108 may be associated with digital content destinations in the home, but may also be associated with digital content sources, such as digital video recorders (DVR), computers providing streaming video, televisions, entertainment centers, and the like.

Furthermore, the nodes 104-108 may be enabled to communicate using packet-based technology (e.g., ITU G.hn, HomePNA, HomePlug® AV and Multimedia over Coax Alliance (MoCA)) and xDSL technology. Such xDSL technology may include Asymmetric Digital Subscriber Line (ADSL), ADSL2, ADSL2+, Very high speed DSL (VDSL), VDSL2, G.Lite, and High bit rate Digital Subscriber Line (HDSL). In addition, the nodes 104-108 may be enabled to communicate using IEEE 802.11 and IEEE 802.16 (WiMAX) wireless technologies.

In the example of FIG. 1, each of the nodes is shown having a transceiver 116. An example transceiver 116 is illustrated in FIG. 2. The transceiver 116 may include a transmitter portion 202 and/or a receiver portion 204, where one or both of the portions may include a controller 206 and/or memory 208. In various implementations, a single controller 206 may be shared by the transmitter 202 and the receiver 204. Likewise, in some implementations, a single memory 208 may be shared by the transmitter 202 and the receiver 204, or alternately the memory 208 may be comprised of multiple memory devices distributed in one or more of the transceivers 116, the transmitter 202, and the receiver 204.

As used herein, the term “controller 206” is meant generally to include all types of digital processing devices including, without limitation, digital signal processors (DSPs), reduced instruction set computers (RISC), general-purpose (CISC) processors, microprocessors, gate arrays (e.g., FPGAs), programmable logic devices (PLDs), reconfigurable compute fabrics (RCFs), array processors, secure microprocessors, and application-specific integrated circuits (ASICs). Such digital processors may be contained on a single unitary IC die, or distributed across multiple components. If included, the controller 206 may direct the flow of information through the transceiver 116, may provide timing to the components of the transceiver 116, may determine MAC cycle synchronization or alignment as discussed below, and the like.

If included, the memory 208 may store executable instructions, software, firmware, operating systems, applications, preselected values and constants, and the like, to be executed or used by the controller 206, for example. In various implementations, the memory 208 may include computer-readable media. Computer-readable media may include, for example, computer storage media. Computer storage media, such as memory 208, includes volatile and non-volatile, removable and non-removable media implemented in any method or technology for storage of information such as computer readable instructions, data structures, program modules or other data. Computer storage media includes, but is not limited to, RAM, ROM, EPROM, EEPROM, flash memory or other memory technology, CD-ROM, digital versatile disks (DVD) or other optical storage, magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic storage devices, or any other non-transmission medium that can be used to store information for access by a computing device (such as the controller 206). Although the computer storage media (memory 208) is shown within the transceiver 116 it will be appreciated that the memory 208 may be distributed or located remotely and accessed via a network or other communication link.

As shown in FIG. 2, an example transmitter 202 may include an encoder 210, a modulator 212, a filter 216, and an interface 214. In alternate implementations,
a transmitter 202 may include fewer components, alternate components, or additional components and remain within the scope of the disclosure.

In an implementation, signals exchanged between the nodes 104-108 may include multichannel symbols that each includes a plurality of tones or sub-channels. Each of the tones within a multichannel symbol may have data bits modulated thereon that are intended for delivery from one of the nodes 104-108 to another. In an implementation, the transmitter 202 is arranged to modulate the data bits onto the tones and transmit the signals including the tones via the medium 102.

If included, the encoder 210 is arranged to receive data (e.g., from a user device) for communication to a receiving device coupled to the transceiver 116 via a wireless or wire line medium 102. More specifically, the encoder 210 is arranged to translate incoming data bit streams into in-phase and quadrature components for the plurality of tones. The encoder 210 may be arranged to output a number of symbol sequences that are equal to the number of tones available to the system 100.

If included, the modulator 212 is arranged to receive symbol sequences (e.g., from the encoder 210) to produce a modulated signal in the form of a discrete multi-tone signal. The modulator may pass the modulated signal to the filter 214 (if the filter is included) to undergo various filtering. In one implementation, the filtered signal is passed to the interface 216 for communication over the medium 102 to a receiving device. For example, the interface 216 may facilitate communication of the modulated signal to a network resource such as an automation control center, a surveillance hub, and the like.

In various implementations, the transceiver 116 may also include a receiver 204 that is capable of receiving modulated multi-tone signals communicated over the medium 102 from a transmitting device. As shown in FIG. 2, an example receiver 204 may include an interface 218, a filter 220, a demodulator 222, and a decoder 224. In alternate implementations, a receiver 204 may include fewer components, alternate components, or additional components and remain within the scope of the disclosure.

In one implementation, signals received by the receiver 204 may be passed to the filter 220 via the interface 218. The interface 218 may facilitate communication with a network resource, for example. After received signals undergo filtering by way of the filter 220 (if included), the filtered signals may be demodulated by the demodulator 222. The demodulated signals may be passed to and processed by the decoder 224.

If included, the decoder 224 produces data bit streams for consumption by a computing device, or the like. Effectively, the demodulator 222 and the decoder 224 perform the opposite functions of the modulator 212 and the encoder 210, respectively.

In various implementations, one or more of the controller 206, encoder 210, decoder 224, modulator 212, demodulator 222, interface 216 and/or 218, filter 214 and/or 220, as well other components, may be implemented in hardware, firmware, software, or the like, or in combinations thereof.

Exemplary implementations discussed herein may have various components collocated; however, it is to be appreciated that the various components of the system 100 may be located at distant portions of a distributed network, such as a communications network and/or the Internet, or within a dedicated secure, unsecured and/or encrypted arrangement. Thus, it should be appreciated that the components of the system 100 may be combined into one or more apparatuses, such as a modem, or collocated on a particular node of a distributed network, such as a telecommunications network. Moreover, it should be understood that the components of the described system 100 may be arranged at any location within a distributed network without affecting the operation of the system 100. For example, the various components can be located in a Central Office modem (CO, ATU-C, VTU-O), a Customer Premises modem (CPE, ATU-R, VTU-R), an xDSL management device, or some combination thereof. Similarly, one or more functional portions of the system 100 may be distributed between a modem and an associated computing device.

Example Alignment Operations

In order to coordinate two or more networks using the same technology (e.g., ITU-T G.9960/G.9961, IEEE 1901 FFT, IEEE 1901 Wavelet, etc.) on a shared communication medium (such as medium 102, for example), it can be convenient to align the networks so that a common communication channel/time slot can be placed in a same relative location in two independently operating networks (e.g., the common time slot is put in a predefined location within a fixed medium access control (MAC) cycle). With reference to a PLC system, for example, the alternating current waveform present in the medium 102 may be used as a reference for determining the predefined location. In other words, the predefined location may be a predefined point or portion of the AC cycle.

The existing MAC cycle (e.g., “MAC cycle” defined in ITU-T G.9960/G.9961 or “beacon period” defined in IEEE 1901, etc.) may be used with a mechanism to allocate a predefined location around an AC waveform zero-crossing, for example, for each technology group. By exchanging signals at this predefined location, multiple systems can be aligned with respect to the shared medium 102.

FIG. 3 is a schematic of an example communication 300, according to an implementation. In the implementation, a node 104-108 or a neighbor node or network may periodically transmit a communication 300 as part of its operation, to inform other nodes or networks, among other things, of the node’s timing information and/or synchronization. For example, a controller 206 at a node 104-108 may execute instructions stored in a
memory 208 at the node 104-108 to generate and/or transmit the communication 300 via the medium 102. In one implementation, the communication 300 includes a header portion 302 and a body portion 304. In an implementation, the header 302 comprises timing information for the node 104-108 or network and the body portion 304 may comprise some type of payload 314. The timing information in the header 302 includes a network timing reference (NTR) 306 field and a cycle start (CYCSTART) 308 field to point to the start of the MAC cycle at the node 104-108 or network. Additionally or alternatively, at least two other fields may be included in the header of the communication 300: a MAC cycle ID field 310 (NN_ID field 310, in the example of FIG. 3) to indicate a specific MAC cycle alignment identification and a quantity field 312 (NN_NUM_ALIGN field 312, in the example of FIG. 3) to indicate a number of domains that are synchronized with an identified MAC cycle. In one implementation, the quantity field 312 of a communication 300 indicates the quantity of domains that are synchronized with the MAC cycle represented by the MAC cycle ID field 310 of the communication 300. These fields are discussed in more detail below.

By decoding the communication 300 (e.g., a MAP PHY frame) from a neighbor network, a node 104-108 can determine the start of the MAC cycle of the neighbor network and compute an offset with respect to its own MAC cycle. Using this information, a node 104-108 or network can align its MAC cycle to a neighbor’s network. In some implementations, with this technique, no additional communication channel, special signaling, or centralized control are used. In an implementation, a node 104-108 is arranged to align its MAC cycle to another MAC cycle at another node based on a comparison of the communication 300 with a like communication from the other node. The timing information included in the communication 300 is discussed further with reference to the diagram of FIG. 4.

FIG. 4 is an illustration of an example timing diagram showing techniques for aligning MAC cycles of two example networks. The illustration of FIG. 4 shows timing locations with reference to an AC waveform, for a “network 1” and a “network 2.” In an example implementation, network 1 and network 2 are similar networks using like technologies that share a common communication medium 102. A mobile applications protocol (MAP) is shown for each of network 1 and network 2 (i.e., MAP(1) and MAP(2)), along with a cycle span indicated by arrows, showing the communication cycle or MAC cycle for each of the networks with respect to the AC waveform. Each of network 1 and network 2 are shown having a network timing reference (e.g., NTR (1) and NTR (2)) and a cycle start location (e.g., CYCSTART (1) and CYCSTART (2)) with respect to the AC waveform. Further, as shown in the illustration, the differences between the network timing reference and the cycle start location for reach network can be measured. As shown, the difference varies depending on the location of each of these reference points on the AC waveform. This variation, and/or the relative locations of the NTR and CYCSTART references may be used to determine a misalignment of network 1 and network 2.

In one implementation, a node 104-108 may use a MAP PHY frame (such as the communication 300 shown in FIG. 3) transmitted by a node in its own network along with a MAP PHY frame transmitted by another node belonging to different (neighboring) network to estimate a MAC cycle misalignment. Further, a reconciliation mechanism may be specified between neighbor networks during a MAC cycle alignment process that determines which MAC cycle a network is to be aligned to. In other words, referring to FIG. 4, the reconciliation mechanism may determine that network 1 is to align its MAC cycle to network 2 or that network 2 is to align its MAC cycle to network 1, depending on the rules of the reconciliation mechanism. In one implementation, the reconciliation mechanism employed is based in part on at least one of a MAC cycle start time, a network alignment, and a MAC address value. In an alternate implementation, the reconciliation mechanism comprises employing a random MAC cycle start time for a network of a node 104-108. For example, a random start time may be useful for fault recovery or similar situations.

In another implementation, the reconciliation mechanism employs a set of rules having an order of priority to determine alignment of neighbor networks. That is, between networks, the network or node having a higher priority is synchronized to (i.e., aligned to) by the other network(s). In one example, the highest priority is given to the network that is already synchronized to an access network. An access network may include a part of a network that directly connects subscribers to a service provider.

In another example, a higher priority is given to a network that has a greater number of aligned networks. For instance, a higher priority would be given to a network having five networks already synchronized to it than to a network that has fewer or no networks synchronized to it. In a further example, a higher priority is given to a network whose master node has a bigger MAC address. This example may be used, for instance, as a tie breaker (e.g., in a case where other rules do not indicate a particular network has priority).

In various implementations, the reconciliation mechanism may be generated or executed by the controller 206 and/or stored in the memory 208. In alternate implementations, the reconciliation mechanism may be generated and/or stored in other local locations or in one or more remote locations.

In alternate implementations, one or more of the above techniques may be employed concurrently, or another technique may be used to accomplish the same or similar results. The implementations herein are de-
FIG. 5 illustrates a representative process 500 for aligning a MAC cycle at a node (such nodes 104-108) with a MAC cycle at a neighbor node. The described techniques may also be used with domains, networks, and the like. An example process 500 may be performed on a system 100, for example, where a common network communication medium 102 is shared. In one example, the communication network medium 102 comprises a single communication channel and at least two nodes (such as one or more of the nodes 104-108) representing discrete homogeneous networks are communicatively coupled to the single communication channel. The process 500 is described with reference to FIGS. 1-4.

At block 502, the process includes decoding, at a node (such as nodes 104-108), timing information from data detected at a neighbor network. For example, the data may be a part of a communication such as communication 300. In one implementation, the data comprises a mobile application protocol (MAP) physical layer (PHY) frame.

At block 504, the process includes identifying a start of a medium access control (MAC) cycle at the neighbor network based on the timing information. For example, the node may identify the start of the neighboring MAC cycle based on a network timing reference (NTR) field 306 and/or a cycle start (CYCSTART) field 308 included in the MAP PHY frame.

At block 506, the process includes determining an alignment for a MAC cycle at the node with respect to the MAC cycle at the neighbor network based at least in part on the timing information and a comparison of a quantity of domains that are synchronized to the MAC cycle at the node and another quantity of domains that are synchronized to the MAC cycle at the neighbor node. Accordingly, the MAP PHY frame may include a quantity field (such as NN_NUM_ALIGN field 312) indicating a quantity of domains synchronized to a MAC cycle.

In another implementation, the process includes comparing a MAC cycle identification value at the node with a MAC cycle identification value at the neighbor node and determining the alignment for the MAC cycle at the node based at least in part on the comparison. Thus, the MAP PHY frame may also include a MAC cycle ID field (such as NN_ID field 310).

In another implementation, the process includes employing a reconciliation mechanism for determining the alignment for the MAC cycle at the node with respect to the MAC cycle at the neighbor network. In one example, the reconciliation mechanism is based in part on at least one of a MAC cycle start time, a network alignment, and a MAC address value. For instance, in an implementation, the reconciliation mechanism comprises employing a random MAC cycle start time at a network of the node.

In another implementation, the reconciliation mechanism uses a set of prioritized rules to determine which node(s) or network(s) are to align with another node or network. As between a plurality of nodes or networks, a node or network having priority is aligned to (or synchronized to) by the other node(s) or network(s). In one example, the reconciliation mechanism comprises giving priority to a network that is synchronized to an access network. In another example, the reconciliation mechanism comprises giving priority to a network that has a greater number of networks aligned to it. In a further example, the reconciliation mechanism comprises giving priority to a network having a master node with a larger MAC address.

FIG. 6 illustrates a representative process 600 for aligning MAC cycles of neighboring nodes and/or networks based on decoding a MAP PHY frame transmitted by multiple domain masters belonging to different domains. An example process 600 may be performed with respect to a system 100, for example, where a common network communication medium 102 is shared. In one example, the communication network medium 102 comprises a single communication channel and at least two nodes (such as one or more of the nodes 104-108) representing discrete homogeneous networks are communicatively coupled to the single communication channel. The process 600 is described with reference to FIGS. 1-4.

The representative process 600 can be divided into two categories: initial synchronization, when a node 104-108 (such as a domain master, for example) determines its MAC cycle for the first time; and resynchronization when the node 104-108 detects the presence of neighboring domains and may adjust its MAC cycle to align with its neighbors’ MAC cycles. In various situations, as described below, the node may adjust its MAC cycle to the MAC cycle of the neighbor domain or maintain its MAC cycle and allow the neighbor domain to align its MAC cycle to that of the node.

The representative process makes use of the addition of the MAC cycle ID field (such as NN_ID field 310) and/or the quantity field (such as NN_NUM_ALIGN field 312) as additional fields to a MAP PHY frame (such as communication 300, for example). As discussed above, the MAC cycle ID field (or MAC cycle alignment ID) indicates a specific MAC cycle alignment identification. Thus, domains having the same MAC cycle ID have synchronized MAC cycles. Also as discussed above, the quantity field indicates the number of domains that are synchronized to the MAC cycle referred to by the MAC cycle ID.

At block 602, the process includes monitoring, by a node (a domain master, for example), a network for medium access control (MAC) cycle information at neighboring domains. In an implementation, the node search-
limits may be determined based on the economy of the system (i.e., best use of resources).

In an implementation, when an access system is present and Inter System Protocol (ISP) (e.g., G.9972) is activated at the network, the node synchronizes its MAC cycle with that of the access system. In this case, the MAC cycle ID at the node is updated to indicate that the MAC cycle at the node is synchronized with an access system via the ISP. In one implementation, the node does not resynchronize its MAC cycle after synchronizing to an access system, but maintains alignment with the access system.

In an implementation, the node may continue to monitor the network after synchronizing with the access system or with another domain. After initial synchronization, if the node detects an unsynchronized neighboring domain (i.e., the start of MAC cycle of the neighboring domain is misaligned by a preselected duration), the node continues to monitor neighboring MAP PHY frames at least for another Y1 seconds after the initial detection, where Y1 is selected randomly between two other preselected limits. In an implementation, the other preselected limits are determined based on the economy of the system (i.e., best use of resources).

At block 604, the process includes determining, by the node, a MAC cycle for a domain at the node based on a quantity of neighboring domains detected. In alternate implementations, the process at block 604 may include initial synchronization or resynchronization of a node.

In an implementation, if the node is not aligned with another node or an access cycle, and the node is unable to detect any MAP PHY frames from other domains, the node selects a start for its MAC cycle based on one or more alternating current (AC) line cycle synchronization rules. For example, the node may determine a start for its MAC cycle based on a feature of an AC power waveform present on the network communication medium (e.g., a peak, a trough, a zero-crossing region, etc.).

In another implementation, if the node detects only one neighboring domain, and the node is not already synchronized to a domain, the node aligns its MAC cycle with the detected domain. In one example, the node identifies the start of the MAC cycle of the detected domain by decoding the NTR and CYCSTART fields carried in the MAP PHY frame header at the detected neighbor domain. Alternately, if the node has already synchronized to a domain, the node decodes the MAP PHY frame of the detected neighboring domain. If the MAP PHY frame of the detected neighboring domain has a smaller quantity field value than that of the node and a MAC cycle ID indicating that the neighboring domain is not aligned to an access system, the node does nothing. Otherwise, the node resynchronizes its MAC cycle to the MAC cycle of the detected neighboring domain.

In a further implementation, if the node detects more than one neighboring domain, and the node is not already synchronized to a domain, the node aligns its MAC cycle with a MAC cycle of another domain according to the following descending priority:

- i) aligning the MAC cycle for the domain at the node to a MAC cycle of a domain that is aligned to an access network;
- ii) aligning the MAC cycle for the domain at the node to a MAC cycle of a domain that has a larger quantity of other domains aligned to its MAC cycle;
- iii) aligning the MAC cycle for the domain at the node to a MAC cycle of a domain that has a larger MAC cycle ID value and is not aligned to an access network.

At block 606, the process includes updating the MAC cycle ID at the node’s domain based on the determined MAC cycle alignment. For example, if the node aligns its MAC cycle with that of a neighbor domain, the node updates the node’s MAC cycle ID to that of the neighbor domain.

At block 608, the process includes transmitting a MAC cycle communication (such as communication 300) including the MAC cycle alignment ID. In an implementation, the process further comprises updating a value indicating a number of domains that are synchronized to the MAC cycle for the node’s domain (e.g., quantity field) and transmitting the MAC cycle communication including the quantity value.

In the situation where the node detects only one neighbor domain, and the node aligns its MAC cycle with the detected domain, the process includes updating the MAC cycle alignment ID of the node to the MAC cycle alignment ID of the neighboring domain, updating the quantity field value indicating the number of domains that are synchronized to the neighboring domain’s MAC cycle to 2, and transmitting an updated MAC cycle communication including the updated MAC cycle alignment ID and the updated quantity field value.

In the situation where the node detects more than one neighboring domain, and aligns its MAC cycle with one of the neighboring domains, the process includes updating the MAC cycle alignment ID of the node to the MAC cycle alignment ID of the other domain, updating a quantity field value at the node to one more than the number of domains that were previously synchronized to the MAC cycle for the other domain, and transmitting an updated MAC cycle communication including the updated MAC cycle alignment ID and the updated value.

The order in which the processes 500 and 600 are described is not intended to be construed as a limitation, and any number of the described process blocks can be combined in any order to implement the processes, or alternate processes. Additionally, individual blocks may be deleted from the processes without departing
from the spirit and scope of the subject matter described herein. Furthermore, the processes can be implemented in any suitable hardware, software, firmware, or a combination thereof, without departing from the scope of the subject matter described herein.

[0086] In alternate implementations, other techniques may be included in the processes 500 and 600 in various combinations, and remain within the scope of the disclosure.

[0087] The above-described arrangements, apparatuses and methods may be implemented in a software module, a software and/or hardware testing module, a telecommunications test device, a DSL modem, an ADSL modem, an xDSL modem, a VDSL modem, a linecard, a G.hn transceiver, a MOCA transceiver, a Homeplug transceiver, a powerline modem, a wired or wireless modem, test equipment, a multicarrier transceiver, a wired and/or wireless wide/local area network system, a satellite communication system, network-based communication systems, such as an IP, Ethernet or ATM system, a modem equipped with diagnostic capabilities, or the like, or on a separate programmed general purpose computer having a communications device or in conjunction with any of the following communications protocols: CDSL, ADSL2, ADSL2+, VDSL1, VDSL2, HDSL, DSL Lite, IDSL, RADSL, SDSL, UDSL, MOCA, G.hn, Homeplug or the like.

[0088] Additionally, the arrangements, procedures and protocols of the described implementations may be implemented on a special purpose computer, a programmed microprocessor or microcontroller and peripheral integrated circuit element(s), an ASIC or other integrated circuit, a digital signal processor, a flashable device, a hard-wired electronic or logic circuit such as discrete element circuit, a programmable logic device such as PLD, PLA, FPGA, PAL, a modem, a transmitter/receiver, any comparable device, or the like. In general, any apparatus capable of implementing a state machine that is in turn capable of implementing the methodology described and illustrated herein may be used to implement the various communication methods, protocols and techniques according to the implementations.

[0089] Furthermore, the disclosed procedures may be readily implemented in software that can be stored on a computer-readable storage medium (such as memory 208), executed on programmed general-purpose computer with the cooperation of a controller (such as controller 206) and memory 208, a special purpose computer, a microprocessor, or the like. In these instances, the arrangements and procedures of the described implementations may be implemented as program embedded on personal computer such as an applet, JAVA® or CGI script, as a resource residing on a server or computer workstation, as a routine embedded in a dedicated communication arrangement or arrangement component, or the like. The arrangements may also be implemented by physically incorporating the arrangements and/or procedures into a software and/or hardware system, such as the hardware and software systems of a test/modeling device.

Conclusion

[0091] Although the implementations of the disclosure have been described in language specific to structural features and/or methodological acts, it is to be understood that the implementations are not necessarily limited to the specific features or acts described. Rather, the specific features and acts are disclosed as representative forms of implementing the invention.

Claims

1. A method, comprising:

   decoding (502), at a first node (104-108), timing information from data detected at a neighbor network, the data comprising a MAP physical layer (PHY) frame; identifying (504) a start of a medium access control (MAC) cycle at the neighbor network based on the timing information; and determining (506) an alignment for a MAC cycle at the first node (104-108) with respect to the MAC cycle at the neighbor network based at least in part on the timing information, characterized in that the determination (506) the alignment is further based on a comparison of a first quantity of domains that are synchronized to the MAC cycle at the first node (104-108) and a second quantity of domains that are synchronized to the MAC cycle at a second node (104-108) of the neighbor network.

2. The method of claim 1, further comprising comparing a MAC cycle identification value at the first node (104-108) with a MAC cycle identification value at the second node (104-108) and determining the alignment for the MAC cycle at the first node (104-108) based at least in part on the comparison.
3. The method as recited in any of claims 1 to 2, further comprising employing a reconciliation mechanism for determining the alignment for the MAC cycle at the first node (104-108) with respect to the MAC cycle at the neighbor network, the reconciliation mechanism based in part on at least one of a MAC cycle start time, a network alignment, and a MAC address value.

4. The method as recited in any of claim 1 to 3, wherein the reconciliation mechanism comprises employing a random MAC cycle start time at a network of the first node (104-108).

5. The method as recited in any of claim 1 to 4, wherein the reconciliation mechanism comprises giving priority to a network that is synchronized to an access network.

6. The method as recited in any of claims 1 to 5, wherein the reconciliation mechanism comprises giving priority to a network that has a greater number of networks aligned to it.

7. The method as recited in any of claim 1 to 6, wherein the reconciliation mechanism comprises giving priority to a network having a master node (104-108) with a larger MAC address.

8. A first node apparatus adapted to be coupled to a communication network medium (102); the first node apparatus configured to communicate via the medium (102) with at least a second node apparatus coupled to the communication network medium (102); the first node apparatus being configured to: decode (502), at the first node (104-108), timing information from data detected at a neighbor network including the second node apparatus, the data comprising a MAP physical layer (PHY) frame; identify (504) a start of a medium access control (MAC) cycle at the neighbor network based on the timing information; and determine (506) an alignment for a MAC cycle at the first node (104-108) with respect to the MAC cycle at the neighbor network based at least in part on the timing information, characterized in that the determining (506) the alignment is further based on a comparison of a first quantity of domains that are synchronized to the MAC cycle at the first node (104-108) and a second quantity of domains that are synchronized to the MAC cycle at a second node (104-108) of the neighbor network.

9. A first node apparatus according to claim 8, the first node apparatus including a controller, and a storage memory coupled to the controller and including instructions to generate at least one communication for communication on a communication medium when executed by the controller, the at least one communication to include: a first field to indicate a specific medium access control (MAC) cycle alignment identification, and a second field to indicate a number of domains that are synchronized with the MAC cycle.

10. A system, comprising: a communication network medium (102); and at least two nodes (104-108) coupled to the medium (102), the at least two nodes (104-108) each including a node apparatus being at least one of: adapted to perform the method of any of claims 1 to 7, and a first node apparatus according to any of claims 8 or 9.

11. The system of claim 10, wherein the communication network medium (102) comprises a network of electrical power distribution conductors.

12. The system as recited in any of claims 10 and 11, wherein a network based on the communication network medium (102) comprises a single communication channel and the at least two nodes (104-108) represent discrete homogeneous networks communicatively coupled to the single communication channel.

13. The system as recited in any of claims 10 to 12, wherein at least one node (104-108) is arranged to periodically transmit data via the communication network medium (102), the data including a MAC cycle identification value at the at least one node (104-108) and a quantity of domains that are synchronized to the MAC cycle at the at least one node (104-108).

14. The system as recited in any of claims 10 to 13, wherein one or more of the at least two nodes (104-108) comprises an Orthogonal Frequency Division Multiplexing (OFDM) multicarrier apparatus including a transceiver and a controller.

15. The system as recited in any of claims 10 to 14, wherein the at least two nodes (104-108) are arranged to communicate via multicarrier symbols including tones or sub-channels, the tones or sub-channels having data bits modulated thereon.
Patentansprüche

1. Verfahren, das die folgenden Schritte umfasst:
   Decodieren (502), an einem ersten Knoten (104-108), von Timinginformationen von Daten, die in einem Nachbarnetzwerk detektiert wurden, wobei die Daten einen MAP-PHY-Rahmen bzw. MAP-Rahmen der Bitübertragungsschicht umfassen;
   Identifizieren (504) eines Starts eines Medienzugangssteuerns(MAC)-Zyklus im Nachbarnetzwerk auf der Grundlage der Timinginformationen; und


5. Verfahren nach einem der Ansprüche 1 bis 4, wobei der Abstimmungsmechanismus Prioritätsgewährung für ein Netzwerk, das mit einem Zugangsnetzwerk synchronisiert ist, umfasst.

6. Verfahren nach einem der Ansprüche 1 bis 5, wobei der Abstimmungsmechanismus Prioritätsgewährung für ein Netzwerk, das eine größere Anzahl von mit ihm abgeglichenen Netzwerken aufweist, umfasst.

7. Verfahren nach einem der Ansprüche 1 bis 6, wobei der Abstimmungsmechanismus Prioritätsgewährung für ein Netzwerk, das einen Masterknoten (104-108) mit einer größeren MAC-Adresse aufweist, umfasst.

8. Erste Knoteneinrichtung, die eingerichtet ist zum Koppeln mit einem Kommunikationsnetzwerkmedium (102); wobei die erste Knoteneinrichtung ausgelegt ist zum Kommunizieren über das Medium (102) mit mindestens einer zweiten Knoteneinrichtung, die mit dem Kommunikationsnetzwerkmedium (102) gekoppelt ist; wobei die erste Knoteneinrichtung ausgelegt ist zum:
   Decodieren (502), an einem ersten Knoten (104-108), von Timinginformationen von Daten, die in einem Nachbarnetzwerk, das die zweite Knoteneinrichtung beinhaltet, detektiert wurden, wobei die Daten einen MAP-PHY-Rahmen bzw. MAP-Rahmen der Bitübertragungsschicht umfassen;
   Identifizieren (504) eines Starts eines Medienzugangssteuerns(MAC)-Zyklus im Nachbarnetzwerk auf der Grundlage der Timinginformationen; und


10. System, das Folgendes umfasst:
ein Kommunikationsnetzwerkmedium (102); und
mindestens zwei Knoten (104-108), die mit dem Medium (102) gekoppelt sind, wobei die mindestens zwei Knoten (104-108) jeweils eine Knoteneinrichtung beinhalten, die mindestens eins der Folgenden ist:

ausgelegt zum Durchführen des Verfahrens nach einem der Ansprüche 1 bis 7 und eine erste Knoteneinrichtung nach einem der Ansprüche 8 oder 9.

11. System nach Anspruch 10, wobei das Kommunikationsnetzwerkmedium (102) ein Netzwerk von elektrischen Stromverteilungsleitern umfasst.

12. System nach einem der Ansprüche 10 und 11, wobei ein auf dem Kommunikationsnetzwerkmedium (102) basierendes Netzwerk einen einzigen Kommunikationskanal umfasst und die mindestens zwei Knoten (104-108) diskrete homogene Netzwerke repräsentieren, die kommunikativ mit dem einzigen Kommunikationskanal gekoppelt sind.


15. System nach einem der Ansprüche 10 bis 14, wobei die mindestens zwei Knoten (104-108) eingerichtet sind zum Kommunizieren über Mehrträgersymbole einschließlich Tönen oder Unterkanälen, wobei die Töne oder Unterkanäle darauf modulierte Datenbits aufweisen.

**Revendications**

1. Procédé comprenant de :

décoder (502), au niveau d’un premier noeud (104-108), des informations de synchronisation issues de données détectées au niveau d’un réseau voisin, les données comprenant une trame de couche physique (PHY) MAP ;

identifier (504) un début d’un cycle de commande d’accès au support (MAC) au niveau du réseau voisin sur la base des informations de synchronisation ; et
déterminer (506) un alignement pour un cycle MAC au niveau du premier noeud (104-108) par rapport au cycle MAC au niveau du réseau voisin sur la base au moins en partie des informations de synchronisation, caractérisé en ce que la détermination (506) de l’alignement est basée en outre sur une comparaison d’une première quantité de domaines qui sont synchronisés avec le cycle MAC au niveau du premier noeud (104-108) et d’une seconde quantité de domaines qui sont synchronisés avec le cycle MAC au niveau d’un second noeud (104-108) du réseau voisin.


3. Procédé selon l’une quelconque des revendications 1 à 2, comprenant en outre d’utiliser un mécanisme de réconciliation pour déterminer l’alignement pour le cycle MAC au niveau du premier noeud (104-108) par rapport au cycle MAC au niveau du réseau voisin, le mécanisme de réconciliation étant basé en partie sur au moins l’un d’un temps de début de cycle MAC, d’un alignement de réseau, et d’une valeur d’adresse MAC.

4. Procédé selon l’une quelconque des revendications 1 à 3, dans lequel le mécanisme de réconciliation comprend d’utiliser un temps de début de cycle MAC aléatoire au niveau d’un réseau du premier noeud (104-108) .

5. Procédé selon l’une quelconque des revendications 1 à 4, dans lequel le mécanisme de réconciliation comprend de donner la priorité à un réseau qui est synchronisé avec un réseau d’accès.

6. Procédé selon l’une quelconque des revendications 1 à 5, dans lequel le mécanisme de réconciliation comprend de donner la priorité à un réseau qui a le plus grand nombre de réseaux alignés avec lui.

7. Procédé selon l’une quelconque des revendications 1 à 6, dans lequel le mécanisme de réconciliation comprend de donner la priorité à un réseau ayant un noeud maître (104-108) avec une adresse MAC plus grande.
8. Premier appareil de noeud conçu pour être couplé à un support de réseau de communication (102) ; le premier appareil de noeud étant configuré pour communiquer par l'intermédiaire du support (102) avec au moins un second appareil de noeud couplé au support de réseau de communication (102) ; le premier appareil de noeud étant configuré pour :
déco (502), au niveau du premier noeud (104-108), des informations de synchronisation issues de données détectées au niveau d'un réseau voisin comprenant le second appareil de noeud, les données comprenant une trame de couche physique (PHY) MAP ; identifier (504) un début d'un cycle de commande d'accès au support (MAC) au niveau du réseau voisin sur la base des informations de synchronisation ; et déterminer (506) un alignement pour un cycle MAC au niveau du premier noeud (104-108) par rapport au cycle MAC au niveau du réseau voisin sur la base au moins en partie des informations de synchronisation, caractérisé en ce que la détermination (506) de l'alignement est basée en outre sur une comparaison d'une première quantité de domaines qui sont synchronisés avec le cycle MAC au niveau du premier noeud (104-108) et d'une seconde quantité de domaines qui sont synchronisés avec le cycle MAC au niveau d'un second noeud (104-108) du réseau voisin.

9. Premier appareil de noeud selon la revendication 8, le premier appareil de noeud comprenant un contrôleur, et une mémoire de stockage couplée au contrôleur et comprenant des instructions pour générer au moins une communication pour une communication sur un support de communication lorsqu'elles sont exécutées par le contrôleur, ladite au moins communication devant inclure : un premier champ pour indiquer une identification d'alignement de cycle de commande d'accès au support (MAC) spécifique, et un second champ pour indiquer un nombre de domaines qui sont synchronisés avec le cycle MAC.

10. Système comprenant :
un support de réseau de communication (102) ; et
au moins deux noeuds (104-108) couplés au support (102), lesdits au moins deux noeuds (104-108) comprenant chacun un appareil de noeud qui est au moins l'un de :
conçu pour exécuter le procédé selon l'une quelconque des revendications 8 et 9.

11. Système selon la revendication 10, dans lequel le support de réseau de communication (102) comprend un réseau de conducteurs de distribution d'énergie électrique.

12. Système selon l'une quelconque des revendications 10 et 11, dans lequel un réseau basé sur le support de réseau de communication (102) comprend un canal de communication unique et lesdits au moins deux noeuds (104-108) représentent des réseaux homogènes discrets couplés de manière communicative au canal de communication unique.

13. Système selon l'une quelconque des revendications 10 à 12, dans lequel au moins un noeud (104-108) est agencé pour transmettre périodiquement des données par l'intermédiaire du support de réseau de communication (102), les données comprenant une valeur d'identification de cycle MAC au niveau dudit au moins un noeud (104-108) et une quantité de domaines qui sont synchronisés avec le cycle MAC au niveau dudit au moins un noeud (104-108).

14. Système selon l'une quelconque des revendications 10 à 13, dans lequel un ou plusieurs desdits au moins deux noeuds (104-108) comprennent un appareil multiporteuses à multiplexage par répartition orthogonale de la fréquence (OFDM) comprenant un émetteur-récepteur et un contrôleur.

15. Système selon l'une quelconque des revendications 10 à 14, dans lequel lesdits au moins deux noeuds (104-108) sont agencés pour communiquer par l'intermédiaire de symboles multiporteuses comprenant des signaux ou des sous-canaux, les signaux ou les sous-canaux ayant des bits de données modulés sur ceux-ci.
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