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The present invention relates in general to devices and methods for load scheduling in Wideband Code Division Multiple Access (WCDMA) systems, and in particular to load scheduling in systems utilizing GRake equalizing radio receivers.

WCDMA technology provides well established techniques for spectral utilization in high load mobile communication systems. Interference Cancellation (IC) and Interference Suppression (IS) may be used in WCDMA systems in order to achieve better performance in terms of e.g. peak data rates, coverage, system throughput and system capacity. IC and IS are applicable both for DownLink (DL) and UpLink (UL). However, most load limiting parameters that are difficult to control are connected with the UL signaling.

The basic idea behind IS is to combine the received radio signals such that interference is suppressed and the Signal-to-Interference-and-Noise Ratio (SINR) is maximized. There are many ways to achieve IS according to prior art. Non-exclusive examples are interference rejection combining, where the signals from more than one antenna are combined in order to suppress interference, and Generalized Rake+ (GRake+) (also referred to as non-parametric GRake), where interference is suppressed by whitening of the interference both in the temporal and the spatial domain. An example can be found in US 2009/088080. Even though there exist several already known ways to achieve IS at link level, the knowledge of how to utilize the link level gain in order to increase the capacity or cell throughput in a WCDMA network is limited.

It first needs to be stressed that when advanced receivers such as GRake+ are applied, the conventional load measure without interference suppression is no longer valid. The conventional load measure is namely based on the fact that each user affects all other users in exactly the same way, from a load perspective, since conventional receivers do not handle the interference from other users in any explicit way in the receiver. However, with advanced receivers such as GRake+, a user’s effect on other users is not the same on all users, and the effect is a function of the IC or IS efficiency.

Further, the load of the cell is used for scheduling e.g. of Enhanced UL (EUL) users, new and old. When doing this, the cell load measure described for GRake+ provides a larger total scheduling headroom as compared to predetermined thresholds. However, the problem with the solutions in prior art is that there is no technology in prior art that allows the scheduler to address the detailed impact and contribution of different existing users, to the uplink Rise-over-Thermal (RoT) after GRake+ processing, in the scheduling process.

A general object of the present invention is to provide opportunities to better utilize the increased capacity obtained by GRake equalizing radio reception during scheduling of uplink traffic.

The above object is achieved by methods and devices according to the enclosed independent patent claims. Preferred embodiments are defined in dependent claims. In general, in a first aspect, a method for load scheduling in a WCDMA communication system utilizing GRake equalizing radio reception comprises estimating of channel estimates of present received uplink digital radio signals for a plurality of users. Combining weights are established for a GRake equalizing receiver for the present received uplink digital radio signals. Function parameters of a predicted future load measure function are predicted. The prediction takes sensitivity for interference suppression provided by the GRake equalizing for each of the plurality of users into account. The prediction further comprises adaptation of the predicted function parameters for changed load equilibrium levels caused by the individual grants of the plurality users. A set of grants for the users is selected giving a required set of user future loads for the predicted future load measure function defined by the predicted function parameters. Uplink load is scheduled according to the selected set of grants.

In a second aspect, a scheduler arrangement in a WCDMA communication system utilizing GRake equalizing radio reception comprises a channel estimator, an equalizer, a predictor, and a scheduler. The channel estimator is configured for estimating channel estimates of present received uplink digital radio signals for a plurality of users. The equalizer is configured for establishing combining weights for a GRake equalizing receiver for the present received uplink digital radio signals. The predictor is connected to the channel estimator and the equalizer. The predictor is configured for predicting function parameters of a predicted future load measure. The predicted future load measure function is a function of individual grants of the plurality of users. The predicting is based on at least the estimated channel estimates.
and the established combing weights taking sensitivity for interference suppression provided by the GRake equalizing receiver for each of the plurality of users into account. The predictor is further configured for adapting the predicted function parameters for changed load equilibrium levels caused by the individual grants of the plurality users. The scheduler is connected to the predictor. The scheduler is configured for selecting a set of grants for the users giving a required set of user future loads for the predicted future load measure function defined by the predicted function parameters. The scheduler is further configured for scheduling uplink load according to the selected set of grants.

[0009] In a third aspect, a node B in a WCDMA communication system utilizing GRake equalizing radio receivers comprises a scheduler arrangement according to the second aspect.

[0010] The present invention discloses one way to benefit from the IS gain on a system level through scheduling in order to increase the capacity. One advantage of the present invention is that the EUL scheduler will take the load after GRake+ processing into account in the scheduling decision. Other advantages are discussed in connection with different embodiments described further below.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] The invention, together with further objects and advantages thereof, may best be understood by making reference to the following description taken together with the accompanying drawings, in which:

FIG. 1 is a schematic illustration of an example of a WCDMA communication system;
FIG. 2 is a schematic illustration of an embodiment of a scheduler arrangement;
FIG. 3A and 3B are diagrams illustrating extrapolation of channel estimates and combining weights into future time;
FIG. 4 is a flow diagram of steps of an embodiment of a method for load scheduling; and
FIG. 5 is a block diagram of an embodiment of a scheduler arrangement.

DETAILED DESCRIPTION

[0012] Throughout the drawings, the same reference numbers are used for similar or corresponding elements.

[0013] In the equations, vectors and matrices are generally denoted by bold symbols.

[0014] In the following description, the terms GRake+ and non-parametric GRake are used as synonyms, i.e. as equal and interchangeable terms.

[0015] The present invention relates to arrangements and methods in WCDMA communication systems. Fig. 1 illustrates a schematic view of an embodiment of such a WCDMA communication system 1. A node B 30 communicates via its antenna/antennas 20 with a multitude of user equipments (UE) 10 situated within a cell 2 of the WCDMA communication system 1. Radio signals transmitted from the node B 30 to the UEs 10 are denoted as DL signals 14, and radio signals transmitted from the UEs 10 to the node B 30 are denoted as UL signals 11. The present invention mainly considers the UL signals, whereby arrangements for load scheduling typically are provided in the node B 30 or connected thereto.

Besides the intentional UL signals 11, the node B 30 also receives interfering signals 13 from UE’s not presently handled by the Node B in question.

[0016] In prior art, different methods for determining a more reliable load measure are available. These more reliable load measures give generally increased possibilities to schedule additional load. Some different aspects of such methods are summarized in mathematical terms in Appendix A.

[0017] Approaches addressing ways to measure the WCDMA uplink load, as seen after IS processing e.g. by a GRake+ receiver, will be summarized in appendix B. That work proves that the load can be approximately expressed as a noise rise over the thermal noise power floor (the so called Rise-over-Thermal or RoT for short), individually for each user. The RoTs as seen by each of the users can then be combined into a measure of the uplink cell load. Essentially, the user that experiences the worst interference after GRake+ processing becomes dimensioning for the uplink cell load. Note that the technology disclosed in Appendix B hence evaluates the RoT seen by each user, i.e. the impact of the interference caused by the other users of the cell is addressed.

[0018] The load of the cell is typically used for admission of new users and scheduling of uplink EUL users, new and old. When doing scheduling, the above load measure provides increased total scheduling headroom as compared to pre-determined thresholds. However, there is no technology in prior art that allows the scheduler to take the detailed impact and contribution of different existing users, to the uplink RoT after GRake+ processing, into account in the scheduling process.

[0019] In Appendix B, it has been demonstrated how an uplink cell load can be computed in terms of the RoT after GRake+ and chip equalizer whitening of the interference, as experienced by each user. It is noted that the interference caused by a user on other users may have a very different effect on the RoT experienced by different users. However, the art as described in Appendix B teaches how the RoT experienced by the users of the cell can be combined to a single cell load, preferably using the user that experiences the worst RoT conditions.
Here below, it will be shown that a cell load measure may be constructed from user specific load measures and that certain actions may be taken towards specific users in order to increase the total cell capacity. The present invention uses this knowledge and takes the additional step of using the cell load and user specific load measures and the capacity increasing actions in the scheduling process in order to better utilize the different types of GRake interference suppression gain to increase cell capacity.

In Appendix C, it is shown how to couple the RoT to the grants of all users, using the power control loop. These calculations start from a present load that can be calculated according to Appendix B. Under the assumption that the interference can be treated as generated by a white noise process, the interference for a user after GRake+ processing can be related to the interference for the user before GRake+ processing by means of the combining weight vector. An assumption that the inner loop power control loop is closed after the GRake+ processing and that the control objective is to keep the signal to noise ratio at the target value makes it possible to deduce the effects of the inner loop. The target value of the SINR can in a first approximation be considered constant, since it changes more slowly than both grants and inner loop power control quantities. A new equilibrium state can be found to a certain grant. The RoT can (c.f. C32) be expressed as a nonlinear function of the grants, where the function factors comprise e.g. the SINR target and the combining weights of the GRake+ processing. These quantities could in more elaborate embodiments be extrapolated to the future time when the new grants are to be implemented, from previous and present values.

Scheduling

The resulting load of a transmission after a scheduling decision in the future can now be calculated using (C32). Typically the scheduling policy is determined by optimization of a function of the grants, subject to the vector of constraints resulting from (C32) being specified to be below a threshold. Here many alternatives are possible, e.g. proportional fair and max Channel Quality Indicator (CQI) strategies well known in prior art.

To explain how this works, it can be assumed that the baseline scheduler e.g. schedules users in a fair fashion regarding data rate. The resulting user specific loads may then vary quite drastically. As a motivating example, a scheduled data rate of e.g. 1 Mbps each for three users in a cell may result in a user specific load of 1 dB as seen by one user in the cell, but another user may experience a 3 dB load whereas the third user may experience a load of 6 dB, where load is expressed in RoT after GRake+ processing. The user experiencing the highest load (6 dB in this example), will be limiting the cell capacity, which is assumed to be set to 6 dB in the example.

In an embodiment, the load after GRake+ is instead calculated in the scheduler before the actual transmission and used as a basis in the scheduling decision. What is needed to make the calculation is apparent from the equation (C32). The main point is that given that equation, an optimal set of grants can be found that is consistent with the constraints imposed by a threshold with respect to (C32).

In one embodiment, the scheduling criterion may be equal load. Continuing the example, the scheduler may e.g. determine, by using (C32), that if the three users are granted 0.5 Mbps, 1 Mbps and 3 Mbps, respectively, all users will experience a load of 6 dB in a RoT after GRake+ sense. This means that the same scheduling threshold is met but the total scheduled data rate increases from 3 Mbps to 4.5 Mbps. This is achieved by a search for the set of grants that gives the highest throughput, while resulting in components of (C32) that are equal.

In other embodiments, other guiding scheduling principles may be applied, e.g. targeting an equal data rate, which is similar to the baseline solution, or water filling, where the user that causes the highest load, as seen by other users, is given a low grant and a users that does not cause much load is given a high grant. Other principles are also possible.

A more mathematical approach of two possible solutions of scheduling is given in Appendix D.

Once the scheduling is performed, the distribution of grants is made according to well-known prior art routines.

Fig. 2 illustrates an embodiment of a scheduler arrangement 40. Such a scheduler arrangement 40 is typically provided in a node B, as e.g. illustrated in Fig. 1. The node B and scheduler arrangement 40 are configured for operating in a wideband code division multiple access communication system utilizing GRake equalizing radio receivers. The scheduler arrangement 40 comprises a channel estimator 50. The channel estimator 50 is configured for estimating channel estimates h of present received uplink digital radio signals for a plurality of users. The uplink digital radio signals are received at an input 41 to the scheduler arrangement 40. The scheduler arrangement 40 also comprises an equalizer 60, in this embodiment a GRake equalizer. The equalizer 60 is configured for establishing combining weights for a GRake equalizing receiver for the present received uplink digital radio signals and is therefore also connected to the input 41. The equalizer 60 may, depending on the actual utilized approach, make use of the channel estimates of the present received uplink digital radio signals. Such information is available through the channel estimator 50 and may be provided therefrom, as indicated by the broken arrow 46. The equalized signal is provided on an output 42 to be utilized in other parts of the system, e.g. for decoding of the information contained in the signals.

The channel estimator 50 and the equalizer 60 may be configured according to any prior art. The details of how these units operate are not of primary importance for providing the benefits of the present invention, as long as
they provide reliable channel estimates and equalizations, respectively.

[0031] The scheduler arrangement 40 further comprises a predictor 70. The predictor 70 is connected to the channel estimator for receiving the channel estimates h 41. The predictor 70 is also connected to the equalizer 60 for receiving combining weights w 45 for the GRake equalizing receiver. The predictor 70 is configured for predicting function parameters of a predicted future load measure function. The predicted future load measure function is a function of individual grants of the plurality of users. This predicting of function parameters is based on at least the estimated channel estimates and the established combing weights, as has been described here above. As also have been described above, the predictor 70 is further configured for performing the prediction of the function parameters taking sensitivity for interference suppression provided by the GRake equalizing receiver for each of the plurality of users into account. In other words, the predictor incorporates the GRake equalizing effects into the prediction of future load situations, thereby enabling use of the benefits of the GRake equalizing for load scheduling purposes. The predictor 70 is furthermore configured for adapting the predicted function parameters for changed load equilibrium levels caused by the individual grants of the plurality users. The result is thus a future load measure function \( R_{TGR}^{*} \).

[0032] The predicted future load measure function \( R_{TGR}^{*} \) typically in the form of a set of function parameters, is provided to a scheduler 80, i.e. the scheduler 80 is connected to the predictor 70. The scheduler 80 is configured for selecting a set of grants for the users giving a required set of user future loads for the predicted future load measure function defined by the predicted function parameters. In other words, the scheduler 80 uses the predicted future load measure function 47 to find a favorable set of grants that still fulfills some basic requirements concerning user future loads. This can be performed in many different ways. A simplest approach is to create a number of sets of individual grants, check which sets that will give rise to acceptable load situations and select the set of these acceptable sets that is "best" in some respect concerning the grant structure. Such selection procedures may also be performed in iterative manners, where a first "best" set of grants is used as a start for creating a next ensemble of sets to be tested for finding an even better set of grants. The predicted future load measure function 47 itself can also be used, utilizing different kinds of optimization procedures to find an optimum of the function under certain constraints and according to certain criteria. This was described more in detail above and in appendix D.

[0033] Thus, in a preferred embodiment, the scheduler 80 is further configured for optimizing a criterion function that is dependent on the individual grants, and for selecting the individual grants giving the optimization as the set of grants for the users. Then, the scheduler is preferably configured for performing the optimization under a constraint relation involving the user future loads according to the predicted future load measure function of individual grants.

[0034] The scheduler is further configured for scheduling uplink load according to the selected set of grants. The scheduling of grants \( \gamma \) is provided at an output 43.

[0035] The above procedure is based on the measured load of users. The scheduler rather needs to use the predicted load for the same set of users. Hence one limitation of the basic embodiment is that the radio conditions should not vary too fast, say that they need to be stationary for several tens of milliseconds. A remedy to this situation would be to extrapolate the channel estimates over time, e.g. linear extrapolation, to provide a look ahead. Fig. 3A illustrates schematically such ideas. Channel estimates are provided continuously up to a present time \( t_p \), where a present channel estimate \( h_p \) is found. If a future set of grants is assumed to be applied at the time \( t_p \), the channel estimate can be extrapolated from the previous behavior to obtain an extrapolated channel estimate \( h_{\text{tp}} \) at the application time \( t_p \). In other words, the predictor is further configured for extrapolating the channel estimates to a future application time. The application time is a time when a present uplink load scheduling is assumed to be applied.

[0036] If the difference between \( h_p \) and \( h_{\text{tp}} \) is likely to be very small, such an extrapolation may not be necessary and the present channel estimate \( h_p \) may be used instead of the extrapolated channel estimate \( h_{\text{tp}} \). This condition and solution should be reasonable at least for stationary mobile broadband users, which are anyway the ones likely to use high rates and produce the most interference.

[0037] The same applies also for the combining weights for the GRake equalizing receiver, as seen in Fig. 3B. Past and present values \( w_p \) of the combining weights can be utilized for extrapolating a future combining weight value \( w_{\text{tp}} \) at the time of application of the set of grants that are to be determined. In other words, the predictor is further configured for extrapolating the combining weights to the future application time.

[0038] Fig. 4 is a flow diagram of steps of an embodiment of a method for load scheduling. The procedure for load scheduling in a wideband code division multiple access communication system utilizing GRake equalizing radio reception starts in step 200. In step 210, channel estimates of present received uplink digital radio signals are estimated for a plurality of users. Combining weights for a GRake equalizing reception for the present received uplink digital radio signals are established in step 220. In step 230, function parameters of a predicted future load measure function are predicted. The predicted future load measure function is a function of individual grants of the plurality of users. The predicting of function parameters is based on at least the estimated channel estimates and the established combing weights, taking sensitivity for interference suppression provided by the GRake equalizing for each of the plurality of users into account. The predicting also comprises adapting the predicted function parameters for changed load equilibrium levels caused by the individual grants of the plurality users. The future load measure function is preferably defined as described further
In step 240, a set of grants for the users is selected giving a required set of user future loads for the predicted future load measure function defined by the predicted function parameters. The step of selecting a set of grants preferably comprises optimizing of a criterion function that is dependent on the individual grants, and by selecting the individual grants giving the optimization as the set of grants for the users. Furthermore preferred, the optimization is performed under a constraint relation involving the user future loads for the predicted future load measure function of the individual grants. Uplink load is in step 250 scheduling according to the selected set of grants. The procedure ends in step 299.

In preferred embodiments, the method further comprises extrapolating of the channel estimates to a future application time, where the application time is a time when a present uplink load scheduling is assumed to be applied. Likewise, in preferred embodiments, the method further comprises extrapolating of the combining weights to the future application time.

As an implementation example, Fig. 5 is a block diagram illustrating an example embodiment of a scheduling arrangement 40. This embodiment is based on a processor 93, for example a micro processor, a memory 94, a system bus 90, an input/output (I/O) controller 92 and an I/O bus 91. In this embodiment the received uplink digital radio signals are received by the I/O controller 92 are stored in the memory 94. The I/O controller 92 also controls the issue of the equalized uplink digital radio signals and the scheduled set of grants. The processor 93 executes a software component 95 for performing a channel estimation on the received uplink digital radio signals, and a software component 96 for equalizing the received uplink digital radio signal. The processor 93 executes a software component 97 for predicting function parameters of a predicted future load measure function, a software component 98 for selecting a set of grants, and a software component 99 for scheduling of uplink load. This software is stored in the memory 94. The processor 93 communicates with the memory 94 over the system bus 90. Software component 95 may implement the functionality of block 50 in the embodiment of Fig. 2. Software component 96 may implement the functionality of block 60 in the embodiment of Fig. 2. Software component 97 may implement the functionality of block 70 in the embodiment of Fig. 2. Software component 98 and software component 99 may implement the functionality of block 80 in the embodiment of Fig. 2.

As a summary, by utilizing the ideas of the present disclosures, the interference suppression technique can be utilized properly and the cell capacity and UL cell throughput will be possible to increase.

APPENDIX A

Load without IC/IS

It is e.g. shown in prior art that without IC/IS, the load at the antenna connector is given by the noise rise, or rise over thermal, $RoT(t)$, defined by

$$RoT(t) = \frac{RTWP(t)}{N(t)}$$

where $N(t)$ is the thermal noise level as measured at the antenna connector. It remains to define what is meant with $RTWP(t)$. This relative measure is unaffected of any de-spreading applied. The definition used here is simply the Received Total Wideband Power:

$$RTWP(t) = \sum_{k=1}^{K} P_k(t) I_{N}^{k}(t) + N(t)$$

also measured at the antenna connector. Here $P_k(t)$ denotes the power as received from neighbor cells $N$ of the WCDMA system. As will be seen below, the major difficulty of any RoT estimation algorithm is to separate the thermal noise power from the interference from neighbor cells.

Another specific problem that needs to be addressed is that the signal reference points are, by definition at the antenna connectors. The measurements are however obtained after the analogue signal conditioning chain, in the digital receiver. The analogue signal conditioning chain does introduce a scale factor error of about 1 dB (1-sigma) that is difficult to compensate for. Fortunately, all powers of (2) are equally affected by the scale factor error so when (A1) is calculated, the scale factor error is cancelled as
In order to understand the fundamental problem of neighbor cell interference when performing load estimation, note that:

$$ I^N(t) + N(t) = E[I^N(t)] + E[N(t)] + \Delta I^N(t) + \Delta N(t), $$

where $E$ denotes mathematical expectation and where $\Delta$ denotes the variation around the mean. The fundamental problem can now be clearly seen. Since there are no measurements available in the node B that are related to the neighbor cell interference, a linear filtering operation can at best estimate the sum $E[I^N(t)] + E[N(t)]$. This estimate cannot be used to deduce the value of $E[N(t)]$. The situation is the same as when the sum of two numbers is available. Then there is no way to figure out the values of the individual numbers. This issue is analyzed rigorously for the RoT estimation problem in prior art where it is proved that the noise power floor is not mathematically observable.

### Sliding window algorithm

One RoT estimation algorithm according to prior art estimates the RoT, as given by (A1). The main problem solved by the estimation algorithm is the accurate estimation of the thermal noise floor $N(t)$. Since it is not possible to obtain exact estimates of this quantity due to the neighbor cell interference, the estimator therefore applies an approximation, by consideration of the soft minimum as computed over a relative long window in time.

It is important to understand that this estimation relies on the fact that the noise floor is constant over very long periods of time (disregarding the small temperature drift).

### Recursive algorithm

The sliding window algorithm of the above section has the disadvantage of requiring a large amount of storage memory. This becomes particularly troublesome in case a large number of instances of the algorithm is needed, as may be the case when IC/IS is introduced in the uplink.

To reduce the memory consumption a recursive algorithm has been disclosed in prior art. That algorithm reduces the memory requirements of the sliding window scheme discussed above at least by a factor of 100.

### Cell stability oriented load estimation algorithms in prior art

Some of the prior art cell stability load estimation functionality, exploits load factors for each user. In their simplest form the load factors are given by

$$ L_u = \frac{P_u}{RTWP} = \frac{(C/I)_u}{1 + (C/I)_u}, \quad u=1,...,U, $$

where $P_u$ is the power of user $u$. Load factors are then summed up, for each power controlled user. In this way the neighbor cell interference is not included in the resulting load measure. This is reasonable since the neighbor cell interference should not affect the own cell power control loop, at least not when first order effects are considered.

### IC with regeneration and subtraction

The conventional procedure to perform IC is summarized by the following steps:

- The channel of the interferer to be canceled is estimated. This is anyway needed.
- The transmitted signal of the interferer to be cancelled is decoded. This is anyway needed.
A replica of the received signal of the interferer to be cancelled is created, by use of the estimated channel and the decoded signal. This replica may e.g. be reconstructed as an IQ chip stream.

The replica of the interfering signal is subtracted from the received signal of the user to be decoded, thereby hopefully reducing the remaining power of the interferer to very low power levels.

It is important to observe that the effect of this procedure is different for different users, since an interferer is a user on its own. The consequence for load estimation is that there is no longer a uniform way to look on the interference of the WCDMA uplink - the load becomes individual for each user. Hence combining user interference to an uplink cell load is no longer trivial - rather it requires special measures disclosed below.

Finally, note that IC with regeneration and subtraction is more straightforward than with GRake+ (treated below) since there is no change of the scale factor for the thermal noise power floor. The consequence is that the RoT estimation algorithms are still applicable in this case, for each user, since a constant noise power level is estimated.

One difference with GRake+ as compared to conventional Rake, is that each user sees a reduced level of interference, immediately after the weight combining step. In GRake+, a covariance matrix \( \hat{R}_{\mu, u} \) with the order equal to the number of fingers is first estimated to capture the interference. The spreading codes not used by the present user \( u \) may be used in order to estimate \( \hat{R}_{u} \).

The GRake+ receiver uses the estimated covariance matrix that models the interference for computation of the combining weights for the users \( u, u = 1, \ldots, U \).

The effect of (B1) is that GRake+ essentially whitens the correlated interference and removes large spectral peaks from interferers at certain finger locations and for certain antenna elements.

Note that GRake+ is still a linear receiver. There is a related type of IS receiver for WCDMA which is also linear, denoted the chip equalizer. The difference between GRake+ and the chip equalizer is the order of certain basic operations. The consequence is that the present invention is applicable to the chip equalizer as well.

To see how load can be estimated taking account of the GRake+ IS gain, the powers after weight combining are studied at sufficient statistics level. First, it is assumed that the received signal of user \( u \) on code \( k \in \Omega_u \) is:

\[
y_{u,k} = h_{u,k} s_{u,k} + I_{u,k} + N_{u,k}, \quad u = 1, \ldots, U, \quad k = 1, \ldots, K
\]

where \( h_{u,k} \) is the net channel response of user \( u \) and \( s_{u,k} \) is the signal, \( I_{u,k} \) is the interference and \( N_{u,k} \) is the (thermal) noise signal (not power) and \( h_{u,k} \) is the net channel response of user \( u \). GRake+ then performs weight combining to get the sufficient statistics according to the equations:

\[
\hat{R}_{\mu, u} \hat{w}_{u} = \hat{h}_{u}, \quad u = 1, \ldots, U
\]

where \( \hat{h}_{u} \) is the net channel response of user \( u \) and where \( \hat{w}_{u} \) are the combining weights.

The effect of (B1) is that GRake+ essentially whitens the correlated interference and removes large spectral peaks from interferers at certain finger locations and for certain antenna elements.

Note that GRake+ is still a linear receiver. There is a related type of IS receiver for WCDMA which is also linear, denoted the chip equalizer. The difference between GRake+ and the chip equalizer is the order of certain basic operations. The consequence is that the present invention is applicable to the chip equalizer as well.

measurement of load after IS in G-rake+ and chip equalizers

Using equation (B3) it can be seen that the effect of the GRake+ weight combining is the same as if an artificial
received signal \( z_{u,k}^{G+} \) would be processed. Since these signals obviously reflect the weight combining and thereby the IS gains of the GRake+ receiver, \( z_{u,k}^{G+} \), \( u = 1, \ldots, U \), \( k = 1, \ldots, K \), is believed to be a relevant starting point for load estimation.

As stated above, the load estimator operates by processing of the RTWP and in the future possibly the received scheduled enhanced uplink power shared (RSEPS). For this reason, similar power signals need to be formed from the \( z_{u,k}^{G+} \), \( u = 1, \ldots, U \), \( k = 1, \ldots, K \), in order to reuse the load concept applied without IS.

Note that it is not clear if the proposed approach to reuse the load concept applied without IS is precise or optimal.

User powers associated with the GRake+ sufficient statistics

Squaring (B3) and assuming a low degree of correlation between its three terms, leads to:

\[
\begin{aligned}
\left| \tilde{z}_{u,k}^{G+} \right|^2 & \approx \hat{w}_u^H \hat{h}_u \hat{h}_u^H \hat{w}_u \left| s_{u,k} \right|^2 + \hat{w}_u^H \hat{I}_{u,k}^H \hat{w}_u + \hat{w}_u^H N_{u,k} N_{u,k}^H \hat{w}_u = S_{u,k}^{G+} + I_{u,k}^{G+} + N_{u,k}^{G+} , \\
& \quad u = 1, \ldots, U , \ k = 1, \ldots, K .
\end{aligned}
\]

(B5)

The rise over thermal, as seen by user \( u \) is now, by definition:

\[
R_{OT}^{G+} = \frac{S_{u}^{G+} + I_{u}^{G+} + N_{u}^{G+}}{N_{u}^{G+}}
\]

(B6)

\[
S_{u}^{G+} = \sum_{k \in \Omega_u} S_{u,k}^{G+}
\]

(B7)

\[
I_{u}^{G+} = \sum_{k} I_{u,k}^{G+}
\]

(B8)

\[
N_{u}^{G+} = \sum_{k} N_{u,k}^{G+}
\]

(B9)

Note that it is unclear how to distinguish between \( S_{u,k}^{G+} \), \( I_{u,k}^{G+} \) and \( N_{u,k}^{G+} \) for \( k \in \Omega_u \). The algorithm disclosed here avoids many of these problems, since both \( I_{u,k}^{G+} \) and \( N_{u,k}^{G+} \) are computed from other quantities. Note further that in (B5) \( S_{u,k}^{G+} = \hat{w}_u^H \hat{h}_u \hat{h}_u^H \hat{w}_u \left| s_{u,k} \right|^2 \), i.e. the power is expressed starting with the (transmitted) code power \( \left| s_{u,k} \right|^2 \). The same quantity \( S_{u,k}^{G+} \) can also be expressed starting with the antenna power \( \left| \tilde{w}_{u,k} \right|^2 = \hat{h}_u^H \hat{h}_u \left| s_{u,k} \right|^2 \), in which case \( S_{u,k}^{G+} = \hat{w}_u^H \hat{w}_u \left| \tilde{w}_{u,k} \right|^2 \). This latter setting is used in the link simulations used for validation of the concept. The algorithmic development that follows does however use the definitions (B5)-(B9).

Computation of \( S_{u}^{G+} \)

The signal power is computed directly from (B7). Using (B5) and (B7) then results in:
Note that computation of the signal energy $\hat{E}_{s,u}$ is quite intricate, including e.g. the involved beta factors.

**Computation of $N_{u}^{G+}$**

White noise power floor

The idea here is to rely on the baseline thermal noise power floor estimation algorithm to estimate the thermal noise power floor before any GRake+ processing. A main problem then arises since the thermal noise is scaled by $w_u$, when the sufficient statistics is evaluated. This means that the thermal noise power level will no longer appear constant.

The approach taken here to circumvent this problem builds on the calculation of the scale factor by which the thermal noise power is scaled. To compute this quantity, first note that when the wideband thermal noise power floor is estimated before GRake+ processing, e.g. with the baseline noise floor estimator, the following quantity is estimated:

\[
\hat{N} = \frac{1}{M} \sum_{M=1}^{M} \left( \hat{N}^{m} \cdot \hat{N}^{m} \right)
\]

where $N_0$ is the thermal noise power floor and where $m$ is the sample summation index. The power at the sufficient statistics signal processing point is however:

\[
\hat{N}^{G+} = \frac{1}{M} \sum_{M=1}^{M} \left( \hat{N}^{m} \cdot \hat{N}^{m} \right)
\]

The conclusion is that the thermal noise floor at the sufficient statistics signal point can be obtained from the noise floor estimate before GRake+ processing, by a multiplication with the scale factor:

\[
K_{u}^{G+} = \left( \hat{N} \right)^{H} \hat{N}, \quad u = 1, \ldots, U.
\]

This gives:

\[
N_{u}^{G+} = K_{u}^{G+} \hat{N}, \quad u = 1, \ldots, U.
\]

The computation of the scale factor requires an additional inner product for each user.

Colored noise power floor

This subsection discusses the case where the result of (B11) is replaced by the more general assumption:
\[
\frac{1}{M} \sum_{m=1}^{M} \sum_{k=1}^{K} N_{m,k}^H \left( N_{m,k} \right)^H \rightarrow KE \left[ N_{m,k}^H N_{m,k} \right] = K \frac{N_0}{N} \mathbf{R}_N = N_0 \mathbf{R}_N,
\] (B15)

i.e. the case when sampling is fast enough to reflect the shape of the uplink spectrum. In this case it follows that (B11) is transformed to:

\[
\hat{N} = \frac{1}{M} \sum_{m=1}^{M} \sum_{k=1}^{K} \left( N_{m,k} \right)^H N_{m,k} \rightarrow KE \left[ \left( N_{m,k} \right)^H N_{m,k} \right] = K tr \left[ E \left[ N_{m,k} \left( N_{m,k} \right)^H \right] \right] = N_0 tr \left( \mathbf{R}_N \right)
\] (B16)

Furthermore, (B12) is transformed into

\[
\hat{N}^{G^+} = N_0 tr \left( \hat{\mathbf{w}}_u^H \mathbf{R}_N \hat{\mathbf{w}}_u \right).
\] (B17)

The end result in this case is the scale factor:

\[
\kappa_u^{G^+} = \frac{tr \left( \hat{\mathbf{w}}_u^H \mathbf{R}_N \hat{\mathbf{w}}_u \right)}{tr \left( \mathbf{R}_N \right)}.
\] (B18)

**Computation of \( I_u^{G^+} \) using available SINRs**

The code power to interference ratio is:

\[
(C/I)_u^{G^+} = \frac{S_u^{G^+}}{I_u^{G^+} + N_u^{G^+}}, u = 1, \ldots, U.
\] (B19)

It can be noted that in (B19), all quantities except \( I_u^{G^+} \) have been computed, see (B12) and (B14). Using these quantities, (B19) can be solved for \( I_u^{G^+} \), giving:

\[
I_u^{G^+} = \frac{S_u^{G^+}}{(C/I)_u^{G^+}} - \kappa_u^{G^+} \hat{N}, u = 1, \ldots, U.
\] (B20)

The quantity \( (C/I)_u^{G^+} \) can be directly related to SINR. This is performed as:

\[
(C/I)_u^{G^+} = \frac{\left( \beta_{u,DPCH}^2 + \beta_{u,EDPCCH}^2 + n_{u,echo} \beta_{u,EDPCCH}^2 \right)}{\beta_{u,DPCH}^2 \beta_{u,EDPCCH} \cdot SF_{u,DPCH}} \cdot \frac{S_u^{G^+}}{S_u^{G^+} \cdot SF_{u,DPCH}} = \frac{\beta_{u,effective}^2}{SF_{u,DPCH}} \cdot \frac{S_u^{G^+}}{S_u^{G^+} \cdot SF_{u,DPCH}} = \frac{S_u^{G^+}}{S_u^{G^+} \cdot SF_{u,DPCH}} = \frac{S_u^{G^+}}{S_u^{G^+} \cdot SF_{u,DPCH}} \cdot \frac{S_u^{G^+}}{S_u^{G^+} \cdot SF_{u,DPCH}} = \frac{S_u^{G^+}}{S_u^{G^+} \cdot SF_{u,DPCH}}
\] (B21)

which gives:

\[
I_u^{G^+} = \frac{S_u^{G^+}}{(C/I)_u^{G^+}} - \kappa_u^{G^+} \hat{N} = \frac{SF_{u,DPCH}}{S_u^{G^+} \cdot SF_{u,DPCH}} \cdot \frac{S_u^{G^+}}{S_u^{G^+} \cdot SF_{u,DPCH}} - \kappa_u^{G^+} \hat{N}
\] (B22)
Computation of $R_{w}^{G^+}$

When (B10), (B 14) and (B22) are inserted in (B6), the end result becomes:

$$R_{w}^{G^+} = \frac{S_{w}^{G^+} + I_{w}^{G^+} + \kappa_{w}^{G^+} \hat{N}}{\kappa_{w}^{G^+} \hat{N}} = \frac{S_{w}^{G^+}}{\kappa_{w}^{G^+} \hat{N}} \left( 1 + \frac{SF_{w,DPCCH}}{\beta_{w,\text{effective}}^2} \frac{1}{\text{SINR}_{w}^{G^+}} \right), \quad u = 1, \ldots, U. \tag{B23}$$

These measures, for each user, are then combined into an uplink measure as outlined below. Note that (B23) provides some interesting insights. When SINR is high then the RoT for the user is essentially determined by the remaining own power of the user - the RoT then increases when the SINR gets worse.

Computation of RTWP and RSEPS equivalents

The computation of the equivalent of RTWP and RSEPS power, at the sufficient statistics signal point, is discussed next. It follows from (B23) that the equivalent of RTWP, seen by user $u$, becomes:

$$S_{u,\text{RTWP}}^{G^+} = S_{u}^{G^+} \left( 1 + \frac{SF_{w,DPCCH}}{\beta_{w,\text{effective}}^2} \frac{1}{\text{SINR}_{u}^{G^+}} \right), \quad u = 1, \ldots, U. \tag{B24}$$

The equivalent of RSEPS, as seen by user $u$, is therefore obtained by a summation over the RSEPS user codes, when still using $\hat{h}_{u}$ and $w_{u}$:

$$S_{u,\text{RSEPS}}^{G^+} = \sum_{u_{\text{RSEPS}}=1}^{U_{\text{RSEPS}}} S_{u_{\text{RSEPS}}}^{G^+}, \quad u = 1, \ldots, U \tag{B25}$$

where

$$S_{u_{\text{RSEPS}}}^{G^+} = \sum_{k \in \Omega_{u_{\text{RSEPS}}}} \sum_{k \in \Omega_{u_{\text{RSEPS}}}} \hat{w}_{u}^{H} \hat{h}_{u} \hat{h}_{u}^{H} \hat{w}_{u} \left| \sum_{k \in \Omega_{u_{\text{RSEPS}}}} S_{u_{\text{RSEPS}}} \right|^{2}$$

$$= \hat{w}_{u}^{H} \hat{h}_{u} \hat{h}_{u}^{H} \hat{w}_{u} \sum_{k \in \Omega_{u_{\text{RSEPS}}}} \left| \sum_{k \in \Omega_{u_{\text{RSEPS}}}} S_{u_{\text{RSEPS}}} \right|^{2}, \quad u_{\text{RSEPS}} = 1, \ldots, U_{\text{RSEPS}} \tag{B26}$$

Note again that the channel model of user $u$ is retained when summing over the codes of the RSEPS users.

Uplink load measures for GRake+

Averaged load measure

Averaging over all users using (B23), gives the uplink load measure:

$$\langle R_{w}^{G^+} \rangle = \frac{1}{U} \sum_{u=1}^{U} R_{w}^{G^+}, \tag{B27}$$

This measure may not be suitable since it does not capture the effect of users with poor IS gain, these users being more likely to cause instability by power increases. Similarly, the averaged RTWP and RSEPS measures become:

$$\langle S_{\text{RTWP}}^{G^+} \rangle = \frac{1}{U} \sum_{u=1}^{U} S_{u,\text{RTWP}}^{G^+} \tag{B28}$$
Worst case load measure

[0088] Rather than performing averaging a worst case approach may therefore be taken, where the averaging is replaced by a maximum operation. This means that the user that sees the maximum total load is used for load estimation purposes. This conservative approach could hence be motivated by cell stability arguments - however it may also be too conservative. The worst case load is defined by the equations:

\[
\begin{align*}
    u_{\max} &= \arg \max_u \left( \text{RoT}^{G+}_u \right) \\
    \max \left( \text{RoT}^{G+}_u \right) &= \text{RoT}^{G+}_{u_{\max}} \\
    \max \left( S^{G+}_{\text{RTWP}} \right) &= S^{G+}_{u_{\max \cdot \text{RTWP}}} \\
    \max \left( S^{G+}_{R\text{SPEPS}} \right) &= S^{G+}_{u_{\max \cdot \text{RSEPS}}} 
\end{align*}
\]  

Outage interference measure

[0089] A third alternative would be to sort the \( \text{RoT}^{G+}_u \) and then select the user corresponding to a selected percentile.

APPENDIX C

Reformulation of the measured RoT per user

[0090] In order to formulate the mathematical problem associated with the invention, the equation giving the RoT per user needs to be reformulated.

[0091] Towards this end, note that (26) gives

\[
\beta^2_{\text{u, effective}} = 1 + \frac{\beta^2_{u, EDPCCH} + n_{u, cold} \beta^2_{u, EDPCCH}}{\beta^2_{u, DPDCCH}} = 1 + \gamma_u, \quad u = 1, ..., U .
\]  

(C1)

[0092] Using (B10), (B13) and (C1) in (B23) gives the following expression for the RoT per user

\[
\text{RoT}^{G+}_u = \frac{S^{G+}_u + I^{G+}_u + \kappa^{G+}_u \hat{N}}{\kappa^{G+}_u \hat{N}} = \left( \frac{\hat{h}_u^H \hat{h}_u}{\hat{w}_u^H \hat{w}_u \hat{N}} \right)^2 \left( 1 + \frac{\text{SF}_{u, DPDCCH} \gamma_u}{\text{SINR}^{G+}_u} \right) , \quad u = 1, ..., U . \tag{C2}
\]

[0093] This expression depends on the channel \( \hat{h}_u \), the combining weights \( \hat{w}_u \), the total transmitted power from the UE \( E_{S,u} \), the noise floor \( \hat{N} \), a spreading factor \( \text{SF}_{u, DPDCCH} \), the granted data power \( \gamma_u \) and the SINR \( \text{SINR}^{G+}_u \), for the user at hand. Note that the hat has been removed from \( E_{S,u} \) since the objective is not to estimate but to compute this quantity for scheduling purposes. It can be noted that the total transmit power of the UE is
\[ E_{s,u} = (1 + \gamma_u) P_{u,\text{DPCCH}}(\gamma), \quad u = 1, \ldots, U, \]  
\[ \text{(C3)} \]

which results in the following expression when inserted in (C2):

\[ \text{RoT}_{u}^{G^*} = \frac{\hat{w}_u^H \hat{h}_u^H P_{u,\text{DPCCH}}(\gamma)}{\hat{w}_u^H \hat{w}_u N} \left( 1 + \gamma_u + SF_{u,\text{DPCCH}} \frac{1}{\text{SINR}_{u}^{G^*}} \right), \quad u = 1, \ldots, U. \]  
\[ \text{(C4)} \]

[0094] The expression (C4) puts the development in a position to couple the RoT to the grants, using the power control loop. Note that the nonlinear coupling of the Inner Loop Power Control (ILPC) makes the Dedicated Physical Control Channel (DPCCH) transmit power of a UE depend on the grant of all users \( (\gamma_u) \). The grant vector is defined by (C25) below.

Interference power after interference suppression

[0095] In order to come up with an expression for the interference power after GRAKE+ processing \( (I_{n,\text{neighbor}}^{G^*}) \) the simplifying assumption that the interference can be treated as generated by a white noise process is necessary.

[0096] Using this assumption the interference power after G-rake+ processing can be treated as the thermal noise power floor, resulting in:

\[ \hat{I}_{u}^{G^*} = \frac{1}{M} \sum_{m=1}^{M} \sum_{k=1}^{K} (\hat{w}_u^H I_{m}^{n,k})^H \hat{w}_u^H I_{m}^{n,k} = \frac{1}{M} \sum_{m=1}^{M} \text{tr} \left( (\hat{w}_u^H I_{m}^{n,k})^H \hat{w}_u^H I_{m}^{n,k} \right) \]

\[ = \frac{1}{M} \sum_{m=1}^{M} \sum_{k=1}^{K} \text{tr} \left( \hat{w}_u^H I_{m}^{n,k} \left( I_{m}^{n,k} \right)^H \hat{w}_u^H \right) = \frac{1}{M} \sum_{m=1}^{M} \sum_{k=1}^{K} \text{tr} \left( \hat{w}_u^H I_{m}^{n,k} \left( I_{m}^{n,k} \right)^H \hat{w}_u^H \right) u = 1, \ldots, U. \]  
\[ \text{(C5)} \]

[0097] Since the objective again is computations involving the interference power, the hats are removed, resulting in:

\[ I_{u}^{G^*} = \hat{w}_u^H \hat{w}_u I_{u}, \quad u = 1, \ldots, U. \]  
\[ \text{(C6)} \]

ILPC, RoT and grants

[0098] The assumption of this development is that the inner loop power control loop is closed after G-rake+ processing and that the control objective is to keep the \( \text{SINR}_{u}^{G^*} \) at the target value \( \text{SINR}_{u,\text{reference}}^{G^*} \). The target value can be considered constant since it changes slower than both grants and ILPC quantities. Define the following vector and matrix quantities:

\[ P_{\text{DPCCH}}^{G^*} = \left( P_{1,\text{DPCCH}}^{G^*} \quad \ldots \quad P_{U,\text{DPCCH}}^{G^*} \right)^T, \]  
\[ \text{(C7)} \]

\[ P_{\text{DPCCH}} = \left( P_{1,\text{DPCCH}} \quad \ldots \quad P_{U,\text{DPCCH}} \right)^T, \]  
\[ \text{(C8)} \]

\[ I^{G^*} = \left( I_{1}^{G^*} \quad \ldots \quad I_{U}^{G^*} \right)^T, \]  
\[ \text{(C9)} \]

\[ I = \left( I_{1} \quad \ldots \quad I_{U} \right)^T, \]  
\[ \text{(C10)} \]
\[ \hat{N}^G = (1 \ldots 1)^T \tilde{N}^G, \quad \text{(C11)} \]

\[ \hat{N} = (1 \ldots 1)^T \tilde{N}, \quad \text{(C12)} \]

\[
\begin{pmatrix}
\text{SINR}_{G+}^G & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & \text{SINR}_{G+}^G
\end{pmatrix}, \quad \text{(C13)}
\]

\[
\begin{pmatrix}
\text{SINR}_{G+}^G & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & \text{SINR}_{G+}^G
\end{pmatrix}, \quad \text{(C14)}
\]

\[
\begin{pmatrix}
\text{SF}_{1,DPCH}^G & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & \text{SF}_{U,DPCH}^G
\end{pmatrix}, \quad \text{(C15)}
\]

\[
\begin{pmatrix}
w_i^H w_i & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & w_U^H w_U
\end{pmatrix}, \quad \text{(C16)}
\]

\[
\begin{pmatrix}
|w_i^H h_i|^2 & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & |w_U^H h_U|^2
\end{pmatrix}, \quad \text{(C17)}
\]

[0099] It then follows from the definitions of C/I (B20), and SINR (B21), and (C1) that:

\[ I_{G+} = \text{SF}_{DPCH}^G \left( \text{SINR}_{G+}^G \right)^{-1} \text{P}_{DPCH}^{G+} - \tilde{N}^G. \quad \text{(C18)} \]

[0100] Noting that (B10) shows that

\[ \text{P}_{DPCH}^{G+} = W_{[w_i^H h_i]}^H \text{P}_{DPCH}^i, \quad \text{(C19)} \]

and that (B12) and (C6) imply:

\[ \hat{N}^G = W_{[w_i]}^H \hat{N}, \quad \text{(C20)} \]

\[ \hat{I}^G = W_{[w_i]}^H \bar{I}. \quad \text{(C21)} \]
Using the fact that the ILPC is assumed to operate correctly, i.e. that the SINR operating point equals the SINR reference and the fact that the loop is closed after G-rake+ processing, it follows that:

\[ I = W_{[w]}^{-1}SF_{DPCCH}^{\left(\text{SINR}_{\text{reference}}^G\right)}^{-1}W_{[w]h^1}P_{\text{DPCCH}} - \hat{N}. \]  

(C22)

It remains to relate the interference to the powers, to compute the equilibrium solution. Towards that end, it is noted that before the receiver:

\[ I = R(\gamma)H_{[h]}P_{\text{DPCCH}}, \]  

(C23)

where

\[ R(\gamma) = \begin{pmatrix}
\alpha_1(1 + \gamma_1) & 1 + \gamma_2 & 1 + \gamma_3 & \ldots & 1 + \gamma_U \\
1 + \gamma_1 & \alpha_2 (1 + \gamma_2) & 1 + \gamma_3 & \ldots & 1 + \gamma_U \\
1 + \gamma_1 & 1 + \gamma_2 & \alpha_3 (1 + \gamma_3) & \ldots & 1 + \gamma_U \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 + \gamma_1 & 1 + \gamma_2 & 1 + \gamma_3 & \ldots & \alpha_U (1 + \gamma_U)
\end{pmatrix}, \]  

(C24)

\[ \gamma = (\gamma_1 \ldots \gamma_U)^T, \]  

(C25)

\[ H_{[h]} = \begin{pmatrix}
|h_1|^2 & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & |h_U|^2
\end{pmatrix}. \]  

(C26)

Above, \( \alpha_u, u = 1, \ldots, U, \) denotes the self interference factors. Inserting (C23) into (C22) renders the following equation for the transmit powers:

\[ R(\gamma)H_{[h]}P_{\text{DPCCH}} = W_{[w]}^{-1}SF_{DPCCH}^{\left(\text{SINR}_{\text{reference}}^G\right)}^{-1}W_{[w]h^1}P_{\text{DPCCH}} - \hat{N}. \]  

(C27)

The solution is:

\[ P_{\text{DPCCH}} = \left(W_{[w]}^{-1}SF_{DPCCH}^{\left(\text{SINR}_{\text{reference}}^G\right)}^{-1}W_{[w]h^1} - R(\gamma)H_{[h]}\right)^{-1}\hat{N}. \]  

(C28)

With the DPCCH transmit powers computed in (C28), the RoT computation can be finalized by insertion of (C28) in a vectorized version of (C4). It is easy to see that the vectorized version of (C4) can be written as:

\[ \text{RoT}^G(\gamma) = \frac{1}{N} W_{[w]h^1}W_{[w]h^1}^{-1} \left( I + \text{diag}(\gamma) + SF_{DPCCH}^{\left(\text{SINR}_{\text{reference}}^G\right)}^{-1}P_{\text{DPCCH}} \right), \]  

(C29)

where \( I \) is the identity matrix, and where:
Combining (C12), (C28) and (C29) results in:

\[
\text{diag}(\gamma) = \begin{pmatrix}
\gamma_1 & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & \gamma_U
\end{pmatrix},
\]

(C30)

\[
\mathbf{SF}_{DFCCH} = \begin{pmatrix}
\mathbf{SF}_{1,DFCCH} & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & \mathbf{SF}_{U,DFCCH}
\end{pmatrix}.
\]

(C31)

\[
\text{RoT}^{G*}(\gamma) = \mathbf{W}_{|w|^2} W_{|w|^2}^{-1} \left( \mathbf{I} + \text{diag}(\gamma) + \mathbf{SF}_{DFCCH} \left( \text{SINR}^{G*}_{\text{reference}} \right)^{-1} \right)
\]

\[
\cdot \left( \mathbf{W}_{|w|^2}^{-1} \mathbf{SF}_{DFCCH} \left( \text{SINR}^{G*}_{\text{reference}} \right)^{-1} \mathbf{W}_{|w|^2} \mathbf{R}(\gamma) + \mathbf{H}_{|w|^2} \right)^{-1} \mathbf{1},
\]

where \( \mathbf{1} \) is a vector of ones, c.f. (C12). As can be seen the RoT is a nonlinear function of the grants.

**APPENDIX D**

Example 1 of scheduling calculations

The formulation of the problem to be solved:

Maximize the sum of the granted powers (these are approximately proportional to the bit rates), while keeping the prescribed RoT.

This is expressed as:

\[
\max_{\gamma} \text{trace} \left( \text{diag}(\gamma) \right),
\]

(D1)

subject to:

\[
\text{RoT}^{G*}(\gamma) = \mathbf{W}_{|w|^2}^{-1} \mathbf{W}_{|w|^2}^{-1} \left( \mathbf{I} + \text{diag}(\gamma) + \mathbf{SF}_{DFCCH} \left( \text{SINR}^{G*}_{\text{reference}} \right)^{-1} \right)
\]

\[
\cdot \left( \mathbf{W}_{|w|^2}^{-1} \mathbf{SF}_{DFCCH} \left( \text{SINR}^{G*}_{\text{reference}} \right)^{-1} \mathbf{W}_{|w|^2} \mathbf{R}(\gamma) + \mathbf{H}_{|w|^2} \right)^{-1} \mathbf{1} \leq \text{RoT}^{G*}_{\text{max}} \mathbf{1}
\]

(D2)

To solve the problem (D1) - (D2) standard algorithms from optimization theory, see e.g. D. G. Luenberger, Linear and Nonlinear Programming, 2:nd ed., Addison Wesley, 1984, can be used. The problem (D1)-(D2) is a problem with a linear criterion, subject to a nonlinear inequality constraint. Such problems can e.g. be solved by techniques detailed in the book by Luenberger. Examples include the active set method (section 11.3), the gradient projection method (section 11.4), the barrier method (section 12.2) and the cutting plane method (section 13.6).

Example 2 of scheduling calculations

The formulation of the problem to be solved:
Select the granted powers (these are approximately proportional to the bit rates) so that the RoT for all users achieve the maximum RoT. The all users are worst case users which should represent a case with high bit rates.

This is expressed as:

\[
\text{RoT}^{G^*}(\gamma) = \frac{W}{w|h|^2} W^{-1} \left( I + \text{diag}(\gamma) + SF_{DPCCH} \left( \text{SINR}^{G^*}_{\text{reference}} \right)^{-1} \right)
\]

\[
\cdot \left( W_{w|h|^2}^{-1} SF_{DPCCH} \left( \text{SINR}^{G^*}_{\text{reference}} \right)^{-1} W_{w|h|^2} - R(\gamma)H_{|h|^2} \right)^{-1} 1 = \text{RoT}_{\text{max}}\cdot 1 \tag{D3}
\]

To solve the problem (D3), a system of nonlinear equations needs to be solved for \( \gamma \). Again the book by Luenberger advises many methods, e.g. the steepest descent and the Newton method, see sections 7.6 and 7.8, respectively.

**ABBRVIATIONS**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CQI</td>
<td>Channel Quality Indicator</td>
</tr>
<tr>
<td>DL</td>
<td>DownLink</td>
</tr>
<tr>
<td>DPCCH</td>
<td>Dedicated Physical Control CHannel</td>
</tr>
<tr>
<td>EUL</td>
<td>Enhanced UpLink</td>
</tr>
<tr>
<td>GRake</td>
<td>Generalized Rake</td>
</tr>
<tr>
<td>IC</td>
<td>Interference Cancellation</td>
</tr>
<tr>
<td>ILPC</td>
<td>Inner Loop Power Control</td>
</tr>
<tr>
<td>I/O</td>
<td>Input/ output</td>
</tr>
<tr>
<td>IS</td>
<td>Interference Suppression</td>
</tr>
<tr>
<td>RoT</td>
<td>Rise-over-Thermal</td>
</tr>
<tr>
<td>RSEPS</td>
<td>Received Scheduled Enhanced uplink Power Shared</td>
</tr>
<tr>
<td>RTWP</td>
<td>Received Total Wideband Power</td>
</tr>
<tr>
<td>SINR</td>
<td>Signal-to-Interference-and-Noise Ratio</td>
</tr>
<tr>
<td>UE</td>
<td>User Equipment</td>
</tr>
<tr>
<td>UL</td>
<td>UpLink</td>
</tr>
<tr>
<td>WCDMA</td>
<td>Wideband Code Division Multiple Access</td>
</tr>
</tbody>
</table>

**Claims**

1. A method for load scheduling in a wideband code division multiple access communication system (1) utilizing GRake equalizing radio reception, comprising the steps of:

   estimating (210) channel estimates of present received uplink digital radio signals (11) for a plurality of users;
   establishing (220) combining weights for a GRake equalizing reception for said present received uplink digital radio signals (11);
   predicting (230) function parameters of a predicted future load measure function, said predicted future load measure function being a function of individual grants of said plurality of users;
   said step of predicting function parameters being based on at least said estimated channel estimates and said established combining weights, taking sensitivity for interference suppression provided by said GRake equalizing for each of said plurality of users into account, and adapting said predicted function parameters for changed load equilibrium levels caused by said individual grants of said plurality users;
   selecting (240) a set of grants for the users giving a required set of user future loads for said predicted future load measure function defined by said predicted function parameters; and
   scheduling (250) uplink load according to said selected set of grants.

2. The method according to claim 1, characterized by the further step of extrapolating said channel estimates to a
The method according to claim 1 or 2, characterized by the further step of extrapolating said combining weights to a future application time, said application time being a time when a present uplink load scheduling is assumed to be applied.

4. The method according to any of the claims 1 to 3, characterized in that said step of selecting a set of grants comprises optimizing of a criterion function being dependent on said individual grants, and selecting the individual grants giving said optimization as said set of grants for the users.

5. The method according to claim 4, characterized in that said optimization is performed under a constraint relation involving said user future loads for said predicted future load measure function of individual grants.

6. The method according to any of the claims 1 to 5, characterized in that said future load measure function is defined as:

\[
\text{RoT}^G(\gamma) = W_{\gamma h} W^{-1} \left( I + \text{diag}(\gamma) + \text{SF}_{\text{DPCCH}} \left( \text{SINR}^{G+} \right) \right)^{-1} \left( W_{\gamma h}^H \text{SF}_{\text{DPCCH}} \left( \text{SINR}^{G+} \right) \right)^{-1} W_{\gamma h} h_n R(\gamma) H_{[h]}^2 I;
\]

where function parameter \( W_{\gamma h} \) is a diagonal matrix with diagonal elements of \( |h_n|^2 \), \( n = 1 \ldots U \), where \( U \) is the number of said plurality of users, \( w_n \) is the combining weight, possibly predicted, of user \( n \), \( h_n \) is the channel estimate, possibly predicted, of user \( n \);

where function parameter \( W_{\gamma h} \) is a diagonal matrix with diagonal elements of \( W_{\gamma h}^H W_{\gamma h} \), \( n = 1 \ldots U \);

where \( I \) is the identity matrix;

where \( \text{diag}(\gamma) \) is a diagonal matrix with the individual grants \( \gamma_n, n = 1 \ldots U \) of said plurality of users as diagonal elements;

where function parameter \( \text{SF}_{\text{DPCCH}} \) is a diagonal matrix with the scrambling factors of a dedicated physical control channel of said plurality of users as diagonal elements;

where function parameter \( \text{SINR}^{G+} \) is a reference signal to interference and noise ratio after application of GRake equalizing for said plurality of users as diagonal elements;

where:

\[
R(\gamma) = \begin{pmatrix}
\alpha_1 (1 + \gamma_1) & 1 + \gamma_2 & 1 + \gamma_3 & \ldots & 1 + \gamma_U \\
1 + \gamma_1 & \alpha_2 (1 + \gamma_2) & 1 + \gamma_3 & \ldots & 1 + \gamma_U \\
1 + \gamma_1 & 1 + \gamma_2 & \alpha_3 (1 + \gamma_3) & \ldots & 1 + \gamma_U \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 + \gamma_1 & 1 + \gamma_2 & 1 + \gamma_3 & \ldots & \alpha_U (1 + \gamma_U)
\end{pmatrix},
\]

where function parameters \( \alpha_n, n = 1 \ldots U \) are self interference factors of said plurality of users;

where function parameter \( H_{[h]}^2 \) is a diagonal matrix with diagonal elements of \( |h_n|^2 \), \( n = 1 \ldots U \); and

where \( 1 \) is a vector of ones.

7. A scheduler arrangement (40) in a wideband code division multiple access communication system (1) utilizing GRake equalizing radio reception, comprising:

a channel estimator (50), configured for estimating channel estimates of present received uplink digital radio signals (11) for a plurality of users;
an equalizer (60), configured for establishing combining weights for a GRake equalizing receiver for said present received uplink digital radio signals (11);
a predictor (70), connected to said channel estimator (50) and said equalizer (60), and configured for predicting function parameters of a predicted future load measure function, said predicted future load measure function being a function of individual grants of said plurality of users;
said predictor (70) being configured for performing said predicting of said function parameters based on at least said estimated channel estimates and said established combing weights, taking sensitivity for interference suppression provided by said GRake equalizing receiver for each of said plurality of users into account, and adapting said predicted function parameters for changed load equilibrium levels caused by said individual grants of said plurality users; and
a scheduler (80), connected to said predictor (70), and configured for selecting a set of grants for the users giving a required set of user future loads for said predicted future load measure function defined by said predicted function parameters;
said scheduler (80) being further configured for scheduling uplink load according to said selected set of grants.

8. The scheduler arrangement according to claim 7, characterized in that said predictor (70) is further configured for extrapolating said channel estimates to a future application time, said application time being a time when a present uplink load scheduling is assumed to be applied.

9. The scheduler arrangement according to claim 7 or 8, characterized by said predictor (70) is further configured for extrapolating said combining weights to a future application time, said application time being a time when a present uplink load scheduling is assumed to be applied.

10. The scheduler arrangement according to any of the claims 7 to 9, characterized in that said scheduler (80) is further configured for optimizing a criterion function being dependent on said individual grants, and for selecting the individual grants giving said optimization as said set of grants for the users.

11. The scheduler arrangement according to claim 10, characterized in that said scheduler (80) is further configured for performing said optimization under a constraint relation involving said user future loads for said predicted future load measure function of individual grants.

12. The scheduler arrangement according to any of the claims 7 to 11, characterized in that said predictor (70) is configured to use said future load measure function defined as:

\[
RoT^G^+ (\gamma) = W_{|w|}\frac{W^{-1}}{|w|} \left( I + \text{diag}(\gamma) + SF_{\text{DPCCCH}} \left( \text{SINR}_{\text{reference}}^G^+ \right)^{-1} \right)^{-1} \left( W^{-1}_{|w|} \cdot SF_{\text{DPCCCH}} \left( \text{SINR}_{\text{reference}}^G^+ \right)^{-1} W_{|w|} \right)^{1} \left( W_{|w|}^{H} h_{n} \right)^{2} \]

where function parameter \(W_{|w|}\) is a diagonal matrix with diagonal elements of \(\left| w_{n}^{H} h_{n} \right|^{2}\), where \(U\) is the number of said plurality of users, \(w_{n}\) is the combining weight, possibly predicted, of user \(n\), \(h_{n}\) is the channel estimate, possibly predicted, of user \(n\);

where function parameter \(W_{|w|}\) is a diagonal matrix with diagonal elements of \(w_{n}^{H} w_{n}\), where \(I\) is the identity matrix;

where \text{diag}(\gamma) is a diagonal matrix with the individual grants \(y_{n} = 1...U\) of said plurality of users as diagonal elements;

where function parameter \(SF_{\text{DPCCCH}}\) is a diagonal matrix with the scrambling factors of a dedicated physical control channel of said plurality of users as diagonal elements;

where function parameter \(\text{SINR}_{\text{reference}}^G^+\) is a reference signal to interference and noise ratio after application of GRake equalizing for said plurality of users as diagonal elements;

where:
where function parameter $\alpha_n, n = 1...U$ are self interference factors of said plurality of users; where function parameter $H_{|h|^2}$ is a diagonal matrix with diagonal elements of $|h_n|^2, n = 1...U$; and where $1$ is a vector of ones.

13. A node $B$ (30) in a wideband code division multiple access communication system (1) utilizing GRake equalizing radio receivers, said node $B$ comprising a scheduler arrangement (40) according to any of the claims 7 to 12.
wobei der Funktionsparameter $W_{|wHh|^2}$ eine Diagonalmatrix mit Diagonalelementen aus $n = 1...U$ ist, wobei $U$ die Anzahl der Vielzahl von Benutzern ist, $w$, das möglicherweise vorhergesagte Kombinationsgewicht von Benutzer $n$ ist, $h_n$ die möglicherweise vorhergesagte Kanalschätzung von Benutzer $n$ ist;

wobei der Funktionsparameter $W_{|w|^2}$ eine Diagonalmatrix mit Diagonalelementen aus $n = 1...U$ ist;

wobei $I$ die Identitätsmatrix ist;

wobei $\text{diag}(\gamma)$ eine Diagonalmatrix mit den Einzelbeihilfen $\gamma_n$, $n = 1...U$ der Vielzahl von Benutzern als Diagonalelemente ist;

wobei der Funktionsparameter $SF_{\text{DPCCCH}}$ eine Diagonalmatrix mit den Scrambling-Faktoren eines zugehörigen physikalischen Steuerkanals der Vielzahl von Benutzern als Diagonalelemente ist;

wobei der Funktionsparameter $\text{SINR}_{\text{Bezug}}^{G+}$ ein Bezugsignal zum Stör- und Rauschverhältnis nach Anwendung von GRake-Entzerren für die Vielzahl von Benutzern als Diagonalelemente ist;

wobei die Funktionsparameter $\alpha_n$, $n = 1...U$ Selbststörfaktoren der Vielzahl von Benutzern sind;

wobei der Funktionsparameter $H_{|h|^2}$ eine Diagonalmatrix mit Diagonalelementen aus $|h_n|^2$, $n = 1...U$ ist; und

wobei $1$ ein Vektor aus Einsen ist.

7. Scheduler-Anordnung (40) in einem Breitband-Codemultiplex-Vielfachzugriff-Kommunikationssystem (1), das einen entzerrenden GRake-Funkempfang verwendet, umfassend:

- einen Kanalschätzer (50), der konfiguriert ist, Kanalschätzungen von vorhandenen empfangenen digitalen Uplink-Funksignalen (11) für die Vielzahl von Benutzern zu schätzen;
- einen Entzerrer (60), der konfiguriert ist, Kombinationsgewichte für einen entzerrenden GRake-Empfänger für die vorhandenen empfangenen digitalen Uplink-Funksignale (11) festzulegen;
- einen Vorhersager (70), der mit dem Kanalschätzer (50) und dem Entzerrer (60) verbunden und konfiguriert ist, Funktionsparameter einer vorhergesagten zukünftigen Lastmessfunktion vorherzusagen, wobei die vorhergesagte zukünftige Lastmessfunktion eine Funktion von Einzelbeihilfen der Vielzahl von Benutzern ist; und
- einen Scheduler (80), der mit dem Vorhersager (70) verbunden ist, und konfiguriert, um einen Satz von Beihilfen für die Benutzer auszuwählen, die einen erforderlichen Satz von zukünftigen Benutzerlasten für die vorherge-
sagte zukünftige Lastmessfunktion geben, die durch die vorhergesagten Funktionsparameter definiert sind; wobei der Scheduler (80) ferner konfiguriert ist, Uplink-Last gemäß dem ausgewählten Satz von Beihilfen zu planen.

8. Scheduler-Anordnung nach Anspruch 7, **daher gekennzeichnet, dass** der Vorhersager (70) ferner konfiguriert ist, die Kanalschätzungen auf eine zukünftige Anwendungszeit zu extrapolieren, wobei die Anwendungszeit eine Zeit ist, zu der angenommen wird, dass ein Plan einer vorhandenen Uplink-Last angewandt wird.

9. Scheduler-Anordnung nach Anspruch 7 oder 8, **daher gekennzeichnet, dass** der Vorhersager (70) ferner konfiguriert ist, die Kombinationsgewichte auf eine zukünftige Anwendungszeit zu extrapolieren, wobei die Anwendungszeit eine Zeit ist, zu der angenommen wird, dass ein Plan einer vorhandenen Uplink-Last angewandt wird.

10. Scheduler-Anordnung nach einem der Ansprüche 7 bis 9, **daher gekennzeichnet, dass** der Scheduler (80) ferner konfiguriert ist, eine Kriteriumsfunktion, die von den Einzelbeihilfen abhängt, zu optimieren, und die Einzelbeihilfen, die die Optimierung als den Satz der Beihilfen für die Benutzer geben, auszuwählen.

11. Scheduler-Anordnung nach Anspruch 10, **daher gekennzeichnet, dass** der Scheduler (80) ferner konfiguriert ist, die Optimierung unter einer eingeschränkten Beziehung durchzuführen, unter Einbeziehung der zukünftigen Benutzerlasten für die vorhergesagte zukünftige Lastmessfunktion von Einzelbeihilfen.

12. Scheduler-Anordnung nach einem der Ansprüche 7 bis 11, **daher gekennzeichnet, dass** der Vorhersager (70) ferner konfiguriert ist, die zukünftige Lastmessfunktion, die wie folgt definiert ist, zu verwenden:

\[
\text{Rot}^{G+}(\gamma) = W_{\|wH_h\|^2}^{-1} \left( I + \text{diag}(\gamma) + \text{SF}_\text{DFCCH} \left( \text{SINR}_{\text{Bezug}}^{G+} \right)^{-1} \right) \\
\cdot \left( W_{\|w\|^2}^{-1} \cdot \text{SF}_\text{DFCCH} \left( \text{SINR}_{\text{Bezug}}^{G+} \right)^{-1} \cdot W_{\|wH_h\|^2}^{-1} - R(\gamma)H_{\|h\|^2}^{-1} \right)^{-1} W_{\|wH_h\|^2}^{-1} h_n^{\text{H}} W_n^{\text{H}} \]
wobei die Funktionsparameter $\alpha_n, n = 1...U$ Selbststärkelfaktoren der Vielzahl von Benutzer sind; wobei der Funktionsparameter $H_{\text{Rake}}$ eine Diagonalmatrix mit Diagonalelementen aus $|h_n|^2, n = 1...U$ ist; und wobei $1$ ein Vektor aus Einsen ist.


Revendications

1. Procédé de planification de charge dans un système de communication à accès multiple par répartition en code à large bande (1) utilisant une réception radio à égalisation en râteau généralisé, GRake, comportant les étapes ci-dessous consistant à :

   - estimer (210) des estimations de canal de signaux radio numériques de liaison montante présents reçus (11) pour une pluralité d’utilisateurs ;
   - établir (220) des pondérations de combinaison pour une réception à égalisation GRake pour lesdits signaux radio numériques de liaison montante présents reçus (11) ;
   - prédire (230) des paramètres de fonction d’une fonction de mesure de charge future prédite, ladite fonction de mesure de charge future prédite étant une fonction d’octrois individuels de ladite pluralité d’utilisateurs ;
   - ladite étape de prédiction de paramètres de fonction étant basée sur au moins lesdites estimations de canal estimées et lesdites pondérations de combinaison établies, en prenant en compte la sensibilité pour la suppression du brouillage fournie par ladite égalisation GRake pour chacun de ladite pluralité d’utilisateurs, et en adaptant lesdits paramètres de fonction prédits pour des niveaux d’équilibre de charge modifiés occasionnés par lesdits octrois individuels de ladite pluralité d’utilisateurs ;

2. Procédé selon la revendication 1, caractérisé par l’étape supplémentaire consistant à extrapoler lesdites estimations de canal à un temps d’application futur, ledit temps d’application étant un temps où une planification de charge de liaison montante est supposée être appliquée.

3. Procédé selon la revendication 1 ou 2, caractérisé par l’étape supplémentaire consistant à extrapoler lesdites pondérations de combinaison à un temps d’application futur, ledit temps d’application étant un temps où une planification de charge de liaison montante est supposée être appliquée.

4. Procédé selon l’une quelconque des revendications 1 à 3, caractérisé en ce que ladite étape de sélection d’un ensemble d’octrois comporte l’étape consistant à optimiser une fonction de critère qui est dépendante desdits octrois individuels, et l’étape consistant à sélectionner les octrois individuels donnant ladite optimisation en tant que ledit ensemble d’octrois pour les utilisateurs.

5. Procédé selon la revendication 4, caractérisé en ce que ladite optimisation est mise en oeuvre en vertu d’une relation de contrainte impliquant lesdites fonctions de mesure de charge futures d’utilisateurs pour ladite fonction de mesure de charge future prédite d’octrois individuels.
6. Procédé selon l’une quelconque des revendications 1 à 5, caractérisé en ce que ladite fonction de mesure de charge future est définie comme suit :

\[
\text{RoT}^G(\gamma) = W_{[w^T h^T]2}^{-1} \left[ (I + \text{diag}(\gamma)) + \text{SF}_{\text{DPCCH}} \left( \text{SINR}_{\text{reference}}^G \right)^{-1} \right]^{-1} \left[ W_{[w^T h^T]2}^{-1} \text{SF}_{\text{DPCCH}} \left( \text{SINR}_{\text{reference}}^G \right)^{-1} W_{[w^T h^T]2} - R(\gamma)H_{[h^T]}^2 \right]^{-1} I;
\]

où le paramètre de fonction \( W_{[w^T h^T]2} \) est une matrice diagonale avec des éléments diagonaux de \( w_n^T h_n \), \( n = 1, ..., U \) où «U» est le nombre de ladite pluralité d’utilisateurs, \( w \) est la pondération de combinaison, éventuellement prédite, de l’utilisateur \( n \), \( h_n \) est l’estimation de canal, éventuellement prédite, de l’utilisateur \( n \) ;

où le paramètre de fonction \( W_{[w^T h^T]2} \) est une matrice diagonale avec des éléments diagonaux de \( w_n^T w_n \), \( n = 1, ..., U \) ;

où «I» est la matrice identité ;

où \( \text{diag}(\gamma) \) est une matrice diagonale avec les octrois individuels \( \gamma_n \), \( n = 1, ..., U \) de ladite pluralité d’utilisateurs en tant qu’éléments diagonaux ;

où le paramètre de fonction \( \text{SF}_{\text{DPCCH}} \) est une matrice diagonale avec les facteurs d’embrouillage d’un canal de commande physique dédié de ladite pluralité d’utilisateurs en tant qu’éléments diagonaux ;

où le paramètre de fonction \( \text{SINR}_{\text{reference}}^G \) est un rapport « signal de référence sur brouillage plus bruit » après l’application de l’égalisation GRake pour ladite pluralité d’utilisateurs en tant qu’éléments diagonaux ;

où :

\[
R(\gamma) = \begin{pmatrix}
\alpha_1 (1 + \gamma_1) & 1 + \gamma_2 & 1 + \gamma_3 & \ldots & 1 + \gamma_U \\
1 + \gamma_1 & \alpha_2 (1 + \gamma_2) & 1 + \gamma_3 & \ldots & 1 + \gamma_U \\
1 + \gamma_1 & 1 + \gamma_2 & \alpha_3 (1 + \gamma_3) & \ldots & 1 + \gamma_U \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 + \gamma_1 & 1 + \gamma_2 & 1 + \gamma_3 & \ldots & \alpha_U (1 + \gamma_U)
\end{pmatrix},
\]

où les paramètres de fonction \( \alpha_n \), \( n = 1, ..., U \) sont des facteurs d’auto-brouillage de ladite pluralité d’utilisateurs ;

où le paramètre de fonction \( H_{[h^T]}^2 \) est une matrice diagonale avec des éléments diagonaux de \( h_n^2 \), \( n = 1, ..., U \); et où 1 est un vecteur de valeurs unitaires.

7. Agencement de planificateur (40) dans un système de communication à accès multiple par répartition en code à large bande (1) utilisant une réception radio à égalisation en râteau généralisé, GRake, comportant :

un estimateur de canal (50), configuré de manière à estimer des estimations de canal de signaux radio numériques de liaison montante présents reçus (11) pour une pluralité d’utilisateurs ;

un égalisateur (60), configuré de manière à établir des pondérations de combinaison pour un récepteur à égalisation GRake pour lesdits signaux radio numériques de liaison montante présents reçus (11) ;

un prédicteur (70), connecté audit estimateur de canal (50) et audit égalisateur (60), et configuré de manière à prédire des paramètres de fonction d’une fonction de mesure de charge future prédite, ladite fonction de mesure de charge future prédite étant une fonction d’octrois individuels de ladite pluralité d’utilisateurs ;

un planificateur (80), connecté audit prédicteur (70), et configuré de manière à sélectionner un ensemble d’octrois.
pour les utilisateurs donnant un ensemble requis de charges futures d’utilisateurs pour ladite fonction de mesure de charge future prédite définie par lesdits paramètres de fonction prédits ; et
ledit planificateur (80) étant en outre configuré de manière à planifier une charge de liaison montante selon ledit ensemble d’octrois sélectionné.

8. Agencement de planificateur selon la revendication 7, caractérisé en ce que ledit prédicteur (70) est en outre configuré de manière à extrapoler lesdites estimations de canal à un temps d’application futur, ledit temps d’application étant un temps où une planification de charge de liaison montante présente est supposée être appliquée.

9. Agencement de planificateur selon la revendication 7 ou 8, caractérisé en ce que ledit prédicteur (70) est en outre configuré de manière à extrapoler lesdites pondérations de combinaison à un temps d’application futur, ledit temps d’application étant un temps où une planification de charge de liaison montante présente est supposée être appliquée.

10. Agencement de planificateur selon l’une quelconque des revendications 7 à 9, caractérisé en ce que ledit prédicteur (70) est en outre configuré de manière à extrapoler lesdites estimations de canal à un temps d’application futur, ledit temps d’application étant un temps où une planification de charge de liaison montante présente est supposée être appliquée pour les utilisateurs.

11. Agencement de planificateur selon la revendication 10, caractérisé en ce que ledit planificateur (80) est en outre configuré de manière à mettre en oeuvre ladite optimisation en vertu d’une relation de contrainte impliquant lesdites charges futures d’utilisateurs pour ladite fonction de mesure de charge future prédite d’octrois individuels.

12. Agencement de planificateur selon l’une quelconque des revendications 7 à 11, caractérisé en ce que ledit planificateur (80) est en outre configuré de manière à utiliser ladite fonction de mesure de charge future définie comme suit :

\[
\text{RoT}^{G^+} = W_{[w^I h^I]} W^{-1} (\text{I + diag}(\gamma) + SF_{\text{DPCCH}} (\text{SINR}_{\text{reference}})^{-1})^{-1} \cdot W^{-1} \cdot SF_{\text{DPCCH}} (\text{SINR}_{\text{reference}})^{-1} \cdot W_{[w^I h^I]}^2 \cdot R(\gamma) \cdot h |_{n=1...U}
\]

où le paramètre de fonction \( W_{[w^I h^I]} \) est une matrice diagonale avec des éléments diagonaux \( n = 1...U \), où « U » est le nombre ladite pluralité d’utilisateurs, \( w_n \) est la pondération de combinaison, éventuellement prédite, de l’utilisateur \( n \), \( h_n \) est l’estimation de canal, éventuellement prédite, de l’utilisateur \( n \) ;

où le paramètre de fonction \( W_{[w^I h^I]} \) est une matrice diagonale avec des éléments diagonaux \( n = 1...U \) ; où « I » est la matrice identité ;

où \( \text{diag}(\gamma) \) est une matrice diagonale avec les octrois individuels \( \gamma_n \), \( n = 1,...,U \) de ladite pluralité d’utilisateurs en tant qu’éléments diagonaux ;

où le paramètre de fonction \( SF_{\text{DPCCH}} \) est une matrice diagonale avec les facteurs d’embrouillage d’un canal de commande physique dédié de ladite pluralité d’utilisateurs en tant qu’éléments diagonaux ;

où le paramètre de fonction \( \text{SINR}_{\text{reference}}^{G^+} \) est un rapport « signal de référence sur brouillage plus bruit » après l’application de l’égalisation GRake pour ladite pluralité d’utilisateurs en tant qu’éléments diagonaux ;

où :

\[
R(\gamma) = \begin{pmatrix}
\alpha_1 (1 + \gamma_1) & 1 + \gamma_2 & 1 + \gamma_3 & \ldots & 1 + \gamma_U \\
1 + \gamma_1 & \alpha_2 (1 + \gamma_2) & 1 + \gamma_3 & \ldots & 1 + \gamma_U \\
1 + \gamma_1 & 1 + \gamma_2 & \alpha_3 (1 + \gamma_3) & \ldots & 1 + \gamma_U \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 + \gamma_1 & 1 + \gamma_2 & 1 + \gamma_3 & \ldots & \alpha_U (1 + \gamma_U)
\end{pmatrix}
\]
où les paramètres de fonction $\alpha_n$, $n = 1, \ldots, U$ sont des facteurs d’auto-brouillage de ladite pluralité d’utilisateurs ;
où le paramètre de fonction $H_{lep}$ est une matrice diagonale avec des éléments diagonaux de $|h_n|^2$, $n = 1, \ldots, U$ ; et
où $1$ est un vecteur de valeurs unitaires.

13. Station « Node B » (30) dans un système de communication à accès multiple par répartition en code à large bande
(1) utilisant des récepteurs radio à égalisation GRake, ladite station « Node B » comportant un agencement de
planificateur (40) selon l’une quelconque des revendications 7 à 12.
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