The disclosure relates to controlling operations of a display apparatus 100 using a remote controller 200 that detects user motion in a three-dimensional space and transmits the detected motion of the user in the three-dimensional space to thereby determine commands corresponding to the detected motion of the user.

FIG. 1
Description

Exemplary embodiments of present disclosure generally relate to a display apparatus and a method for controlling the display apparatus. More particularly, the exemplary embodiments relate to a display apparatus controlled by an external remote controller and a method for controlling the display apparatus.

Recently, a device for receiving a user's input to a display device (hereafter, referred to as a user input device) may include an optical mouse, a touch panel, a motion sensor, and the like. In particular, the user input device becomes intelligent and enhanced to improve the user's convenience.

Meanwhile, TVs and monitors are advancing to multi-function smart display devices including Internet capability. Particularly, a 3D display device is invigorated and corresponding contents or Graphical User Interface (GUI) is demanded.

However, while the display devices, such as a TV or a monitor, become large, smart, multi-functional, and three-dimensional, the user input device lacks the capability to catch up with the user input environment of the display device.

To address such a situation, a touch panel and a motion sensing remote controller are used. Disadvantageously, the user needs to get close to the large screen to use the touch panel and hold the remote controller in a hand to use the motion sensing remote controller.

Aspects of the exemplary embodiments are provided to solve the above-mentioned and/or other problems and disadvantages. Exemplary embodiments provide a display apparatus for receiving a remote controller signal from a remote controller, which detects a user motion in a three dimensional space defined by a plurality of sensor arrays arranged in three axis directions, controlling the display device according to the user motion in the three dimensional space, and a method for controlling the display apparatus.

Additional aspects of the exemplary embodiments will be set forth in part in the description which follows and, in part, will be obvious from the description, or may be learned by practice.

According to one aspect, the invention provides a display apparatus including a receiving unit that receives a signal from a remote controller, the signal indicating a user motion detected by the remote controller in a three-dimensional space defined by a plurality of sensor arrays arranged in three axis directions of the three-dimensional space; and a control unit that performs a control operation to control the display apparatus according to the signal indicating the user motion in the three-dimensional space.

The display apparatus may further include a Graphical User Interface (GUI) generation unit that generates a GUI; and a display unit that displays the GUI. The control unit controls the GUI generation unit and the display unit to change the GUI displayed on the display unit according to attributes of the user motion of the three-dimensional space detected by the remote controller and received in the signal from the remote controller, and the attributes of the user motion include at least one of a motion direction, a motion distance, a motion speed, and a motion pattern.

The display apparatus may further include a GUI generation unit that generates a GUI represented in two dimensions; and a display unit that displays the GUI and a cursor. The control unit moves the cursor displayed on the GUI according to a user motion of two axis directions in the three-dimensional space, and selects an item of the GUI pointed to by the cursor according to a user motion of a remaining axis direction other than the two axis directions.

When the item of the GUI is selected, the control unit adjusts a setting value of the item according to user motion of one axis direction in the user motion of the three axis directions.

When the item is a volume control menu and the volume control menu is selected, the control unit increases a volume of the display apparatus as the user motion of the one axis direction moves in a first direction, and decreases the volume of the display apparatus as the user motion of the one axis direction moves in a second direction that is opposite the first direction.

When the item is a channel change menu and the channel change menu is selected, the control unit increases a channel of the display apparatus as the user motion of the one axis direction moves in a first direction, and decreases the channel of the display apparatus as the user motion of the one axis direction moves in a second direction that is opposite the first direction.

The display apparatus may further include a GUI generation unit that generates a three-dimensional GUI; and a display unit that displays the three-dimensional GUI. The control unit may change a display status of the three-dimensional GUI according to the user motion of the three-dimensional space detected by the remote controller and received in the signal from the remote controller, and select a menu displayed in the three-dimensional GUI.

The control unit may detect a center sensor or an outermost sensor in each axis direction based on locations of sensors for detecting the user motion with respect to each of the plurality of the sensor arrays, and determine the user motion according to a location of the detected center sensor or outermost sensor.

The display apparatus may further include a coordinate calculation unit that calculates a motion coordinate value of a user in the three-dimensional space according to the signal received from the remote controller. The control unit confirms the user motion according to the motion coordinate value calculated by the coordinate calculation unit.

The plurality of the sensor arrays may have different operating frequencies.

According to another aspect, the invention pro-
vides a method of controlling a display apparatus includes receiving a signal from a remote controller, the signal indicating a user motion detected by the remote controller in a three-dimensional space defined by a plurality of sensor arrays arranged in three axis directions of the three-dimensional space; and controlling the display apparatus according to the signal indicating the user motion in the three-dimensional space.

[0019] The controlling may include changing display of a Graphical User Interface (GUI) displayed on a display of the display apparatus according to attributes of the user motion of the three-dimensional space detected by the remote controller and received in the signal from the remote controller, and the attributes of the user motion may include at least one of a motion direction, a motion distance, a motion speed, and a motion pattern.

[0020] The controlling may further include moving a cursor displayed on a two-dimensional GUI according to a user motion of two axis directions in the three-dimensional space, and selecting an item of the two-dimensional GUI pointed to by the cursor according to a user motion of a remaining axis direction.

[0021] The controlling may further include when the item of the GUI is selected, adjusting a setting value of the item according to user motion of one axis direction in the user motion of the three axis directions.

[0022] When the item is a volume control menu, the controlling may further include when the volume control menu is selected, increasing a volume of the display apparatus as the user motion of the one axis direction moves in a first direction and decreasing the volume of the display apparatus as the user motion of the one axis direction moves in a second direction that is opposite the first direction.

[0023] When the item is a channel change menu, the controlling may further include when the channel change menu is selected, increasing a channel of the display apparatus as the user motion of the one axis direction moves in a first direction, and decreasing the channel of the display apparatus as the user motion of the one axis direction moves in a second direction that is opposite the first direction.

[0024] The controlling may further include changing a display status of a three-dimensional GUI according to the user motion of the three-dimensional space detected by the remote controller and received in the signal from the remote controller, and selecting a menu displayed in the three-dimensional GUI.

[0025] The controlling may include detecting a center sensor or an outermost sensor in each axis direction based on locations of sensors detecting the user motion with respect to each of the plurality of the sensor arrays, and determining the user motion according to a location of the detected center sensor or outermost sensor.

[0026] The method may further include calculating a motion coordinate value of a user in the three-dimensional space according to the signal received from the remote controller. The controlling confirms the user motion according to the calculated motion coordinate value.

[0027] The plurality of the sensor arrays may have different operating frequencies.

[0028] In at least preferred embodiments, the invention provides a remote controller including a sensing unit that senses user motion in a three-dimensional space defined by a plurality of sensor arrays arranged in three axis directions of the three-dimensional space; and a remote controller signal transmitting unit that transmits a signal indicating the sensed user motion to a display apparatus.

[0029] The sensing unit may include first and second sensing units, respectively, arranged in a matrix form and connected by a hinge each other, and the first and second sensing units are rotated based on the hinge to open and close the remote controller.

[0030] The plurality of the sensor arrays may have different operating frequencies.

[0031] These and/or other aspects of the exemplary embodiments will become apparent and more readily appreciated from the following description of the exemplary embodiments, taken in conjunction with the accompanying drawings of which:

FIG. 1 is a diagram of a display system according to an exemplary embodiment;
FIG. 2 is a block diagram of a display apparatus according to an exemplary embodiment;
FIGS. 3A and 3B are diagrams of a method for calculating a coordinate value according to an exemplary embodiment;
FIG. 4 is a block diagram of a remote controller according to an exemplary embodiment;
FIGS. 5A and 5B are diagrams of a method for adjusting a volume using the remote controller according to an exemplary embodiment;
FIGS. 6A and 6B are diagrams of a method for changing a channel using the remote controller according to an exemplary embodiment;
FIG. 7 is a diagram of a three-dimensional GUI controlled by the remote controller according to an exemplary embodiment;
FIG. 8 is a flowchart of a method for controlling the display apparatus according to an exemplary embodiment; and
FIG. 9 is a diagram of a remote controller usable as a keyboard according to an exemplary embodiment.

[0032] Reference will now be made in detail to the exemplary embodiments, examples of which are illustrated in the accompanying drawings, wherein like reference numerals refer to the like elements throughout. The exemplary embodiments are described below to explain the concepts of the disclosure by referring to the figures.

[0033] FIG. 1 is a diagram of a display system 10 according to an exemplary embodiment. As shown in FIG. 1, the display system 10 includes a display apparatus 100 for displaying an input video, and a remote controller 200 for receiving a user command.
The display apparatus 100 processes videos input from various sources and displays the processed videos to a user. In particular, the display apparatus 100 performs an operation according to a remote controller signal received from the external remote controller 200, which shall be explained in detail by referring to FIGS. 2 through 7.

Herein, the display apparatus 100 can be implemented using, but not limited to, a TV, a monitor, a projection, a notebook, and the like. The display apparatus 100 can include a three-dimensional (3D) display function to create a 3D image and a 3D Graphical User Interface (GUI).

The remote controller 200 detects a user’s motion through one or more sensor arrays. In more detail, the remote controller 200 detects the user’s motion in a three-dimensional space defined by a coverage area of the sensor arrays, using the sensor arrays arranged in three axis directions.

In so doing, the remote controller 200 can detect the user’s motion in the three-dimensional space using the sensor arrays arranged in two sides, by way of example as shown in FIG. 1. It is noted that the remote controller 200 can detect the user’s motion in the three-dimensional space using the sensor arrays arranged in three, four, or five sides.

The remote controller 200 generates a remote controller signal including the user motion information in the three-dimensional space detected by the sensor arrays, and sends the remote controller signal to the external display apparatus 100.

Hence, by detecting the user’s motion in the three-dimensional space defined by the sensor arrays, the user can control the display apparatus 100 more intuitively.

Now, the display apparatus 100 and the remote controller 200 are described in more detail by referring to FIGS. 2, 3, and 4.

FIG. 2 is a block diagram of the display apparatus 100 according to an exemplary embodiment. As shown in FIG. 2, the display apparatus 100 includes a video input unit 110, a video processing unit 120, a display unit 130, a control unit 140, a GUI generation unit 150, a coordinate calculation unit 170, and a remote controller signal receiving unit 160.

The video input unit 110 receives video signals from various sources (not shown). In detail, the video input unit 110 can receive the video signal from an external device (DVD, set-top box, etc.) connected wirelessly or by wire to the display apparatus, and may receive a broadcasting signal from a broadcasting station or a satellite.

The video processing unit 120 performs signal processing, such as video decoding and video scaling, to the input video signal. The video processing unit 120 outputs the processed video signal to the display unit 130, or compresses and stores the video signal in a storage unit (not shown).

The display unit 130 outputs the video signal processed by the video processing unit 120. The display unit 130 can display a GUI generated by the GUI generation unit 150 together with the processed video.

The GUI generation unit 150 generates the GUI for the user. The GUI generated by the GUI generation unit 150 can be displayed as an On Screen Display (OSD) menu in the screen. The GUI generation unit 150 can generate not only a two-dimensional GUI but also a three-dimensional GUI. The GUI generated by the GUI generation unit 150 shall be explained later.

The remote controller signal receiving unit 160 receives the remote controller signal from the external remote controller 200. The remote controller signal includes information relating to the user motion detected in the three-dimensional space defined by the plurality of the sensor arrays, using the sensor arrays arranged in the three axis directions. Herein, the remote controller signal includes on/off information of sensors of the sensor arrays.

The coordinate calculation unit 170 calculates coordinate values of the three-dimensional space using the remote controller signal received from the remote controller signal receiving unit 160. In detail, the coordinate calculation unit 170 calculates the plurality of the coordinate values in the three-dimensional space for the user motion, using the on/off information of the sensors contained in the remote controller signal.

Under control of the control unit 140, the coordinate calculation unit 170 can detect a center sensor or an outermost sensor in each axis direction based on the locations of the sensors detecting the user motion with respect to the plurality of the sensor arrays, and output the coordinate values for the user motion according to the location of the detected sensor.

That is, as shown in FIG. 3A, the coordinate calculation unit 170 can output a median value for each axis among the calculated coordinates, as the coordinate value for the user motion. Alternatively, as shown in FIG. 3B, the coordinate calculation unit 170 can output a maximum value for each axis among the calculated coordinates, as the coordinate value for the user motion. Those output values are mere examples, and a combination of the median value and the maximum value can be output as the coordinate value for the user motion. For example, the x and y axes can output the median value and the z axis can output the maximum value, as the coordinate value for the user motion.

The control unit 140 controls the operations of the display apparatus 100 according to signals received from the remote controller corresponding to a user command input through the remote controller 200.

More specifically, the control unit 140 controls the display apparatus 100 using the information of the user motion detected in the three-dimensional space defined by the plurality of the sensor arrays received from the remote controller 200.

In further detail, the control unit 140 controls the
GUI generation unit 150 to change the display of the GUI according to attributes of the user motion in the three-dimensional space. In so doing, the attributes of the user motion can include at least one of a motion direction, a motion distance, a motion speed, and a motion pattern. Example, when the user’s motion in the three-dimensional space moves in the z axis direction, the control unit 140 can adjust the GUI size according to the user’s motion direction. When the motion moves in the positive direction based on the z axis, the control unit 140 can control the GUI generation unit 150 to increase the GUI size. When the motion moves in the negative direction based on the z axis, the control unit 140 can control the GUI generation unit 150 to decrease the GUI size. Besides, the display of the GUI can be changed using the motion distance, the motion speed, and the motion pattern.

The control unit 140 can control the GUI generation unit 150 to generate the two-dimensional GUI and a cursor represented in the two dimensions, move the cursor in the two-dimensional GUI according to the user motion in the two axis directions of the three-dimensional space, and select a menu pointed to by the cursor according to the user motion of the remaining direction. For example, the control unit 140 can move the cursor in the two-dimensional GUI by detecting the user motion in the x and y axis directions, and select the menu pointed to by the cursor in the two-dimensional GUI by detecting the user motion in the z axis direction. In so doing, when detecting the reciprocating user motion in the z axis direction or detecting the user motion over a preset distance in the z axis direction, the control unit 140 can select the menu.

When the menu is selected, the control unit 140 can adjust a setting value of the menu according to the user motion of one axis direction, among the user motion of the three axis directions. For example, after the menu is selected, upon detecting the user motion in the positive x axis direction, the control unit 140 can control to increase the setting value. When detecting the user motion in the negative x axis direction, the control unit 140 can control to decrease the setting value.

The control unit 140 can control the GUI generation unit 150 to generate the three-dimensional GUI, change the display state of the three-dimensional GUI according to the user motion in the three-dimensional space, and select the menu, which shall be explained by referring to FIG. 7.

FIG. 4 depicts the remote controller 200 according to an exemplary embodiment. As shown in FIG. 4, the remote controller 200 for detecting the user motion in the three-dimensional space, includes a sensing unit 210, a remote controller signal generation unit 220, and a remote controller signal transmitting unit 230. The user motion can be detected through an index finger of the user or a bar-shaped sensing device.

The sensing unit 210 includes the plurality of the sensing arrays arranged in the plurality of the sides.
in the three-dimensional space, and moves the cursor to the volume control menu 510, as shown in FIG. 5A.

[0070] When determining the continuous reciprocating motion in the z axis direction or determining the user motion over a preset distance in the z axis direction while the cursor stays in the volume control menu 510, the display apparatus 100 selects the volume control menu 510.

[0071] When the volume control menu 510 is selected, the display apparatus 100 removes the volume control menu 510 and the channel change menu 520 and generates a volume status control GUI 530, as shown in FIG. 5B, which may be a submenu of the volume control menu 510.

[0072] When detecting the user motion in the positive x axis direction while the volume status control GUI is generated, the display apparatus 100 raises the volume corresponding to the distance of the detected user motion. When detecting the user motion in the negative x axis direction, the display apparatus 100 lowers the volume corresponding to the distance of the detected user motion.

[0073] FIGS. 6A and 6B depict a method for changing a channel using the remote controller 200 according to an exemplary embodiment.

[0074] As shown in FIG. 6A, the display apparatus 100 generates and displays the volume control menu 510 and the channel change menu 520 in the display screen.

[0075] The display apparatus 100 detects the motion of the x and y axis directions in the user's motion detected in the three-dimensional space, and moves the cursor to the channel change menu 520 as shown in FIG. 6A.

[0076] When determining the continuous reciprocating motion in the z axis direction or determining the user motion over a preset distance in the z axis direction while the cursor stays in the channel change menu 520, the display apparatus 100 selects the channel change menu 520.

[0077] When the channel change menu 520 is selected, the display apparatus 100 removes the volume control menu 510 and the channel change menu 520 and generates a GUI 540 including information informing that the channel can be changed, as shown in FIG. 6B.

[0078] When detecting the user motion in the positive x axis direction while the GUI 540 including the channel changeable information is generated, the display apparatus 100 changes the channel in a first direction. When detecting the user motion in the negative x axis direction, the display apparatus 100 can change the channel in a direction opposite of the first direction. For example, when detecting the user motion in the negative x axis direction while a channel No. 11 (HD MBC) is displayed, as shown in FIG. 6A, the display apparatus 100 changes the channel to a channel No. 9 (HD KBS1) by decreasing the channel number.

[0079] Meanwhile, the detected motion of the user along the x, y and z axes used to move the cursor, to select the menu, and to change the setting are merely exemplary in FIGS. 5A through 6B, and other axes can be used to move the cursor and to modify the setting. For example, the display apparatus 100 can move the cursor using the x and z axes, select the menu using the y axis, and modify the setting using the x axis.

[0080] While the setting is modified by detecting the direction or the distance of the user motion in the exemplary embodiments, the setting can be altered using the speed or the pattern of the user motion.

[0081] While the volume control and the channel change are described in FIGS. 5A through 6B, the exemplary embodiments are applicable to change any setting value of the display apparatus 100 using the GUI.

[0082] FIG. 7 depicts a method for controlling the three-dimensional GUI according to an exemplary embodiment. As shown in FIG. 7, the three-dimensional GUI includes menus in an XY plane 710, menus in an XZ plane 720, and menus in a YZ plane 730. The planes 710, 720 and 730 can include different menus respectively. For example, the XY plane 710 can include a channel setting menu, the XZ plane 720 can include a sound setting menu, and the YZ plane 730 can include a screen setting menu.

[0083] To point to the menu in the XY plane 710, the display apparatus 100 can move the cursor by detecting the user motion of the x and y axis directions, and select the menu pointed by the cursor by detecting the user motion of the z axis direction.

[0084] Likewise, to point to the menu in the XZ plane 720, the display apparatus 100 can move the cursor by detecting the user motion of the x and z axis directions, and select the menu pointed by the cursor by detecting the user motion of the y axis direction.

[0085] Likewise, to point to the menu in the YZ plane 730, the display apparatus 100 can move the cursor by detecting the user motion of the y and z axis directions, and select the menu pointed by the cursor by detecting the user motion of the x axis direction.

[0086] When the user's motion has a particular pattern, the display apparatus 100 can change the locations of the XY plane 710, the XZ plane 720, and the YZ plane 730. For example, when the user motion rotates in the X-Y axis direction, the display apparatus 100 can change the locations of the XY plane 710, the XZ plane 720, and the YZ plane 730.

[0087] Meanwhile, the display apparatus 100 can control the GUI using other operations in FIGS. 5A through 7. For example, when detecting a particular user motion, the display apparatus 100 can change the locations of the menus in the respective planes of the three-dimensional GUI. When detecting a particular user motion, the display apparatus 100 can change the three-dimensional GUI to the two-dimensional GUI.

[0088] While the display apparatus 100 controls the GUI according to the user motion in the three-dimensional space by way of example in FIGS. 5A through 7, the display apparatus 100 can control other operations and/or capabilities of the display apparatus 100. For ex-
ample, upon detecting a particular user motion in the three-dimensional space, the display apparatus 100 can control to turn off the display apparatus 100. When detecting a particular user motion in the three-dimensional space, the display apparatus 100 can change a connection source of the display apparatus 100, or may change its mode.

[0089] Now, a method for controlling the display apparatus 100 using the remote controller 200 for detecting the user motion in the three-dimensional space is explained by referring to FIG. 8.

[0090] FIG. 8 is a flowchart of a method for controlling the display apparatus 100 according to an exemplary embodiment.

[0091] The display apparatus 100 receives the remote controller signal from the remote controller 200 which detects the user motion in the three-dimensional space defined by the plurality of the sensor arrays (S810). In so doing, the remote controller signal includes the information relating to the user motion in the three-dimensional space through the plurality of the sensor arrays arranged in the plurality of the sides. In more detail, the remote controller signal includes the on/off information of the plurality of the sensors arranged in the three-dimensional planes.

[0092] Upon receiving the remote controller signal from the remote controller 200, the display apparatus 100 can perform the control operation corresponding to the user motion in the three-dimensional space contained in the remote controller signal (S820). In detail, the display apparatus 100 can generate or control the GUI according to the user motion of the three-dimensional space, and operations of the display apparatus 100. For example, the display apparatus 100 can change the display of the generated GUI, and select or adjust the GUI according to the user motion of the three-dimensional space as shown in FIGS. 2 through 7.

[0093] At this time, the user motion can include the direction, the speed, the distance, and the pattern of the user motion.

[0094] As set forth above, by controlling the display apparatus 100 using the remote controller 200 which detects the user motion in the three-dimensional space, the user can intuitively and easily control the display apparatus 100.

[0095] The exemplary embodiments may be embodied by an apparatus, for example a television, that includes a bus coupled to every unit of the apparatus, at least one processor (e.g., central processing unit, microprocessor, etc.) that is connected to the bus for controlling the operations of the apparatus to implement the above-described functions and executing commands, and a memory connected to the bus to store the commands, received messages, and generated messages.

[0096] As will be understood by the skilled artisan, the exemplary embodiments may be implemented by any combination of software and/or hardware components, such as a Field Programmable Gate Array (FPGA) or Application Specific Integrated Circuit (ASIC), which performs certain tasks. A unit or module may advantageously be configured to reside on the addressable storage medium and configured to execute on one or more processors or microprocessors. Thus, a unit or module may include, by way of example, components, such as software components, object-oriented software components, class components and task components, processes, functions, attributes, procedures, subroutines, segments of program code, drivers, firmware, microcode, circuitry, data, databases, data structures, tables, arrays, and variables. The functionality provided for in the components and units may be combined into fewer components and units or modules or further separated into additional components and units or modules.

[0097] Although a few exemplary embodiments have been shown and described, it would be appreciated by those skilled in the art that changes may be made in these exemplary embodiments without departing from the invention, the scope of which is defined in the claims.

Claims

1. A display apparatus comprising:

   a receiving unit for receiving a remote controller signal from a remote controller, the signal indicating a user motion detected by the remote controller in a three-dimensional space defined by a plurality of sensor arrays arranged in three axis directions; and

   a control unit for performing a control operation to control the display apparatus according to the user motion in the three-dimensional space.

2. The display apparatus of claim 1, further comprising:

   a Graphical User Interface (GUI) generation unit for generating a GUI; and

   a display unit for displaying the GUI,

   wherein the control unit controls the GUI generation unit and the display unit to change display of the GUI according to attributes of the user motion of the three-dimensional space, and

   the attributes of the user motion comprise at least one of a motion direction, a motion distance, a motion speed, and a motion pattern.

3. The display apparatus of claim 1, further comprising:

   a GUI generation unit for generating a GUI represented in two dimensions; and

   a display unit for displaying the GUI and a cursor,

   wherein the control unit moves the cursor on the GUI according to a user motion of two axis directions in
the three-dimensional space, and selects a menu pointed to by the cursor according to a user motion of one remaining axis direction.

4. The display apparatus of claim 3, wherein, when the menu is selected, the control unit adjusts a setting value of the menu according to the user motion of one axis direction in the user motion of the three axis directions.

5. The display apparatus of claim 4, wherein, when the menu is a volume control menu and the volume control menu is selected, the control unit increases a volume of the display apparatus as the user motion of the one axis direction moves in a first direction, and decreases the volume of the display apparatus as the user motion of the one axis direction moves in a second direction.

6. The display apparatus of claim 4, wherein, when the menu is a channel change menu and the channel change menu is selected, the control unit increases a channel of the display apparatus as the user motion of the one axis direction moves in a first direction, and decreases the channel of the display apparatus as the user motion of the one axis direction moves in a second direction.

7. The display apparatus of claim 1, further comprising:

- a GUI generation unit for generating a three-dimensional GUI;
- a display unit for displaying the three-dimensional GUI,

wherein the control unit changes a display status of the three-dimensional GUI according to the user motion of the three-dimensional space, and selects a menu.

8. The display apparatus of any one of claims 1 to 7, wherein the control unit detects a center sensor or an outermost sensor in each axis direction based on locations of sensors detecting the user motion with respect to each of the plurality of the sensor arrays, and determines the user motion according to a location of the detected sensor.

9. The display apparatus of any one of claims 1 to 7, further comprising:

- a coordinate calculation unit for calculating a motion coordinate value of a user in the three-dimensional space according to the signal received from the remote controller,

wherein the control unit confirms the user motion according to the motion coordinate value calculated by the coordinate calculation unit.

10. The display apparatus of any one of claims 1 to 9, wherein the plurality of the sensor arrays different operating frequencies.

11. A method for controlling a display apparatus comprising:

- receiving a remote controller signal from a remote controller, the signal indicating a user motion detected by the remote controller in a three-dimensional space defined by a plurality of sensor arrays arranged in three axis directions; and
- performing a control operation to control the display apparatus according to the user motion in the three-dimensional space.

12. The method of claim 11, wherein the performing step comprises:

- changing display of a Graphical User Interface (GUI) according to attributes of the user motion of the three-dimensional space, and
- the attributes of the user motion comprise at least one of a motion direction, a motion distance, a motion speed, and a motion pattern.

13. The method of claim 11 or 12, wherein the performing step further comprises:

- moving a cursor on a two-dimensional GUI according to a user motion of two axis directions in the three-dimensional space, and selecting a menu pointed to by the cursor according to a user motion of one remaining axis direction.

14. The method of claim 13, wherein the performing step further comprises:

- when the menu is selected, adjusting a setting value of the menu according to the user motion of one axis direction in the user motion of the three axis directions.

15. The method of claim 14, wherein the performing step further comprises:

- when the menu is a volume control menu and the volume control menu is selected, increasing a volume of the display apparatus as the user motion of the one axis direction moves in a first direction, and decreasing the volume as the user motion of the one axis direction moves in a second direction; and
- when the menu is a channel change menu and the channel change menu is selected, increasing a channel of the display apparatus as the
user motion of the one axis direction moves in a first direction, and decreasing the channel as the user motion of the one axis direction moves in a second direction.
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