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Description

Field of the Invention

[0001] The present invention relates to non-volatile memory.

Description of the Related Art

[0002] Semiconductor memory has become increasingly popular for use in various electronic devices. For example, non-volatile semiconductor memory is used in cellular telephones, digital cameras, personal digital assistants, mobile computing devices, non-mobile computing devices and other devices. Electrically Erasable Programmable Read Only Memory (EEPROM) and flash memory are among the most popular non-volatile semiconductor memories. With flash memory, also a type of EEPROM, the contents of the whole memory array, or a portion of the memory, can be erased in one step, in contrast to the traditional, full-featured EEPROM.

[0003] Both the traditional EEPROM and the flash memory utilize a floating gate that is positioned above and insulated from a channel region in a semiconductor substrate. The floating gate is positioned between the source and drain regions. A control gate is provided over the floating gate. The threshold voltage (V_{TH}) of the transistor thus formed is controlled by the amount of charge that is retained on the floating gate. That is, the minimum amount of voltage that must be applied to the control gate before the transistor is turned on to permit conduction between its source and drain is controlled by the level of charge on the floating gate.

[0004] Some EEPROM and flash memory devices have a floating gate that is used to store two ranges of charges and, therefore, the memory element can be programmed/erased between two states, e.g., an erased state and a programmed state. Such a flash memory device is sometimes referred to as a binary flash memory device because each memory element can store one bit of data.

[0005] A multi-state (also called multi-level) flash memory device is implemented by identifying multiple distinct allowed/valid programmed threshold voltage ranges. Each distinct threshold voltage range corresponds to a predetermined value for the set of data bits encoded in the memory device. For example, each memory element can store two bits of data when the element can be placed in one of four discrete charge bands corresponding to four distinct threshold voltage ranges.

[0006] Typically, a program voltage V_{PGM} applied to the control gate during a program operation is applied as a series of pulses that increase in magnitude over time. In one possible approach, the magnitude of the pulses is increased with each successive pulse by a predetermined step size, e.g., 0.2-0.4 V. V_{PGM} can be applied to the control gates of flash memory elements. In the periods between the program pulses, verify operations are carried out. That is, the programming level of each element of a group of elements being programmed in parallel is read between successive programming pulses to determine whether it is equal to or greater than a verify level to which the element is being programmed. For arrays of multi-state flash memory elements, a verification step may be performed for each state of an element to determine whether the element has reached its data-associated verify level. For example, a multi-state memory element capable of storing data in four states may need to perform verify operations for three compare points.

[0007] Moreover, when programming an EEPROM or flash memory device, such as a NAND flash memory device in a NAND string, typically V_{PGM} is applied to the control gate and the bit line is grounded, causing electrons from the channel of a cell or memory element, e.g., storage element, to be injected into the floating gate. When electrons accumulate in the floating gate, the floating gate becomes negatively charged and the threshold voltage of the memory element is raised so that the memory element is considered to be in a programmed state. More information about such programming can be found in U.S. Patents 6,859,397 and 6,917,542.

[0008] However, one issue which continues to be problematic is program disturb. Program disturb can occur at inhibited NAND strings during programming of other NAND strings, and sometimes at the programmed NAND string itself. Program disturb occurs when the threshold voltage of an unselected non-volatile storage element is shifted due to programming of other non-volatile storage elements. Program disturb can occur on previously programmed storage elements as well as erased storage elements that have not yet been programmed. Multi-pass programming techniques can reduce program disturb by programming storage elements more gradually. However, programming time is increased. US 2003/0002348 A1 describes a multi-pass programming technique.

SUMMARY OF THE INVENTION

[0009] The present invention addresses the above and other issues by providing a programming technique which reduces program disturb in a non-volatile storage system while also reducing programming time. The invention is defined by claims 1 and 12.

[0010] Corresponding methods, systems and computer- or processor- readable storage devices for performing the methods provided herein may be provided.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] FIG. 1 is a top view of a NAND string.

[0012] FIG. 2 is an equivalent circuit diagram of the NAND string of FIG. 1.

[0013] FIG. 3 is a block diagram of an array of NAND flash storage elements.

[0014] FIG. 4 depicts a cross-sectional view of a NAND string formed on a substrate.
The present invention provides a programming technique which reduces program disturb in a non-volatile storage system while also reducing programming time.

One example of a memory system suitable for implementing the present invention uses the NAND flash memory structure, which includes arranging multiple transistors in series between two select gates. The transistors in series and the select gates are referred to as a NAND string.

FIG. 1 is a top view showing one NAND string. FIG. 2 is an equivalent circuit thereof. The NAND string depicted in FIGs. 1 and 2 includes four transistors, 100, 102, 104 and 106, in series and sandwiched between a first select gate 120 and a second select gate 122. Select gate 120 gates the NAND string connection to bit line 126. Select gate 122 gates the NAND string connection to source line 128. Select gate 120 is controlled by applying the appropriate voltages to control gate 120CG. Select gate 122 is controlled by applying the appropriate voltages to control gate 122CG. Each of the transistors 100, 102, 104 and 106 has a control gate and a floating gate. Transistor 100 has control gate 100CG and floating gate 100FG. Transistor 102 includes control gate 102CG and floating gate 102FG. Transistor 104 includes control gate 104CG and floating gate 104FG. Transistor 106 includes a control gate 106CG and floating gate 106FG. Control gate 100CG is connected to (or is) word line WL3, control gate 102CG is connected to word line WL2, control gate 104CG is connected to word line WL1, and control gate 106CG is connected to word line WL0. In one embodiment, transistors 100, 102, 104 and 106 are each storage elements, also referred to as memory cells. In other embodiments, the storage elements may include multiple transistors or may be different than that depicted in FIGs. 1 and 2. Select gate 120 is connected to select line SGD. Select gate 122 is connected to select line SGS.
WL1 is connected to the control gates for storage elements 325, 345 and 365. Word line WL0 is connected to the control gates for storage elements 326, 346 and 366. As can be seen, each bit line and the respective NAND string comprise the columns of the array or set of storage elements. The word lines (WL3, WL2, WL1 and WL0) comprise the rows of the array or set. Each word line connects the control gates of each storage element in the row. Or, the control gates may be provided by the word lines themselves. For example, word line WL2 provides the control gates for storage elements 324, 344 and 364. In practice, there can be thousands of storage elements on a word line.

[0037] Each storage element can store data. For example, when storing one bit of digital data, the range of possible threshold voltages (V_{TH}) of the storage element is divided into two ranges which are assigned logical data “1” and “0.” In one example of a NAND-type flash memory, the V_{TH} is negative after the storage element is erased, and defined as logic “1.” The V_{TH} after a program operation is positive and defined as logic “0.” When the V_{TH} is negative and a read is attempted, the storage element will turn on to indicate logic “1” is being stored. When the V_{TH} is positive and a read operation is attempted, the storage element will not turn on, which indicates that logic “0” is stored. A storage element can also store multiple levels of information, for example, multiple bits of digital data. In this case, the range of V_{TH} value is divided into the number of levels of data. For example, if four levels of information are stored, there will be four V_{TH} ranges assigned to the data values “11”, “10”, “01”, and “00.” In one example of a NAND-type memory, the V_{TH} after an erase operation is negative and defined as “11.” Positive V_{TH} values are used for the states of “10”, “01”, and “00.” The specific relationship between the data programmed into the storage element and the threshold voltage range of the element depends upon the data encoding scheme adopted for the storage elements. For example, U.S. Patents 6,222,762 and 7,237,074 describe various data encoding schemes for multi-state flash storage elements.

[0038] Relevant examples of NAND-type flash memories and their operation are provided in U.S. Patent Nos. 5,386,422, 5,570,315, 5,774,397, 6,046,935, 6,456,528 and 6,522,580.

[0039] When programming a flash storage element, a program voltage is applied to the control gate of the storage element, and the bit line associated with the storage element is grounded. Electrons from the channel are injected into the floating gate. When electrons accumulate in the floating gate, the floating gate becomes negatively charged and the V_{TH} of the storage element is raised. To apply the program voltage to the control gate of the storage element being programmed, that program voltage is applied on the appropriate word line. As discussed above, one storage element in each of the NAND strings share the same word line. For example, when programming storage element 324 of FIG. 3, the program voltage will also be applied to the control gates of storage elements 344 and 364.

[0040] However, program disturb can occur at inhibited NAND strings during programming of other NAND strings, and sometimes at the programmed NAND string itself. Program disturb occurs when the threshold voltage of an unselected non-volatile storage element is shifted due to programming of other non-volatile storage elements. Program disturb can occur on previously programmed storage elements as well as erased storage elements that have not yet been programmed. Various program disturb mechanisms can limit the available operating window for non-volatile storage devices such as NAND flash memory.

[0041] For example, if NAND string 320 is inhibited (i.e., it is an unselected NAND string which does not contain a storage element which is currently being programmed) and NAND string 340 is being programmed (e.g., it is a selected NAND string which contains a storage element which is currently being programmed), program disturb can occur at NAND string 320. For example, if a pass voltage, V_{PASS}, is low, the channel of the inhibited NAND string is not well boosted, and a selected word line of the unselected NAND string can be unintentionally programmed. In another possible scenario, the boosted voltage can be lowered by Gate Induced Drain Leakage (GIDL) or other leakage mechanisms, resulting in the same problem. Other effects, such as shifts in the V_{TH} of a charge storage element due to capacitive coupling with other neighboring storage elements that are programmed later, can also contribute to program disturb.

[0042] FIG. 4 depicts a cross-sectional view of a NAND string formed on a substrate. The view is simplified and not to scale. The NAND string 400 includes a source-side select gate 406, a drain-side select gate 424, and eight storage elements 408, 410, 412, 414, 416, 418, 420 and 422, formed on a substrate 490. A number of source/drain regions, one example of which is source drain region 430, are provided on each side of each storage element and the select gates 406 and 424. In one approach, the substrate 490 employs a triple-well technology which includes a p-well region 492 within an n-well region 494, which in turn is within a p-type substrate region 496. The NAND string and its non-volatile storage elements can be formed, at least in part, on the p-well region. A source supply line 404 with a potential of V_{SOURCE} is provided in addition to a bit line 426 with a potential of V_{BL}. Voltages, such as body bias voltages, can also be applied to the p-well region 492 via a terminal 402 and/or to the n-well region 494 via a terminal 403.

[0043] During a program operation, a control gate voltage V_{PGM} is provided on a selected word line, in this example, WL3, which is associated with storage element 414. Further, recall that the control gate of a storage element may be provided as a portion of the word line. For example, WL0, WL1, WL2, WL3, WL4, WL5, WL6 and WL7 can extend via the control gates of storage elements 408, 410, 412, 414, 416, 418, 420 and 422, respectively.
A pass voltage, $V_{\text{PASS}}$, is applied to the remaining word lines associated with NAND string 400, in one possible boosting scheme. Some boosting schemes apply different pass voltages to different word lines. $V_{\text{SGS}}$ and $V_{\text{SGD}}$ are applied to the select gates 406 and 424, respectively.

FIGS. 5a-e depict threshold voltages of storage elements in a multi-pass programming technique in which a highest state is programmed before lower states. Inverse programming sequences can reduce the impact of disturbs and neighbor-cell interference effects. One example of such a programming technique is "C-first," where the C state represents the highest state in a four state data, multi-level implementation. The technique can be extended to eight, sixteen or other numbers of states. Such techniques involve programming all of the highest state cells to their intended state before programming lower state cells to their intended states. Typically, two or more passes are performed, where a sequence of program pulses is repeated in each programming pass. For example, a step-wise increasing sequence of program pulses may be applied in each pass.

FIG. 5a depicts a threshold voltage distribution of a set of storage elements after an erase operation. The x-axis depicts threshold voltage ($V_{\text{TH}}$) for four different states: erased state (E), state A, state B and state C. The y-axis indicates the number of cells or storage elements in each state. A voltage verify level is also indicated for each state, namely $V_{\text{V-A}}$, $V_{\text{V-B}}$ and $V_{\text{V-C}}$ for states A, B and C, respectively. The drawings are not necessarily to scale, but the higher magnitude of the erased state distribution is meant to indicate that all of the cells are in that state. States A, B and C are shown using dashed lines to depict that no cells are currently in those states. FIG. 5a indicates that E, A, B and C cells are in the erased state. The terms "A cell," "B cell" or "C cell" or similar are meant to refer to a cell which is intended to be programmed to state A, B or C, respectively, as its final state at the completion of programming.

FIGS. 5b-d. In FIG. 5b, the B and C cells are programmed from the erased state to an intermediate or temporary state referred to as "state LM" (e.g., lower-middle). The threshold voltage distribution of the LM state, and other states, in general, will have a spread due to overshoots and other limits to the programming accuracy. The E and A cells remain in the erased state. In this programming pass, a sequence of program pulses is applied, e.g., starting at an initial pulse level and proceeding step wise to a final pulse level. For example, refer to FIG. 7a, which depicts program and verify voltages in a first programming pass. The x-axis denotes time and the y-axis denotes voltage. The program pulses increase step wise and are higher in magnitude than the verify pulses. In the first part of the first programming pass, the cells are verified against $V_{\text{V-LM}}$. (In this notation, the capital V represents voltage, and the subscript V-LM represents "verify" and "LM state.") The programmed cells are locked out from further programming when their $V_{\text{TH}}$ is verified to have reached $V_{\text{V-LM}}$. In the example of FIG. 7a, all B and C cells have reached the LM state after the eleventh program pulse.

At this time, a second part of the first programming pass begins. As depicted in FIG. 5c, only the C cells, e.g., the highest state cells, are programmed. The C cells are programmed from the LM state and are verified against $V_{\text{V-C}}$. The reduced amplitude on the LM state is meant to indicate that fewer cells are in the LM state. That is, B cells remain in the LM state as the C cells are programmed higher. Some cells will program relatively quickly while others program relatively slowly, e.g., due to different characteristics of the cells, their relative location in a memory device and other factors. As a result, during the programming, the C cells will be initially spread out in a relatively wide threshold voltage distribution 510. As the programming of the second part of the first programming pass continues, the C cells will be programmed to the C state distribution 520 as depicted in FIG. 5d.

In a second programming pass, the series of program pulses are again applied to the cells to be programmed, e.g., via a selected word line, as depicted in FIG. 5e and FIG. 7b. The A cells are programmed from the erased state to the A state, while the B cells are programmed from the LM state to the B state. In one approach, a verification is performed for the A cells only, after each of the first six program pulses, a verification is performed for the A and B cells after each of the next seven program pulses, and a verification is performed for the B cells only after each of the remaining program pulses. In this example, the total number of program pulses is twenty two. After programming is complete, the threshold voltage distribution of FIG. 6f is achieved.

The above approach involves repeating the entire sequence of program pulses in separate passes, depicted by FIGS. 7a and 7b, which consumes extra time compared to, e.g., a one pass programming technique such as discussed below in connection with FIG. 16. On the other hand, the impact of program disturb and neighbor-cell interference effects is reduced. It would be desirable to maintain these benefits while reducing programming time.

One approach involves skipping many of the repeated program pulses and thus reducing programming time while preserving the major benefits of a multi-pass programming technique, as explained now in further detail.

FIGS. 6a-g depict threshold voltages of storage elements in a modified multi-pass programming technique in which a highest state is programmed before lower states. This proposal modifies the C-first sequence discussed above as follows. In a first programming pass, after the cells have been programmed to the LM state, an initial pulse (or sequence of pulses) is applied to program the C cells up toward the final state. Fast cells which have a high $V_{\text{TH}}$ are identified using a $V_{\text{VERI}}$ verify level and temporarily locked out. The next program pulse
(V_{PGM}) is incremented by a large amount which is appropriate to program the slow C cells which were not locked out. By incrementing V_{PGM} a large amount, we can skip pulses and save time. Programming of the slow C cells then continues until the highest V_{PGM} is applied. In a second programming pass, the fast C cells which were temporarily locked out are returned to the selected population. V_{PGM} is returned to the initial value and ramped up again through the last program pulse, programming the A, B and fast C cells together. The fast C cells are able to program within this sequence quickly and thus do not require extra time. In a particular implementation, we use C-first (or last-state-first) programming. The technique can be adapted to schemes which use fewer or more than four programming states. Also, the fast-slow distinction can be made for one or more high states.

[0052] FIG. 6a depicts the starting threshold voltage distribution, with all cells in the erased state. Referring also to FIG. 7c, which depicts program and verify voltages in a programming technique corresponding to FIGs. 6a-d. In a first phase of a first programming pass, all B and C cells are programmed from the erased state to the LM state, using a verify level of V_{V-LM}, resulting in the threshold voltage distribution of FIG. 6b. In this phase, program voltages are applied starting at a minimum level and each pulse is incremented by a step size \( \Delta V_1 \), in one possible approach. In one possible implementation, eleven program pulses are applied in this phase. It should be understood that the numerical examples provided can be adjusted to optimize specific applications. Generally, all voltage levels and other parameters used during programming and verify can be optimized for a specific application. This includes the initial and final program pulses level, the various step sizes and increments, the number of program pulses in each phase, and the verify levels.

[0053] In a second phase of the first programming pass, a threshold voltage detection is performed to separate fast C cells from slow C cells. Thus, the fast and slow memory cells are identified or grouped. The C cells are programmed from the LM state to a range of threshold voltages between values V_{C1} and V_{C2}, as indicated in FIG. 6c. As depicted in FIG. 7c, the initial program pulse in phase 2 is stepped up by \( \Delta V_2 \), and each successive program pulse in phase 2 is incremented by \( \Delta V_3 \). For instance, \( \Delta V_2 \) and \( \Delta V_3 \) may be greater than \( \Delta V_1 \) so that programming proceeds relatively quickly for the C cells. Also during the second phase, the C cells are verified against a new verify level V_{V-CLL} so that it is possible to determine fast and slow programming C cells. (Note that, in contrast to V_{V-CLL}, V_{V-CL} discussed below in connection with FIG. 6g, denotes a coarse mode verify level for state C). V_{V-CLL} is equal to V_{V-c} less an offset \( \lambda \), and can be optimized for a specific application. In an example implementation, three program pulses are used in phase 2; however, one or more program pulses may be used, depending on a characterization of the memory device. The number of program pulses used should be sufficient to program the C cells to a threshold voltage distribution which allows distinguishing between slow and fast programming cells.

[0054] Alternatively, the decision to conclude phase 3 can be determined adaptively on a "per-case" basis as a function of the number of C cells, or the portion of C cells in a set of C cells such as in a word line or block, for which V_{TH} > V_{V-CLL}. For example, phase 2 can be completed once the first C cell reaches V_{TH} > V_{V-CLL}. It is also possible to complete phase 2 after some fixed number of additional program pulses after a pre-determined number or portion of cells reach V_{TH} > V_{V-CLL}.

[0055] After phase 2 is completed, the threshold voltage of the slow C cells will be in a range 610 between V_{C1} and V_{V-CLL}, and the threshold voltage of the fast C cells will be in a range 620 between V_{V-CLL} and V_{C2}. Note that this example indicates that the distribution of slow and fast C cells is about 50% and 50%, respectively. However, it is not necessary for the number of fast and slow C cells to be equal. Further, regarding the range of the threshold voltage distribution, the example indicates that the low end of the distribution at V_{C1} falls within the LM distribution. However, this is not necessary as the low end of the distribution at V_{C1} may be above the LM distribution. Further, the high end of the C cell distribution at V_{C2} is indicated as being at the high end of the final C state distribution, but it may alternatively be lower.

[0056] After phase 2, a third phase of the first programming pass occurs in which the fast C cells which were identified in phase 2 are temporarily locked out from programming, and programming of the slow C cells continues, as indicated in FIG. 6d. In this example, phase 3 includes four additional program pulses and verification at the V_{V-C} level. Here, it is possible to skip ahead in the program pulse sequence so that a significantly stepped up program pulse is applied at the start of phase 3. By skipping program pulses, we save the corresponding time for those skipped pulses. For example, compared to the approach of FIG. 7a, pulses 15-18 may be skipped so that the first program pulse of phase 3 (fifteenth pulse overall) in FIG. 7c is at the same level as the nineteenth program pulse of FIG. 7a. The second through fourth program pulses in FIG. 7c may then be at the same level as the twentieth through twenty second program pulses, respectively, of FIG. 7a, in one possible approach. The example programming sequence of FIG. 7c thus uses eighteen program pulses as opposed to the example programming sequence of FIG. 7a which uses twenty-two program pulses, resulting in a significant program time savings.

[0057] Moreover, the first program pulse of phase 3 may exceed the last program pulse of phase 2 by \( \Delta V_4 \), while a step size of \( \Delta V_5 \) is used for subsequent pulses in phase 3. In one approach, \( \Delta V_4 \) is greater than \( \Delta V_2 \) and \( \Delta V_3 \). \( \Delta V_5 \) may be greater than \( \Delta V_1 \) and comparable to \( \Delta V_4 \). In one approach, \( \Delta V_5 \) is equal to or approximately equal to \( V_{V-C} - V_{V-CLL} \), that is, the difference between the C state verify level and the low C state verify level. Gen-
erally, the program pulse level can be sharply stepped up in phase 3 compare to prior pulses because it is known that slow cells are being programmed. Such cells are relatively stubborn and therefore require a higher and/or longer duration of program pulse to be applied to their control gates via a selected word line in order to continue to elevate their threshold voltage toward the final intended state. Thus, another option includes extending the duration of the program pulses in addition to, or in lieu of, raising the program pulse level, in phase 3.

**[0058]** After phase 3, the first programming pass is complete, and a second program pass is subsequently performed. Thus, the latter portion of the first programming pass involves the application of a number of program pulses during which only cells targeted for the last, highest state are selected. The starting and final \( V_{PGM} \) values, along with the increments and step sizes, are parameters to be optimized during characterization.

**[0059]** The second program pass is explained in conjunction with FIGs. 6e and 6f, and FIG. 7d. FIG. 7d depicts program and verify voltages in a programming technique corresponding to FIGs. 6e and 6f. The program pulse sequence of FIG. 7d is a normal sequence in which the program pulses is incremented gradually in regular steps, in one possible approach.

**[0060]** The previously locked out fast C cells (represented by \( V_{TH} \) distribution 630) are restored so that they are programmed together with the A and B cells, as depicted in FIG. 6e. The A cells are programmed from the erased state while the B cells are programmed from the LM state. In the program pulse sequence of FIG. 7d, a fourth phase extending over six program pulses can be defined in which an initial pulse is applied followed by pulses which are incremented by \( \Delta V_1 \), and verification of the A cells is performed using \( V_{V_A} \), A fifth phase extending over five program pulses can be defined in which verification of the A and B cells is performed using \( V_{V_A} \) and \( V_{V_B} \), respectively. A sixth phase extending over two program pulses can be defined in which verification of the A, B and fast C cells is performed using \( V_{V_A} \), \( V_{V_B} \) and \( V_{V_C} \), respectively. A seventh phase extending over two program pulses can be defined in which verification of the B and fast C cells is performed using \( V_{V_B} \) and \( V_{V_C} \), respectively. At this point, the second program pass, and the entire programming operation, is completed, resulting in the threshold voltage distribution of FIG. 6f.

**[0061]** Since there are no longer any slow-C cells, and only fast C cells remain to be programmed, the second programming pass should finish sooner than in the approach of FIG. 7b. Further, the second programming pass should finish by about the time the program pulse which is at the level of the first program pulse of the third phase in FIG. 7c is reached, e.g., the nineteenth program pulse in FIG. 7d. Thus, the second programming pass may finish after nine program pulses rather than the twenty-two program pulses of FIG. 7b, resulting in a significant program time savings. In the example provided, the time savings is seven program pulses total over the first and second programming passes. See FIG. 10 for further details.

**[0062]** Optionally, the techniques mentioned herein can be modified to include a coarse/fine programming process, as depicted in FIG. 6g. Coarse/fine programming involves programming cells initially in a coarse mode in which the cells are programmed relatively quickly. This may be achieved by use of a relatively large or aggressive program pulse step size or pulse duration, for instance. When a cell is verified at a level (coarse mode verify levels \( V_{V_{AL}}, V_{V_{BL}} \) and \( V_{V_{CLL}} \) for states A, B and C, respectively) which is below the verify level of the final intended programming state, the cell is switched to a fine programming mode in which the cell is programmed relatively slowly. This allows the cell to be programmed more accurately since overshoots are reduced. The fine programming mode may involve, e.g., applying program pulses with a smaller step size and/or pulse duration and/or raising a bit line voltage to slow the rate of programming. Threshold voltage distributions which are reached in the coarse mode are labeled AL, BL and CL, to distinguish them from threshold voltage distributions which are reached in the fine mode, which are labeled A, B and C, respectively. The programming to the LM state need not use coarse/fine programming as it is an intermediate state, so accuracy is less critical.

**[0063]** For example, in the first programming pass, in which the slow C cells are programmed to the C state (e.g., FIG. 6d), after a slow C cell is verified at \( V_{V_{CLL}} \), it is switched to the fine programming mode in which the final verify level of \( V_{V_C} \) is subsequently applied. In the second programming pass, the A, B and fast C cells are verified initially at \( V_{V_{AL}}, V_{V_{BL}} \) and \( V_{V_{CL}} \) respectively, while in the coarse mode, and at \( V_{V_{A}}, V_{V_{B}} \) and \( V_{V_{C}} \), respectively, while in the fine mode. In one option, coarse/fine techniques may be used for the C cells in a limited manner such that it is used only for the fast C cells which are programmed during the second programming pass. An example of a coarse/fine programming technique is discussed in U.S. Patent 7,088,621. It is also possible to optimize the bit-line voltage or the pulse number separately for the "C-first" pass (e.g., phase 3) as compared to the following "A" & "B" pass (e.g., phases 4-7). Such optimization may include setting a maximum number of allowed "fine" pulses in order to avoid increases to programming time.

**[0064]** Further, other modifications are applicable to any of the above-mentioned techniques, including those discussed in connection with FIGs 7a-d. In one approach, different program conditions are implemented in different phases or parts of a programming pass and/or in different programming passes. For instance, the first and second programming passes can have different sweep parameters to separately optimize the two passes for goals such as performance, distribution width, and program-disturb properties. One example is to use a larger program pulse step size during the first programming pass versus the
second programming pass in order to have an independent trade-off of speed versus distribution width. Another example is to use different program-inhibit parameters which are applied and optimized independently for the two programming passes. For instance, different channel boosting modes may be implemented via different pass voltages which are applied on the unselected word lines in the first and second programming passes. See U.S. Patent 6,859,397 for examples of different channel boosting modes. See also FIG. 4, which depicts pass voltages applied on unselected word lines during programming. A different maximum allowed number of program pulses in a fine programming mode which follows a coarse programming mode may also be used. Different bit line voltages may also be used, such as during a fine programming mode. Various other options are possible. Essentially any parameter which can be set to influence programming can be optimized for different phases or parts of a programming pass and/or in different programming passes of an overall programming process.

[0065] FIGs. 8a and 8b describe a programming process corresponding to FIGs. 6a-f. The specific implementation discussed involves four states. However, other implementations are possible. In FIG. 8a, programming begins at step 800. Phase 1 (see also FIG. 7c) begins at step 802, in which the A cells are temporarily locked out from programming. Note that the cells which are intended to remain in the erased state are locked out from programming throughout the programming process. Step 804 includes applying program pulse starting at the lowest \text{VP GM} level. Step 806 includes performing a verify at \text{V}_{\text{VLM}} and temporarily locking out the B and C cells which reach state LM (e.g., the cells for which \text{V}_{\text{TH}} > \text{V}_{\text{VLM}}). The term "lockout" refers to preventing further programming of a cell such as by raising the voltage of an associated bit line, while other cells continue to be programmed. Decision step 808 determines if all B and C cells have been verified to state LM, or whether some number N1 of program pulses have been applied. If neither case is true, a next program pulse is applied at step 810, incrementing the prior pulse by \Delta V_1. The process then loops back to step 806. If decision step 808 is true, phase 2 of the first programming pass begins at step 812. Here, all cells are temporarily locked out from programming except the C cells (e.g., the A and B cells are locked out). The C cells may be considered to be a first set of storage elements while the A and B cells are second and third sets of storage elements, respectively. Step 814 includes applying a program pulse which is incremented from the prior pulse by \Delta V_1.

[0066] Step 816 includes performing a verify at \text{V}_{\text{VCLL}} and temporarily locking out the C cells whose \text{V}_{\text{TH}} > \text{V}_{\text{VCLL}}. These locked out cells are the fast C cells. Decision step 818 determines if some number N2 of program pulses have been applied, or some number or portion N3 of C cells have reached \text{V}_{\text{VCLL}}. Another option is to determine whether some number or portion of C cells have reached \text{V}_{\text{VCLL}} and some number of additional program pulses have been applied. If neither case is true, a next program pulse is applied at step 820, incrementing the prior pulse by \Delta V_2. The process then loops back to step 816. If decision step 818 is true, phase 3 of the first programming pass begins at step 822. Here, all cells are temporarily locked out from programming except the slow C cells (e.g., the A, B and fast C cells are locked out). Step 824 includes applying a program pulse which is incremented from the prior pulse by \Delta V_3.

[0067] Step 826 includes performing a verify at \text{V}_{\text{VCC}} and permanently locking out the slow C cells for which \text{V}_{\text{TH}} > \text{V}_{\text{VCC}}. The permanent lock out refers to a lockout which extends through the current programming operation. Decision step 828 determines if all slow C cells have reached state C or whether some number N4 of program pulses have been applied. Note that the number of program pulses referred to herein (e.g., N1-N8) can be expressed in terms of program pulses in the current phase and/or total number of program pulses in the current programming pass. If neither case is true in decision step 828, a next program pulse is applied at step 830, incrementing the prior pulse by \Delta V_4. The process then loops back to step 826. If decision step 828 is true, phase 4, and the second programming pass, begins at step 832. Here, the A, B and fast C cells are restored from their temporary lockout so that they can be programmed. The process continues at FIG. 8b.

[0068] In FIG. 8b, step 840 includes applying a program pulse starting again at the lowest \text{VP GM}, or other initial \text{VP GM} value. Step 842 includes performing a verify at \text{V}_{\text{V_A}} and permanently locking out the A cells for which \text{V}_{\text{TH}} > \text{V}_{\text{V_A}}. Decision step 844 determines if all A cells have reached state A or whether some number N5 of program pulses have been applied. If neither case is true, a next program pulse is applied at step 846, incrementing the prior pulse by \Delta V_5, in one possible approach. The process then loops back to step 842. If decision step 844 is true, phase 5 begins at step 848, in which case the next program pulse, using an increment of \Delta V_5, is applied at step 850. Step 852 includes performing verify operations at \text{V}_{\text{V_A}} and \text{V}_{\text{V_B}} and permanently locking out the A and B cells for which \text{V}_{\text{TH}} > \text{V}_{\text{V_A}} or \text{V}_{\text{TH}} > \text{V}_{\text{V_B}}, respectively. Decision step 854 determines if all A and B cells have reached state A and B, respectively, or whether some number N6 of program pulses have been applied. If neither case is true, a next program pulse is applied at step 856, incrementing the prior pulse by \Delta V_6. The process then loops back to step 852. If decision step 854 is true, phase 6 begins at step 858, in which case the next program pulse, using an increment of \Delta V_6, is applied at step 860.

[0069] Step 862 includes performing verify operations at \text{V}_{\text{V_A}}, \text{V}_{\text{V_B}} and \text{V}_{\text{V_C}} and permanently locking out the A, B and C cells which reach their intended state (e.g., for which \text{V}_{\text{TH}} > \text{V}_{\text{V_A}}, \text{V}_{\text{TH}} > \text{V}_{\text{V_B}} and \text{V}_{\text{TH}} > \text{V}_{\text{V_C}}, respectively). Decision step 864 determines if all A, B and C cells have reached the intended state A, B or C, or whether some number N7 of program pulses have been applied.
applied. If neither case is true, a next program pulse is applied at step 866, incrementing the prior pulse by $\Delta V_I$. The process then loops back to step 862. If decision step 864 is true, phase 7, the final phase of the second programming pass, begins at step 868, in which case the next program pulse, using an increment of $\Delta V_I$, is applied at step 870. Step 872 includes performing verify operations at $V_{V_B}$ and $V_{V_C}$ and permanently locking out the B and C cells which reach their intended state (e.g., for which $V_{TH}>V_{V_B}$ and $V_{TH}>V_{V_C}$, respectively). Decision step 874 determines if all B and C cells have reached state B and C, respectively, or whether some number N8 of program pulses have been applied. If neither case is true, a next program pulse is applied at step 876, incrementing the prior pulse by $\Delta V_I$. The process then loops back to step 872. If decision step 874 is true, the programming is concluded at step 878.

[0070] FIG. 9a describes a multi-pass programming process in which a different programming condition is used in each pass. As discussed, different program conditions can be implemented in different phases or parts of a programming pass and/or in different programming passes. This can allow optimizing the two programming passes or parts thereof for goals such as performance, distribution width, and program-disturb properties. Examples of a programming condition include: program pulse step size, program pulse duration, program-inhibit parameters, channel boosting modes, pass voltages, maximum allowed number of program pulses in a fine programming mode, and bit line voltage used, such as during a fine programming mode. Step 900 includes starting a first programming pass. Step 902 includes implementing a first programming condition. Step 904 includes programming the C cells and locking out the fast C cells. Step 906 includes programming the slow C cells. Step 908 includes starting a second programming pass. Step 910 includes implementing a second programming condition which is different than the first programming condition. Step 912 includes programming the A, B and fast C cells.

[0071] FIG. 9b describes a multi-pass programming process in which high state cells are programmed before lower state cells. Although example implementations have been provided in which four data states are used, and state C is the highest data state, other implementations are possible. For example, it is possible to use eight or sixteen data states. Also, it is possible to perform the fast-slow technique for more than one high state. For example, with eight data states, the two highest states may be programmed first using the techniques discussed herein. In such a case, the fast and slow cells in the two highest states are determined in the first programming pass, and the fast cells are locked out while the slow cells are complete programming. In the second programming pass, all other cells are programmed to their final intended state along with the fast cells in the two highest states. Various other approaches are possible as well.

[0072] Step 920 includes starting a first programming pass. Step 922 includes programming the cells to an intermediate state (e.g., the LM state). Step 924 includes programming the high state cells and locking out the fast high state cells after they are detected. Step 926 includes programming the slow high state cells. Step 928 includes starting a second programming pass. Step 930 includes programming the remaining cells, including the fast high state cells.

[0073] FIG. 10 depicts a table of program pulse number versus verify level for three different programming techniques. Case #1 refers to a one-pass programming technique such as discussed below in connection with FIG. 16. Case #2 refers to a multi-pass programming technique such as discussed above in connection with FIGs. 7a and 7b. Case #3 refers to a multi-pass programming technique such as discussed above in connection with FIGs. 7c and 7d. The leftmost column denotes the program pulse number, ranging from 1-22. The verify levels A, B and C refer to $V_{VV-A}$, $V_{VV-B}$ and $V_{VV-C}$ for states A, B and C, respectively. Additionally, when coarse/fine programming is used, the coarse verify levels A, BL and CL refer to $V_{VV-AL}$, $V_{VV-BL}$ and $V_{VV-CL}$ for states A, B and C respectively (see FIG. 6g) and $V_{VV-A}$, $V_{VV-B}$ and $V_{VV-C}$ are the fine verify levels. CLL denotes the verify level $V_{VV-CLL}$.

[0074] Case #1 involves 13 verify operations at $V_{VV-A}$ and/or $V_{VV-AL}$, 13 verify operations at $V_{VV-B}$ and/or $V_{VV-BL}$ and 11 verify operations at $V_{VV-C}$ and/or $V_{VV-CL}$, for a total of 63 verify operations. Additionally, 22 program loops (e.g., program pulses) are applied. A total of 85 operations are thus performed. Case #2 involves 11 operations at $V_{VV-C}$, 13 operations at $V_{VV-A}$ and/or $V_{VV-AL}$ and 13 verify operations at $V_{VV-B}$ and/or $V_{VV-BL}$, for a total of 63 verify operations. Additionally, 30 program pulses (in total, over two programming passes) are applied. A total of 93 operations are thus performed. Case #3 involves 4 verify operations at $V_{VV-CLL}$, 13 verify operations at $V_{VV-A}$ and/or $V_{VV-AL}$, 13 verify operations at $V_{VV-B}$ and/or $V_{VV-BL}$ and 8 verify operations at $V_{VV-CL}$ and/or $V_{VV-C}$, for a total of 65 verify operations. Additionally, 24 program pulses (in total, over two programming passes) are applied. A total of 89 operations are thus performed. Thus, case #3 saves the time involved in applying six additional program pulses compared to case #2. This savings is offset slightly by the need for two additional verify operations, but the overall benefit is still significant. The time savings which may be realized may be even greater in other applications.

[0075] FIG. 11 illustrates an example of an array 1100 of NAND storage elements, such as those shown in FIGs. 1 and 2. Along each column, a bit line 1106 is coupled to the drain terminal 1126 of the drain select gate for the NAND string 1150. Along each row of NAND strings, a source line 1104 may connect all the source terminals 1128 of the source select gates of the NAND strings. An example of a NAND architecture array and its operation as part of a memory system is found in U.S. Patents 5,570,315, 5,774,397 and 6,046,935.

[0076] The array of storage elements is divided into a
large number of blocks of storage elements. As is common for flash EEPROM systems, the block is the unit of erase. That is, each block contains the minimum number of storage elements that are erased together. Each block is typically divided into a number of pages. A page is a unit of programming. In one embodiment, the individual pages may be divided into segments and the segments may contain the fewest number of storage elements that are written at one time as a basic programming operation. One or more pages of data are typically stored in one row of storage elements. A page can store one or more sectors. A sector includes user data and overhead data. Overhead data typically includes an Error Correction Code (ECC) that has been calculated from the user data of the sector. A portion of the controller (described below) calculates the ECC when data is being programmed into the array, and also checks it when data is being read from the array. Alternately, the ECCs and/or other overhead data are stored in different pages, or even different blocks, than the user data to which they pertain.

A sector of user data is typically 512 bytes, corresponding to the size of a sector in magnetic disk drives. Overhead data is typically an additional 16-20 bytes. A large number of pages form a block, anywhere from 8 pages, for example, up to 32, 64, 128 or more pages. In some embodiments, a row of NAND strings comprises a block.

Memory storage elements are erased in one embodiment by raising the p-well to an erase voltage (e.g., 14-22 V) for a sufficient period of time and grounding the word lines of a selected block while the source and bit lines are floating. Due to capacitive coupling, the unselected word lines, bit lines, select lines, and c-source are also raised to a significant fraction of the erase voltage. A strong electric field is thus applied to the tunnel oxide layers of selected storage elements and the data of the selected storage elements are erased as electrons of the floating gates are emitted to the substrate side, typically by Fowler-Nordheim tunneling mechanism. As electrons are transferred from the floating gate to the p-well region, the threshold voltage of a selected storage element is lowered. Erasing can be performed on the entire memory array, separate blocks, or another unit of storage elements.

FIG. 12 is a block diagram of a non-volatile memory system using single row/column decoders and read/write circuits. The diagram illustrates a memory device 1296 having read/write circuits for reading and programming a page of storage elements in parallel, according to one embodiment of the present invention. Memory device 1296 may include one or more memory die 1298. In one embodiment, the individual pages may be divided into segments and the segments may contain the fewest number of storage elements that are written at one time as a basic programming operation. One or more pages of data are typically stored in one row of storage elements. A page can store one or more sectors. A sector includes user data and overhead data. Overhead data typically includes an Error Correction Code (ECC) that has been calculated from the user data of the sector. A portion of the controller (described below) calculates the ECC when data is being programmed into the array, and also checks it when data is being read from the array. Alternately, the ECCs and/or other overhead data are stored in different pages, or even different blocks, than the user data to which they pertain.

A sector of user data is typically 512 bytes, corresponding to the size of a sector in magnetic disk drives. Overhead data is typically an additional 16-20 bytes. A large number of pages form a block, anywhere from 8 pages, for example, up to 32, 64, 128 or more pages. In some embodiments, a row of NAND strings comprises a block.

Memory storage elements are erased in one embodiment by raising the p-well to an erase voltage (e.g., 14-22 V) for a sufficient period of time and grounding the word lines of a selected block while the source and bit lines are floating. Due to capacitive coupling, the unselected word lines, bit lines, select lines, and c-source are also raised to a significant fraction of the erase voltage. A strong electric field is thus applied to the tunnel oxide layers of selected storage elements and the data of the selected storage elements are erased as electrons of the floating gates are emitted to the substrate side, typically by Fowler-Nordheim tunneling mechanism. As electrons are transferred from the floating gate to the p-well region, the threshold voltage of a selected storage element is lowered. Erasing can be performed on the entire memory array, separate blocks, or another unit of storage elements.

FIG. 12 is a block diagram of a non-volatile memory system using single row/column decoders and read/write circuits. The diagram illustrates a memory device 1296 having read/write circuits for reading and programming a page of storage elements in parallel, according to one embodiment of the present invention. Memory device 1296 may include one or more memory die 1298. Memory die 1298 includes a two-dimensional array of storage elements 1100, control circuitry 1210, and read/write circuits 1265. In some embodiments, the array of storage elements can be three dimensional. The memory array 1100 is addressable by word lines via a row decoder 1230 and by bit lines via a column decoder 1260. The read/write circuits 1265 include multiple sense blocks 1200 and allow a page of storage elements to be read or programmed in parallel. Typically a controller 1250 is included in the same memory device 1296 (e.g., a removable storage card) as the one or more memory die 1298. Commands and Data are transferred between the host and controller 1250 via lines 1220 and between the controller and the one or more memory die 1298 via lines 1218.

The control circuitry 1210 cooperates with the read/write circuits 1265 to perform memory operations on the memory array 1100. The control circuitry 1210 includes a state machine 1212, an on-chip address decoder 1214, and a power control module 1216. The state machine 1212 provides chip-level control of memory operations, including controlling pre-charging. The on-chip address decoder 1214 provides an address interface between that used by the host or a memory controller to the hardware address used by the decoders 1230 and 1260. The power control module 1216 controls the power and voltages supplied to the word lines and bit lines during memory operations.

In some implementations, some of the components of FIG. 12 can be combined. In various designs, one or more of the components (alone or in combination), other than storage element array 1100, can be thought of as a managing circuit. For example, one or more managing circuits may include any one of or a combination of control circuitry 1210, state machine 1212, decoders 1214/1260, power control 1216, sense blocks 1200, read/write circuits 1265, controller 1250, etc.

FIG. 13 is a block diagram of a non-volatile memory system using dual row/column decoders and read/write circuits. Here, another arrangement of the memory device 1296 shown in FIG. 12 is provided. Access to the memory array 1100 by the various peripheral circuits is implemented in a symmetric fashion, on opposite sides of the array, so that the densities of access lines and circuitry on each side are reduced by half. Thus, the row decoder is split into row decoders 1230A and 1230B and the column decoder into column decoders 1260A and 1260B. Similarly, the read/write circuits are split into read/write circuits 1265A connecting to bit lines from the bottom and read/write circuits 1265B connecting to bit lines from the top of the array 1100. In this way, the density of the read/write modules is essentially reduced by one half. The device of FIG. 13 can also include a controller, as described above for the device of FIG. 12.

FIG. 14 is a block diagram depicting one embodiment of a sense block. Sensing operations such as verify and read involve a sense block. An individual sense block 1200 is partitioned into a core portion, referred to as a sense module 1280, and a common portion 1290. In one embodiment, there will be a separate sense module 1280 for each bit line and one common portion 1290 for a set of multiple sense modules 1280. In one example, a sense block will include one common portion 1290 and eight sense modules 1280. Each of the sense modules in a group will communicate with the associated common
portion via a data bus 1272. For further details refer to U.S. Patent Application Pub No. 2006/0140007.

[0084] Sense module 1280 comprises sense circuitry 1270 that determines whether a conduction current in a connected bit line is above or below a predetermined threshold level. Sense module 1280 also includes a bit line latch 1282 that is used to set a voltage condition on the connected bit line. For example, a predetermined state latched in bit line latch 1282 will result in the connected bit line being pulled to a state designating program inhibit (e.g., 1.5-3 V).

[0085] Common portion 1290 comprises a processor 1292, a set of data latches 1294 and an I/O Interface 1296 coupled between the set of data latches 1294 and data bus 1220. Processor 1292 performs computations. For example, one of its functions is to determine the data stored in the sensed storage element and store the determined data in the set of data latches. The set of data latches 1294 is used to store data bits determined by processor 1292 during a read operation. It is also used to store data bits imported from the data bus 1220 during a program operation. The imported data bits represent write data meant to be programmed into the memory. I/O interface 1296 provides an interface between data latches 1294 and the data bus 1220.

[0086] During read or sensing, the operation of the system is under the control of state machine 1212 that controls the supply of different control gate voltages to the addressed storage element. As it steps through the various predefined control gate voltages corresponding to the various memory states supported by the memory, the sense module 1280 may trip at one of these voltages and an output will be provided from sense module 1280. In one embodiment, all the data latches corresponding to the read/write modules is adapted so that each of its set of data latches will shift data in to or out of the data bus in sequence as if they are part of a shift register for the entire read/write block.

[0087] It is anticipated that some implementations will include multiple processors 1292. In one embodiment, each processor 1292 will include an output line (not depicted) such that each of the output lines is wired-OR'd together. In some embodiments, the output lines are inverted prior to being connected to the wired-OR line. This configuration enables a quick determination during the program verification process of when the programming process has completed because the state machine receiving the wired-OR can determine when all bits being programmed have reached the desired level. For example, when each bit has reached its desired level, a logic zero for that bit will be sent to the wired-OR line (or a data one is inverted), then the state machine knows to terminate the programming process. Because each processor communicates with eight sense modules, the state machine needs to read the wired-OR line eight times, or logic is added to processor 1292 to accumulate the results of the associated bit lines such that the state machine need only read the wired-OR line one time. Similarly, by choosing the logic levels correctly, the global state machine can detect when the first bit changes its state and change the algorithms accordingly.

[0088] During program or verify, the data to be programmed is stored in the set of data latches 1294 from the data bus 1220. The program operation, under the control of the state machine, comprises a series of programming voltage pulses applied to the control gates of the addressed storage elements. Each programming pulse is followed by a read back (verify) to determine if the storage element has been programmed to the desired memory state. Processor 1292 monitors the read back memory state relative to the desired memory state. When the two are in agreement, the processor 1292 sets the bit line latch 1282 so as to cause the bit line to be pulled to a state designating program inhibit. This inhibits the storage element coupled to the bit line from further programming even if programming pulses appear on its control gate. In other embodiments the processor initially loads the bit line latch 1282 and the sense circuitry sets it to an inhibit value during the verify process.

[0089] Data latch stack 1294 contains a stack of data latches corresponding to the sense module. In one embodiment, there are three data latches per sense module 1280. In some implementations (but not required), the data latches are implemented as a shift register so that the parallel data stored therein is converted to serial data for data bus 1220, and vice versa. In the preferred embodiment, all the data latches corresponding to the read/write block of m storage elements can be linked together to form a block shift register so that a block of data can be input or output by serial transfer. In particular, the bank of read/write modules is adapted so that each of its set of data latches will shift data in to or out of the data bus in sequence as if they are part of a shift register for the entire read/write block.

[0090] Additional information about the structure and/or operations of various embodiments of non-volatile storage devices can be found in U.S. Patents 7,196,931, 7,023,736, 7,046,568, 7,196,928 and 7,327,619. FIG. 15 illustrates an example of an organization of a memory array into blocks for an all bit line memory architecture or for an odd-even memory architecture. Exemplary structures of memory array 1100 are described. As one example, a NAND flash EEPROM is described that is partitioned into 1,024 blocks. The data stored in each block can be simultaneously erased. In one embodiment, the block is the minimum unit of storage elements that are simultaneously erased. In each block, in this example, there are 8,512 columns corresponding to bit lines BL0, BL1, ... BL8511. In one embodiment re-
ferred to as an all bit line (ABL) architecture (architecture 1510), all the bit lines of a block can be simultaneously selected during read and program operations. Storage elements along a common word line and connected to any bit line can be programmed at the same time.

[0092] In the example provided, four storage elements are connected in series to form a NAND string. Although four storage elements are shown to be included in each NAND string, more or less than four can be used (e.g., 16, 32, 64 or another number). One terminal of the NAND string is connected to a corresponding bit line via a drain select gate (connected to select gate drain lines SGD), and another terminal is connected to c-source via a source select gate (connected to select gate source line SGS).

[0093] In another embodiment, referred to as an odd-even architecture (architecture 1500), the bit lines are divided into even bit lines (BLE) and odd bit lines (BLO). In the odd/even bit line architecture, storage elements along a common word line and connected to the odd bit lines are programmed at one time, while storage elements along a common word line and connected to even bit lines are programmed at another time. In each block, in this example, there are 8,512 columns that are divided into even columns and odd columns. In this example, four storage elements are shown connected in series to form a NAND string. Although four storage elements are shown to be included in each NAND string, more or fewer than four storage elements can be used.

[0094] During one configuration of read and programming operations, 4,256 storage elements are simultaneously selected. The storage elements selected have the same word line and the same kind of bit line (e.g., even or odd). Therefore, 532 bytes of data, which form a logical page, can be read or programmed simultaneously, and one block of the memory can store at least eight logical pages (four word lines, each with odd and even pages). For multi-state storage elements, when each storage element stores two bits of data, where each of these two bits are stored in a different page, one block stores sixteen logical pages. Other sized blocks and pages can also be used.

[0095] For either the ABL or the odd-even architecture, storage elements can be erased by raising the p-well to an erase voltage (e.g., 20 V) and grounding the word lines of a selected block. The source and bit lines are floating. Erasing can be performed on the entire memory lines of a selected block. The source and bit lines are programmed at another time. In each block, along a common word line and connected to even bit lines (BLe) are assigned to the threshold voltage ranges using a Gray code assignment so that if the threshold voltage of a floating gate erroneously shifts to its neighboring physical state, only one bit will be affected. One example assigns "11" to threshold voltage range E (state E), "10" to threshold voltage range A (state A), "00" to threshold voltage range B (state B) and "01" to threshold voltage range C (state C). However, in other embodiments, Gray code is not used. Although four states are shown, the present

operate as pass gates. The selected word line WL2 is connected to a voltage, a level of which is specified for each read and verify operation in order to determine whether a V_TH of the concerned storage element is above or below such level. For example, in a read operation for a two-level storage element, the selected word line WL2 may be grounded, so that it is detected whether the V_TH is higher than 0 V. In a verify operation for a two level storage element, the selected word line WL2 is connected to 0.8 V, for example, so that it is verified whether or not the V_TH has reached at least 0.8 V. The source and p-well are at 0 V. The selected bit lines, assumed to be the even bit lines (BLe), are pre-charged to a level of, for example, 0.7 V. If the V_TH is higher than the read or verify level on the word line, the potential level of the bit line (BLe) associated with the storage element of interest maintains the high level because of the non-conductive storage element. On the other hand, if the V_TH is lower than the read or verify level, the potential level of the concerned bit line (BLe) decreases to a low level, for example, less than 0.5 V, because the conductive storage element discharges the bit line. The state of the storage element can thereby be detected by a voltage comparator sense amplifier that is connected to the bit line.

[0097] The erase, read and verify operations described above are performed according to techniques known in the art. Thus, many of the details explained can be varied by one skilled in the art. Other erase, read and verify techniques known in the art can also be used.

[0098] FIG. 16 depicts an example set of threshold voltage distributions and one-pass programming. Example V_TH distributions for the storage element array are provided for a case where each storage element stores two bits of data. A first threshold voltage distribution E is provided for erased storage elements. Three threshold voltage distributions, A, B and C for programmed storage elements, are also depicted. In one embodiment, the threshold voltages in the E distribution are negative and the threshold voltages in the A, B and C distributions are positive.

[0099] Each distinct threshold voltage range corresponds to predetermined values for the set of data bits. The specific relationship between the data programmed into the storage element and the threshold voltage levels of the storage element depends upon the data encoding scheme adopted for the storage elements. For example, U.S. Patents 6,222,762 and 7,237,074 describe various data encoding schemes for multi-state flash storage elements. In one embodiment, data values are assigned to the threshold voltage ranges using a Gray code assignment so that if the threshold voltage of a floating gate erroneously shifts to its neighboring physical state, only one bit will be affected. One example assigns "11" to threshold voltage range E (state E), "10" to threshold voltage range A (state A), "00" to threshold voltage range B (state B) and "01" to threshold voltage range C (state C). However, in other embodiments, Gray code is not used. Although four states are shown, the present

operate as pass gates. The selected word line WL2 is connected to a voltage, a level of which is specified for each read and verify operation in order to determine whether a V_TH of the concerned storage element is above or below such level. For example, in a read operation for a two-level storage element, the selected word line WL2 may be grounded, so that it is detected whether the V_TH is higher than 0 V. In a verify operation for a two level storage element, the selected word line WL2 is connected to 0.8 V, for example, so that it is verified whether or not the V_TH has reached at least 0.8 V. The source and p-well are at 0 V. The selected bit lines, assumed to be the even bit lines (BLe), are pre-charged to a level of, for example, 0.7 V. If the V_TH is higher than the read or verify level on the word line, the potential level of the bit line (BLe) associated with the storage element of interest maintains the high level because of the non-conductive storage element. On the other hand, if the V_TH is lower than the read or verify level, the potential level of the concerned bit line (BLe) decreases to a low level, for example, less than 0.5 V, because the conductive storage element discharges the bit line. The state of the storage element can thereby be detected by a voltage comparator sense amplifier that is connected to the bit line.

[0097] The erase, read and verify operations described above are performed according to techniques known in the art. Thus, many of the details explained can be varied by one skilled in the art. Other erase, read and verify techniques known in the art can also be used.

[0098] FIG. 16 depicts an example set of threshold voltage distributions and one-pass programming. Example V_TH distributions for the storage element array are provided for a case where each storage element stores two bits of data. A first threshold voltage distribution E is provided for erased storage elements. Three threshold voltage distributions, A, B and C for programmed storage elements, are also depicted. In one embodiment, the threshold voltages in the E distribution are negative and the threshold voltages in the A, B and C distributions are positive.

[0099] Each distinct threshold voltage range corresponds to predetermined values for the set of data bits. The specific relationship between the data programmed into the storage element and the threshold voltage levels of the storage element depends upon the data encoding scheme adopted for the storage elements. For example, U.S. Patents 6,222,762 and 7,237,074 describe various data encoding schemes for multi-state flash storage elements. In one embodiment, data values are assigned to the threshold voltage ranges using a Gray code assignment so that if the threshold voltage of a floating gate erroneously shifts to its neighboring physical state, only one bit will be affected. One example assigns "11" to threshold voltage range E (state E), "10" to threshold voltage range A (state A), "00" to threshold voltage range B (state B) and "01" to threshold voltage range C (state C). However, in other embodiments, Gray code is not used. Although four states are shown, the present

operate as pass gates. The selected word line WL2 is connected to a voltage, a level of which is specified for each read and verify operation in order to determine whether a V_TH of the concerned storage element is above or below such level. For example, in a read operation for a two-level storage element, the selected word line WL2 may be grounded, so that it is detected whether the V_TH is higher than 0 V. In a verify operation for a two level storage element, the selected word line WL2 is connected to 0.8 V, for example, so that it is verified whether or not the V_TH has reached at least 0.8 V. The source and p-well are at 0 V. The selected bit lines, assumed to be the even bit lines (BLe), are pre-charged to a level of, for example, 0.7 V. If the V_TH is higher than the read or verify level on the word line, the potential level of the bit line (BLe) associated with the storage element of interest maintains the high level because of the non-conductive storage element. On the other hand, if the V_TH is lower than the read or verify level, the potential level of the concerned bit line (BLe) decreases to a low level, for example, less than 0.5 V, because the conductive storage element discharges the bit line. The state of the storage element can thereby be detected by a voltage comparator sense amplifier that is connected to the bit line.

[0097] The erase, read and verify operations described above are performed according to techniques known in the art. Thus, many of the details explained can be varied by one skilled in the art. Other erase, read and verify techniques known in the art can also be used.

[0098] FIG. 16 depicts an example set of threshold voltage distributions and one-pass programming. Example V_TH distributions for the storage element array are provided for a case where each storage element stores two bits of data. A first threshold voltage distribution E is provided for erased storage elements. Three threshold voltage distributions, A, B and C for programmed storage elements, are also depicted. In one embodiment, the threshold voltages in the E distribution are negative and the threshold voltages in the A, B and C distributions are positive.

[0099] Each distinct threshold voltage range corresponds to predetermined values for the set of data bits. The specific relationship between the data programmed into the storage element and the threshold voltage levels of the storage element depends upon the data encoding scheme adopted for the storage elements. For example, U.S. Patents 6,222,762 and 7,237,074 describe various data encoding schemes for multi-state flash storage elements. In one embodiment, data values are assigned to the threshold voltage ranges using a Gray code assignment so that if the threshold voltage of a floating gate erroneously shifts to its neighboring physical state, only one bit will be affected. One example assigns "11" to threshold voltage range E (state E), "10" to threshold voltage range A (state A), "00" to threshold voltage range B (state B) and "01" to threshold voltage range C (state C). However, in other embodiments, Gray code is not used. Although four states are shown, the present
invention can also be used with other multi-state structures including those that include more or less than four states.

[0100] Three read reference voltages, Vra, Vrb and Vrc, are also provided for reading data from storage elements. By testing whether the threshold voltage of a given storage element is above or below Vra, Vrb and Vrc, the system can determine the state, e.g., programming condition, the storage element is in.

[0101] Further, three verify reference voltages, Vva, Vvb and Vvc, are provided. When programming storage elements to state A, the system will test whether those storage elements have a threshold voltage greater than or equal to Vva. When programming storage elements to state B, the system will test whether the storage elements have threshold voltages greater than or equal to Vvb. When programming storage elements to state C, the system will determine whether those storage elements have their threshold voltage greater than or equal to Vvc.

[0102] In one embodiment, known as full sequence programming, storage elements can be programmed from the erase state E directly to any of the programmed states A, B or C. For example, a population of storage elements to be programmed may first be erased so that all storage elements in the population are in erased state E. A series of programming pulses such as depicted by the control gate voltage sequence of FIG. 20 will then be used to program storage elements directly into states A, B or C. While some storage elements are being programmed from state E to state A, other storage elements are being programmed from state E to state B and/or from state E to state C. When programming from state E to state C on WN, the amount of parasitic coupling to the adjacent floating gate under WLn-1 reaches a maximum since the change in amount of charge on the floating gate under WLn is the largest as compared to the change in charge when programming from state E to state A or state E to state B. When programming from state E to state B the amount of coupling to the adjacent floating gate is less. When programming from state E to state A the amount of coupling is reduced even further.

[0103] FIG. 17 illustrates an example of a two-pass technique of programming a multi-state storage element that stores data for two different pages: a lower page and an upper page. Four states are depicted: state E (11), state A (10), state B (00) and state C (01). For state E, both pages store a "1." For state A, the lower page stores a "0" and the upper page stores a "1." For state B, both pages store "0." For state C, the lower page stores "1" and the upper page stores "0." Note that although specific bit patterns have been assigned to each of the states, different bit patterns may also be assigned.

[0104] In a first programming pass, the storage element's threshold voltage level is set according to the bit to be programmed into the lower logical page. If that bit is a logic "1," the threshold voltage is not changed since it is in the appropriate state as a result of having been earlier erased. However, if the bit to be programmed is a logic "0," the threshold level of the storage element is increased to be state A, as shown by arrow 1700. That concludes the first programming pass.

[0105] In a second programming pass, the storage element's threshold voltage level is set according to the bit being programmed into the upper logical page. If the upper logical page bit is to store a logic "1," then no programming occurs since the storage element is in one of the states E or A, depending upon the programming of the lower page bit, both of which carry an upper page bit of "1." If the upper page bit is to be a logic "0," then the threshold voltage is shifted. If the first pass resulted in the storage element remaining in the erased state E, then in the second phase the storage element is programmed so that the threshold voltage is increased to be within state C, as depicted by arrow 1720. If the storage element had been programmed into state A as a result of the first programming pass, then the storage element is further programmed in the second pass so that the threshold voltage is increased to be within state B, as depicted by arrow 1710. The result of the second pass is to program the storage element into the state designated to store a logic "0" for the upper page without changing the data for the lower page. In both FIG. 16 and FIG. 17, the amount of coupling to the floating gate on the adjacent word line depends on the final state.

[0106] In one embodiment, a system can be set up to perform full sequence writing if enough data is written to fill up an entire page. If not enough data is written for a full page, then the programming process can program the lower page programming with the data received. When subsequent data is received, the system will then program the upper page. In yet another embodiment, the system can start writing in the mode that programs the lower page and convert to full sequence programming mode if enough data is subsequently received to fill up an entire (or most of a) word line's storage elements. More details of such an embodiment are disclosed in U.S. Patent 7,120,051.

[0107] FIGs. 18a-c disclose another process for programming non-volatile memory that reduces the effect of floating gate to floating gate coupling by, for any particular storage element, writing to that particular storage element with respect to a particular page subsequent to writing to adjacent storage elements for previous pages. In one example implementation, the non-volatile storage elements store two bits of data per storage element, using four data states. For example, assume that state E is the erased state and states A, B and C are the programmed states. State E stores data 11. State A stores data 01. State B stores data 10. State C stores data 00. This is an example of non-Gray coding because both bits change between adjacent states A and B. Other encodings of data to physical data states can also be used. Each storage element stores two pages of data. For reference purposes, these pages of data will be called upper page and lower page; however, they can be given other labels. With reference to state A, the upper page stores...
bit 0 and the lower page stores bit 1. With reference to state B, the upper page stores bit 1 and the lower page stores bit 0. With reference to state C, both pages store bit 0.

[0108] The programming process is a two-step process. In the first step, the lower page is programmed. If the lower page is to remain data 1, then the storage element state remains at state E. If the data is to be programmed to 0, then the threshold voltage of the storage element is raised such that the storage element is programmed to state B'. FIG. 18a therefore shows the programming of storage elements from state E to state B'. State B' is an interim state B; therefore, the verify point is depicted as Vvb', which is lower than Vvb.

[0109] In one embodiment, after a storage element is programmed from state E to state B', its neighbor storage element (WLn+1) in the NAND string will then be programmed with respect to its lower page. For example, looking back at FIG. 2, after the lower page for storage element 106 is programmed, the lower page for storage element 104 would be programmed. After programming storage element 104, the floating gate to floating gate coupling effect will raise the apparent threshold voltage of storage element 106 if storage element 104 had a threshold voltage raised from state E to state B'. This will have the effect of widening the threshold voltage distribution for state B' to that depicted as threshold voltage distribution 1850 of FIG. 18b. This apparent widening of the threshold voltage distribution will be remedied when programming the upper page.

[0110] FIG. 18c depicts the process of programming the upper page. If the storage element is in erased state E and the upper page is to remain at 1, then the storage element will remain in state E. If the storage element is in state E and its upper page data is to be programmed to 0, then the threshold voltage of the storage element will be raised so that the storage element is in state A. If the storage element was in intermediate threshold voltage distribution 1850 and the upper page data is to remain at 1, then the storage element will be programmed to final state B. If the storage element is in intermediate threshold voltage distribution 1850 and the upper page data is to become data 0, then the threshold voltage of the storage element will be raised so that the storage element is in state C. The process depicted by FIGs. 18a-c reduces the effect of floating gate to floating gate coupling because only the upper page programming of neighbor storage elements will have an effect on the apparent threshold voltage of a given storage element. An example of an alternate state coding is to move from distribution 1850 to state C when the upper page data is a 1, and to move to state B when the upper page data is a 0.

[0111] Although FIGs. 18a-c provide an example with respect to four data states and two pages of data, the concepts taught can be applied to other implementations with more or fewer than four states and more or less than two pages.

[0112] The foregoing detailed description of the invention has been presented for purposes of illustration and description. It is not intended to be exhaustive or to limit the invention to the precise form disclosed. Many modifications and variations are possible in light of the above teaching. The described embodiments were chosen in order to best explain the principles of the invention and its practical application, to thereby enable others skilled in the art to best utilize the invention in various embodiments and with various modifications as are suited to the particular use contemplated. It is intended that the scope of the invention be defined by the claims appended hereeto.

Claims

1. A method for operating non-volatile storage, comprising:
   a) performing programming operations on a first set of storage elements (C) using a first verify level (W-C) less an offset (Δ=VV-C - VV-CLL) to distinguish slower (610) and faster (620) programming storage elements, while locking out at least a second set of storage elements (A, B) from being programmed;
   b) locking out the faster programming storage elements while continuing programming of the slower programming storage elements using the first verify level (W-C) and while continuing to lock out the at least a second set of storage elements; and
   c) locking out the slower programming storage elements while resuming programming of the faster programming storage elements using the first verify level (VV-C) and while programming the at least a second set of storage elements using at least a second verify level (VV-B) which is less than the first verify level less the offset.

2. The method of claim 1, further comprising:
   the first set of storage elements and the at least a second set of storage elements are programmed from a common threshold voltage distribution.

3. The method of claim 1 or 2, further comprising:
   performing programming operations on the first and second sets of storage elements prior to step a), including applying program pulses which are incremented by a first step size (ΔV1), step b) includes applying program pulses which are incremented by a higher, second step size (ΔV5).
4. The method of claim 3, wherein:
   step a) includes applying a first set of program pulses which are incremented by a first step size ($\Delta V_3$), and step b) includes applying a second set of program pulses, a first program pulse of the second set is incremented from a last program pulse of the first set of program pulses by ($\Delta V_4$) more than the first step size.

5. The method of claim 4, wherein:
   the first program pulse of the second set is incremented from the last program pulse of the first set of program pulses by the offset.

6. The method of any one of claims 1-5, wherein:
   the first verify level is for a highest data state (C), and the at least a second verify level is for a second highest data state (B).

7. The method of any one of claims 1-6, wherein:
   step c) includes programming a third set of storage elements using a third verify level (VV-A) which is less than the second verify level (VV-B).

8. The method of any one of claims 1-7, wherein:
   steps a) and b) allow programming only of storage elements which are intended to be programmed to a data state (C) associated with the first verify level.

9. The method of any one of claims 1-8, further comprising:
   concluding step a) when a specified number or portion of storage elements in the first set of storage elements have been verified at the first verify level less the offset.

10. The method of any one of claims 1-8, wherein step a) comprises applying program pulses, the method further comprising:
    concluding step a) when a specified number of the program pulses have been applied.

11. The method of any one of claims 1-8, wherein step a) comprises applying program pulses, the method further comprising:
    concluding step a) when a specified number of additional program pulses have been applied after a specified number or portion of storage elements in the first set of storage elements have been verified at the first verify level less the offset.

12. A non-volatile storage device, comprising:
   first (C) and second (A, B) sets of storage elements; and
   at least one control circuit (1210, 1250) in communication with the first and second sets of storage elements, the at least one control circuit: a) performs programming operations on the first set of storage elements using a first verify level (VV-C) less an offset ($\Delta = VV-C - VV-CLL$) to distinguish slower (610) and faster (620) programming storage elements, while locking out at least the second set of storage elements from being programmed, b) locks out the faster programming storage elements while continuing programming of the slower programming storage elements using the first verify level (VV-C) and while continuing to lock out the at least a second set of storage elements, and c) locks out the slower programming storage elements while resuming programming of the faster programming storage elements using the first verify level and while programming the at least a second set of storage elements using at least a second verify level (VV-B) which is less than the first verify level less the offset.

13. The non-volatile storage device of claim 12, wherein:
   prior to performing the programming operations on the first set of storage elements using the first verify level less the offset, the at least one control circuit performs programming operations on the first and second sets of storage elements including applying program pulses which are incremented by a first step size ($\Delta V_1$), prior to a), where the lock out of the faster programming storage elements includes applying program pulses which are incremented by a higher, second step size ($\Delta V_5$).

14. The non-volatile storage device of claim 13, wherein:
   to perform the programming operations on the first set of storage elements using the first verify level less the offset, the at least one control circuit applies a first set of program pulses which are incremented by a first step size ($\Delta V_3$), and to lock out the faster programming storage elements, the at least one control circuit applies a second set of program pulses, a first program pulse of the second set is incremented from a last program pulse of the first set of program pulses by ($\Delta V_4$) more than the first step size.
15. The non-volatile storage device of claim 14, wherein:

the first program pulse of the second set is incremented from the last program pulse of the first set of program pulses by the offset.

Patentansprüche

1. Verfahren zum Betreiben von nichtflüchtigem Speicher, das umfasst:

a) Ausführen von Programmierungsoperationen an einer ersten Menge von Speicherelementen (C) unter Verwendung eines ersten Verifikationspegels bzw. -niveaus (VV-C) abzüglich eines Versatzes bzw. Offsets (Δ = VV-C - VV-CLL), um Speicherelemente mit langsamerer (610) und schnellerer (620) Programmierung zu unterscheiden, während wenigstens eine zweite Menge von Speicherelementen (A, B) von einer Programmierung ausgeschlossen wird;

b) Ausschließen der Speicherelemente mit schnellerer Programmierung, während die Programmierung der Speicherelemente mit langsamerer Programmierung unter Verwendung des ersten Verifikationspegels (VV-C) fortgesetzt wird und während die wenigstens eine zweite Menge von Speicherelementen weiterhin ausgeschlossen wird; und


2. Verfahren nach Anspruch 1, das ferner umfasst:

Programmieren der ersten Menge von Speicherelementen und der wenigstens einen zweiten Menge von Speicherelementen anhand einer gemeinsamen Schwellenspannungsverteilung.

3. Verfahren nach Anspruch 1 oder 2, das ferner umfasst:

Auszuführen von Programmierungsoperationen an der ersten und an der zweiten Menge von Speicherelementen vor dem Schritt a), umfassend das Anlegen von Programmierungsimpul-

sen, die um eine erste Schrittgröße (ΔV1) inkrementiert werden, wobei der Schritt b) das Anlegen von Programmierungsimpulsen umfasst, die um eine zweite, höhere Schrittgröße (ΔV5) inkrementiert werden.

4. Verfahren nach Anspruch 3, wobei:

der Schritt a) das Anlegen einer ersten Menge von Programmierungsimpulsen, die um eine erste Schrittgröße (ΔV3) inkrementiert werden, umfasst und der Schritt b) das Anlegen einer zweiten Menge von Programmierungsimpulsen umfasst, wobei ein erster Programmierungsimpuls der zweiten Menge gegenüber einem letzten Programmierungsimpuls der ersten Menge von Programmierungsimpulsen um (ΔV4) mehr als die erste Schrittgröße inkrementiert wird.

5. Verfahren nach Anspruch 4, wobei:

der erste Programmierungsimpuls der zweiten Menge gegenüber dem letzten Programmierungsimpuls der ersten Menge von Programmierungsimpulsen um den Versatz inkrementiert wird.

6. Verfahren nach einem der Ansprüche 1-5, wobei:

der erste Verifikationspegel einem höchsten Datenzustand (C) dient und der wenigstens eine zweite Verifikationspegel einem zweithöchsten Datenzustand (B) dient.

7. Verfahren nach einem der Ansprüche 1-6, wobei:

der Schritt c) das Programmieren einer dritten Menge von Speicherelementen unter Verwendung eines dritten Verifikationspegels (VV-A), der niedriger ist als der zweite Verifikationspegel (VV-B), umfasst.

8. Verfahren nach einem der Ansprüche 1-7, wobei:

die Schritte a) und b) ermöglichen, nur Speicherelemente zu programmieren, die in einen Datenzustand (C) programmiert werden sollen, der dem ersten Verifikationspegel zugeordnet ist.

9. Verfahren nach einem der Ansprüche 1-8, das ferner umfasst:

Beenden des Schrittes a), wenn eine bestimmte Anzahl oder ein bestimmter Anteil von Speicherelementen in der ersten Menge von Speicherelementen bei dem ersten Verifikationspegel abzüglich des Versatzes verifiziert worden wird.
10. Verfahren nach einem der Ansprüche 1-8, wobei der Schritt a) das Anlegen von Programmierungsimpulsen umfasst, wobei das Verfahren ferner umfasst:

Beenden des Schrittes a), wenn eine bestimmte Anzahl von Programmierungsimpulsen angelegt worden ist.

11. Verfahren nach einem der Ansprüche 1-8, wobei der Schritt a) das Anlegen von Programmierungsimpulsen umfasst, wobei das Verfahren ferner umfasst:

Beenden des Schrittes a), wenn eine bestimmte Anzahl zusätzlicher Programmierungsimpulse angelegt worden ist, nachdem eine bestimmte Anzahl oder ein Anteil von Speicherelementen in der ersten Menge von Speicherelementen bei dem ersten Verifikationspegel abzüglich des Versatzes verifiziert worden ist.

12. Nichtflüchtige Speichervorrichtung, mit:

einer ersten (C) und einer zweiten (A, B) Menge von Speicherelementen; und wenigstens einer Steuerschaltung (1210, 1250) in Kommunikation mit der ersten und der zweiten Menge von Speicherelementen, wobei die wenigstens eine Steuerschaltung: a) Programmierungsoperationen an der ersten Menge von Speicherelementen unter Verwendung eines ersten Verifikationspegels (VV-C) abzüglich eines Versatzes (\(\Delta = VV-C - VV-CLL\)) ausführt, um Speicherelemente mit langsamerer (610) und schnellerer (620) Programmierung zu unterscheiden, während wenigstens die zweite Menge von Speicherelementen von einer Programmierung ausgeschlossen wird; b) die Speicherelemente mit schnellerer Programmierung ausschließt, während die Programmierung der Speicherelemente mit langsamerer Programmierung fortgesetzt wird und während weiterhin die wenigstens eine zweite Menge von Speicherelementen ausgeschlossen wird, und c) die Speicherelemente mit langsamerer Programmierung ausschließt, während die Programmierung der Speicherelemente mit schnellerer Programmierung unter Verwendung des ersten Verifikationspegels (VV-C) fortgesetzt wird und während weiterhin die wenigstens eine zweite Menge von Speicherelementen ausgeschlossen wird.

13. Nichtflüchtige Speichervorrichtung nach Anspruch 12, wobei:

zum Ausführen der Programmierungsoperationen an der ersten Menge von Speicherelementen unter Verwendung des ersten Verifikationspegels abzüglich des Versatzes die wenigstens eine Steuerschaltung eine erste Menge von Programmierungsimpulsen anlegt, die um eine erste Schrittgröße (\(\Delta V3\)) inkrementiert werden, und zum Ausschließen der Speicherelemente mit schnellerer Programmierung die wenigstens eine Steuerschaltung eine zweite Menge von Programmierungsimpulsen anlegt, wobei ein erster Programmierungsimpuls der zweiten Menge gegenüber einem letzten Programmierungsimpuls um \(\Delta V4\) mehr als die erste Schrittgröße inkrementiert wird.

14. Nichtflüchtige Speichervorrichtung nach Anspruch 13, wobei:

Revendications

1. Procédé de fonctionnement d’une mémoire non volatile, comprenant :

a) l’exécution d’opérations de programmation sur un premier ensemble d’éléments de mémoire (C) à l’aide d’un premier niveau de vérification (VV-C) moins un décalage (\(\Delta = VV-C - W-CLL\)) pour opérer une distinction entre des éléments de mémoire de programmation plus lents (610) et plus rapides (620), tout en empêchant la programmation d’au moins un deuxième ensemble
d'éléments de mémoire (A, B) ;
b) le blocage des éléments de mémoire de pro-
grammation plus rapides tout en continuant la
programmation des éléments de mémoire de
programmation plus lents à l’aide du premier ni-
veau de vérification (VV-C) et tout en continuant
le blocage d’au moins le deuxième ensemble
d’éléments de mémoire ; et
c) le blocage des éléments de mémoire de pro-
grammation plus lents tout en reprenant la pro-
grammation des éléments de mémoire de pro-
grammation plus rapides à l’aide du premier ni-
veau de vérification (VV-C) et tout en program-
mant au moins le deuxième ensemble d’élé-
ments de mémoire à l’aide d’au moins un
deuxième niveau de vérification (VV-B) qui est
inférieur au premier niveau de vérification moins
le décalage.

2. Procédé selon la revendication 1, comprenant
gégalement :
   le premier ensemble d’éléments de mémoire et
au moins le deuxième ensemble d’éléments de
mémoire sont programmés à partir d’une distribu-
tion de tension de seuil commune.

3. Procédé selon la revendication 1 ou 2, comprenant
gégalement :
   la réalisation d’opérations de programmation
sur les premier et deuxième ensembles d’élé-
ments de mémoire avant l’étape a), comprenant
l’application d’impulsions de programme qui
sont incrémentées par une première dimension
d’étape (ΔV1), l’étape b) comprend l’application
d’impulsions de programme qui sont incrément-
tées par une deuxième dimension d’étape plus
 élevée (ΔV5).

4. Procédé selon la revendication 3, dans lequel :
   l’étape a) comprend l’application d’un premier
ensemble d’impulsions de programme qui sont
incrémentées par une première dimension d’étape (ΔV3), et l’étape b) comprend l’applica-
tion d’un deuxième ensemble d’impulsions de
programme, une première impulsion de pro-
gramme du deuxième ensemble est incrémentée
à partir d’une dernière impulsion de pro-
gramme du premier ensemble d’impulsions de
programme par (ΔV4) davantage que la premières
dimension d’étape.

5. Procédé selon la revendication 4, dans lequel :
   la première impulsion de programme du deuxiè-
me ensemble est incrémentée à partir de la der-
nière impulsion de programme du premier en-
semble d’impulsions de programme par le dé-
calage.

6. Procédé selon l’une quelconque des revendications
1-5, dans lequel :
   le premier niveau de vérification est pour un état
de données le plus élevé (C), et au moins le
deuxième niveau de vérification est pour un
deuxième état de données le plus élevé (B).

7. Procédé selon l’une quelconque des revendications
1-6, dans lequel :
   l’étape c) comprend la programmation d’un troi-
sième ensemble d’éléments de mémoire à l’aide
d’un troisième niveau de vérification (VV-A) qui
est inférieur au deuxième niveau de vérification
(VV-B).

8. Procédé selon l’une quelconque des revendications
1-7, dans lequel :
   les étapes a) et b) ne permettent la programma-
tion que des éléments de mémoire qui sont pré-
vus pour être programmés en un état de don-
nées (C) associé au premier niveau de vérifica-
tion.

9. Procédé selon l’une quelconque des revendications
1-8, comprenant également :
   l’achèvement de l’étape a) quand un nombre
ou une portion spécifié(e) d’éléments de mémoire
dans le premier ensemble d’éléments de mé-
moire a été vérifié(e) au premier niveau de vé-
rification moins le décalage.

10. Procédé selon l’une quelconque des revendications
1-8, dans lequel l’étape a) comprend l’application
d’impulsions de programme, le procédé comprenant
gégalement :
   l’achèvement de l’étape a) quand un nombre
spécifié d’impulsions de programme a été ap-
pliqué.

11. Procédé selon l’une quelconque des revendications
1 à 8, dans lequel l’étape a) comprend l’application
d’impulsions de programme, le procédé comprenant
gégalement :
   l’achèvement de l’étape a) quand un nombre
spécifié d’impulsions de programme supplé-
mentaires a été appliqué après qu’un nombre
ou une portion spécifié(e) d’éléments de mémoi-
re dans le premier ensemble d’éléments de mé-
moire ait été vérifié(e) au premier niveau de vérification moins le décalage.

12. Dispositif de mémoire non volatile, comprenant :

des premier (C) et deuxième (A, B) ensembles d’éléments de mémoire ; et

au moins un circuit de commande (1210, 1250) en communication avec les premier et deuxième ensembles d’éléments de mémoire, le circuit de commande au moins au nombre de un : a) effectue des opérations de programmation sur le premier ensemble d’éléments de mémoire à l’aide d’un premier niveau de vérification (VV-C) moins un décalage (Δ=VV-C - W-CLL) pour opérer une distinction entre des éléments de mémoire de programmation plus lents (610) et plus rapides (620), tout en empêchant la programmation d’au moins le deuxième ensemble d’éléments de mémoire, b) bloque les éléments de mémoire de programmation plus rapides tout en continuant la programmation des éléments de mémoire de programmation plus lents à l’aide du premier niveau de vérification (VV-C) et tout en continuant le blocage d’au moins le deuxième ensemble d’éléments de mémoire, et c) bloque les éléments de mémoire de programmation plus lents tout en reprenant la programmation des éléments de mémoire de programmation plus rapides à l’aide du premier niveau de vérification et tout en programmant au moins le deuxième ensemble d’éléments de mémoire à l’aide d’au moins un deuxième niveau de vérification (VV-B) qui est inférieur au premier niveau de vérification moins le décalage.

13. Dispositif de mémoire non volatile selon la revendication 12, dans lequel :

avant d’effectuer les opérations de programmation sur le premier ensemble d’éléments de mémoire à l’aide du premier niveau de vérification moins le décalage, le circuit de commande au moins au nombre de un effectue des opérations de programmation sur les premier et deuxième ensembles d’éléments de mémoire, comprenant l’application d’impulsions de programme qui sont incrémentées par une première dimension d’étape (ΔV1), avant a), où le blocage des éléments de mémoire de programmation plus rapides comprend l’application d’impulsions de programme qui sont incrémentées par une deuxième dimension d’étape plus élevée (ΔV5).

14. Dispositif de mémoire non volatile selon la revendication 13, dans lequel :

pour effectuer les opérations de programmation sur le premier ensemble d’éléments de mémoire à l’aide du premier niveau de vérification moins le décalage, le circuit de commande au moins au nombre de un applique un premier ensemble d’impulsions de programme qui sont incrémentées par une première dimension d’étape (ΔV3), et pour bloquer les éléments de mémoire de programmation plus rapides, le circuit de commande au moins au nombre de un applique un deuxième ensemble d’impulsions de programme, une première impulsion de programme du deuxième ensemble est incrémentée à partir d’une dernière impulsion de programme du premier ensemble d’impulsions de programme par (ΔV4) plus que la première dimension d’étape.

15. Dispositif de mémoire non volatile selon la revendication 14, dans lequel :

la première impulsion de programme du deuxième ensemble est incrémentée à partir de la dernière impulsion de programme du premier ensemble d’impulsions de programme par le décalage.
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Begin programming

Begin phase 1; temporarily lockout A cells from programming

Apply program pulse starting at lowest $V_{PGM}$

Perform verify, and temporarily lockout B and C cells which reach state LM

All B and C cells verified to state LM, or $N_1$ pulses applied?

yes

no

Apply next program pulse (increment pulse by $\Delta V_1$)

Begin phase 2; temporarily lockout all cells from programming except C cells

Apply program pulse (increment last program pulse by $\Delta V_2$)

Perform verify, and temporarily lockout fast C cells which reach VV-CLL

$N_2$ pulses applied or $N_3$ C cells reach VV-CLL?

yes

no

Apply next program pulse (increment pulse by $\Delta V_3$)

Begin phase 3; temporarily lockout all cells from programming except slow C cells

Apply program pulse (increment last program pulse by $\Delta V_4$)

Perform verify, and permanently lockout slow C cells which reach state C

All slow C cells verified to state C, or $N_4$ pulses applied?

yes

no

Apply next program pulse (increment pulse by $\Delta V_3$)

Begin phase 4; restore A, B and fast C cells from temporary lockout
Apply program pulse starting at lowest $V_{PEM}$

Perform verify, and permanently lockout A cells which reach state A

yes

All A cells verified to state A, or N5 pulses applied?

no

Apply next program pulse (increment pulse by step size $\Delta V_1$)

Begin phase 5

Apply next program pulse (increment pulse by $\Delta V_1$)

Perform verify, and permanently lockout A and B cells which reach intended state

All A and B cells verified to intended state, or N6 pulses applied?

no

Apply next program pulse (increment pulse by $\Delta V_1$)

Begin phase 6

Apply next program pulse (increment pulse by $\Delta V_1$)

Perform verify, and permanently lockout A, B and C cells which reach intended state

yes

All A, B and C cells verified to intended state, or N7 pulses applied?

no

Apply next program pulse (increment pulse by $\Delta V_1$)

Begin phase 7

Apply next program pulse (increment pulse by $\Delta V_1$)

Perform verify, and permanently lockout B and C cells which reach intended state

All B and C cells verified to intended state, or N8 pulses applied?

no

Apply next program pulse (increment pulse by $\Delta V_1$)

End programming
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**Fig. 9a**

1. First programming pass
2. Implement first programming condition
3. Program C cells, lockout fast C cells
4. Program slow C cells
5. Second programming pass
6. Implement second programming condition
7. Program A, B and fast C cells

**Fig. 9b**

1. First programming pass
2. Program cells to intermediate state
3. Program high state cells, lockout fast high state cells
4. Program slow high state cells
5. Second programming pass
6. Program remaining cells, including fast high state cells
Fig. 10

Case #1
Verify level(s):

<table>
<thead>
<tr>
<th>Program pulse #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
</tr>
</thead>
<tbody>
<tr>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td></td>
</tr>
</tbody>
</table>

Case #2
Verify level(s):

<table>
<thead>
<tr>
<th>Program pulse #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
</tr>
</thead>
<tbody>
<tr>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td></td>
</tr>
</tbody>
</table>

Case #3
Verify level(s):

<table>
<thead>
<tr>
<th>Program pulse #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
</tr>
</thead>
<tbody>
<tr>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td>AL A</td>
<td></td>
</tr>
</tbody>
</table>
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