Image prediction on the basis of a frequency band analysis of the to be predicted image

To effectively compress a moving image in which images having different signal bands exist, when encoding/decoding the moving image. A moving image encoding device 13 measures a band of a target image to be encoded and a band of a reference image by means of a band analyzer 10, and generates band-related information representing these bands. A prediction signal generator 9 generates a prediction signal such that the signal matches the band of the target image, from the reference image, on the basis of the band-related information. A difference unit 2 obtains a difference between the target image and the prediction signal to generate a differential signal. A converter 3 and a quantizer 4 each encode the differential signal to generate an encoded differential signal. An inverse quantizer 5 and an inverter 6 each decode the encoded differential signal to generate a decoded differential signal. An adder 7 adds the prediction signal to the decoded differential signal to generate a reproduced image. An output terminal 12 outputs at least the encoded differential signal and the band-related information.
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The present invention relates to encoding and decoding of moving-image data.

A compression encoding technology has been conventionally used in order to transfer and accumulate moving-image data efficiently. Particularly, the systems of MPEG 1 through 4 and of H.261 through H.264 are widely used for moving-image data. When encoding a moving image, in order to realize reduction of data amount, there is sometimes adopted a method of producing a prediction signal of a target image to be encoded, by means of other images that are adjacent to each other on the time base, encoding the difference between the target image and the prediction signal (see, for example, the following Patent literature 1). This method is called "inter-frame encoding."

In H.264, for example, the encoding device divides one frame of image into block areas, each of which is composed of 16 × 16 pixels, and performs encoding processing of the image in units of blocks. In inter-frame encoding, motion prediction is performed on a target block of an image to be encoded, on the basis of a reference image of another frame that has been encoded and then decoded, whereby a prediction signal is produced. Next, the difference value between the target block and the prediction signal is obtained, and discrete cosine transformation and quantization processing are performed to produce encoded data.

On the other hand, the quantized conversion coefficient is inversely quantized and thereafter inverted, as a result of which a reproduced conversion coefficient is generated. Then, the prediction signal is added to the reproduced conversion coefficient, and a reproduced image is decoded. The decoded reproduced image is stored temporarily as a reference image to be used for encoding and decoding the next image.

Also, the following technologies can be included as another background art. A moving image is constituted by continuously arranging a "frame" which is a single static image. The magnitude of the amplitude of spatial frequency components (called "spatial frequency amplitude" hereinafter) indicates the contrast of the image, and thus is involved in evaluation of the quality of the moving image.

If a major change occurs in the contrast of the image in a short period of time throughout the moving image, blinking might occur. Also, since the human eye has a sensitivity to the contrast, the contrast is considered important in evaluation of the quality of the moving image.

In some moving images, generally, the image contrast changes as time advances. The best example of such moving images or the like is that the image contrast gradually becomes clear or blurry when taking a long time to change the scenes.

Even in the case of an image in which the contrast of each frame is low, when the flames are displayed as a moving image in which the frames are arranged continuously, a person who views this moving image might experience an optical illusion phenomenon where the moving image appears as a clear moving image having the contrast higher than that of a static image, as described in non-patent literature 1. This optical illusion phenomenon is called "motion sharpening phenomenon."

The above non-patent literature 1 explains the experimental result in which, according to this motion sharpening phenomenon, even when filters were periodically used in the original image to insert frames in which spatial frequency bands or contrasts were changed, the moving image was perceived to have a high quality as a result of evaluation of the moving image with the original image when the original image was viewed as the moving image.

On the other hand, a compression encoding technology is used in order to transfer and accumulate moving-image data efficiently. The systems of MPEG 1 through 4 and of ITU (International Telecommunication Union) H.261 through H.264 are widely used for moving images. When encoding a moving image, a prediction signal of a target image to be encoded is produced by means of other images that are adjacent to each other on the time base, and the difference value between the target image and the prediction signal is produced by means of other images that are adjacent to each other on the time base, and the difference value between the target image and the prediction signal is generated. Then, the encoding device performs inverse quantization and then inversion on the quantized conversion coefficient, on the basis of this difference value. Then, the encoding device adds the
prediction signal to the reproduced conversion coefficient to decode a reproduced image. The decoded reproduced image is stored temporarily as a reference image to be used for encoding and decoding the next image.

[0013] In such moving image compression encoding, with regard to a moving image in which the spatial frequency amplitude of each image is generally low and the contrast is blurry, the conversion coefficient (difference value) is small, thus the amount of data to be encoded can be reduced. For this reason, when encoding a moving image that contains the image having blurry contrast or the low-contrast image in which the motion sharpening effect is expected, high encoding efficiency is expected.


[0014] However, in the conventional image encoding/decoding technology described above, a moving image cannot be compressed efficiently if images having different signal bands exist in the moving image. For example, a moving image in which images having different signal bands exist is sometimes produced in image capturing performed by a consumer video camera. This is because the bands of adjacent images fluctuate because the focus is automatically adjusted by the autofocusing function of the camera during image capturing, and thereby an image having a wide signal bandwidth and an image having a narrow signal bandwidth are recorded adjacent to each other.

[0015] In this case, when the encoding device predicts a first image having narrow signal bandwidth with reference to a second image having wide signal bandwidth, high-frequency components contained in the second image are contained in a differential signal of the first image. Therefore, there is a problem that the prediction signal becomes a signal having a band wider than that of the first image, increasing the amount of information and reducing the compression rate.

[0016] Moreover, another problem is that, in the conventional moving image encoding/decoding method, a moving image cannot be compressed efficiently if it has images having very different contrasts, i.e., the spatial frequency amplitudes. When a first image having low spatial frequency amplitudes is predicted with reference to a second image having high spatial frequency amplitudes, a target to be predicted cannot be searched well, or the difference between spatial frequency amplitudes contained in the second image will be contained in differential signals of the first image, whereby the amount of information is increased and the compression rate is reduced. Also, when a third image having high spatial frequency amplitudes is predicted with reference to the first image having low spatial frequency amplitudes, similarly, a target to be predicted cannot be searched well, or the difference between spatial frequency amplitudes contained in the third image will be required as a differential signal, thus, in this case as well, the problem is that the amount of information is increased and the compression rate is reduced.

Disclosure of the Invention

[0017] In order to solve the problems described above, an object of the present invention is to efficiently compress a moving image when encoding/decoding the moving image.

[0018] A moving image encoding device of the present invention has: input means for inputting a target image to be encoded, from among a plurality of images configuring a moving image; storage means for storing a reference image that is used for generating a prediction signal for the target image; frequency characteristic analyzing means for measuring a frequency characteristic of the target image and a frequency characteristic of the reference image, and generating frequency characteristic-related information that represents the frequency characteristic of the target image and the frequency characteristic of the reference image; prediction signal generating means for generating the prediction signal such that the signal matches the frequency characteristic of the target image, from the reference image, on the basis of the frequency characteristic-related information; difference means for obtaining a difference between the target image and the prediction signal to generate a differential signal; encoding means for encoding the differential signal to generate an encoded differential signal; decoding means for decoding the encoded differential signal to generate a decoded differential signal; adding means for adding the prediction signal to the decoded differential signal to generate a reproduced image, the adding mean being connected, at a post-stage thereof, to the storage means storing the reproduced image; and output means for outputting at least the encoded differential signal and the frequency characteristic-related information.

[0019] In the moving image encoding device of the present invention, preferably, the prediction signal generating means derives a method of generating a prediction signal corresponding to the frequency characteristic-related information, to generate the prediction signal from the reference image, and the frequency characteristic-related information contains information on the method of generating the prediction signal.

[0020] In the moving image encoding device of the present invention, preferably, the prediction signal generating means selects, from at least two types of prediction signal generation methods, a method of generating a prediction signal corresponding to the frequency characteristic-related information, to generate the prediction signal from the reference image, and the frequency characteristic-related information contains information on the method of generating the prediction signal.
[0021] It is preferred that the moving image encoding device of the present invention further have memory means for storing frequency characteristic-related information that is measured when the reference image is decoded, and that the prediction signal generating means generate a prediction signal on the basis of the frequency characteristic-related information stored in the memory means.

[0022] A moving image decoding device of the present invention has: input means for inputting compressed data that contains an encoded differential signal obtained by predictively encoding a moving image and frequency characteristic-related information; decoding means for decoding the encoded differential signal to generate a decoded differential signal; prediction signal generating means for generating a prediction signal for the decoded differential signal; adding means for adding the prediction signal to the decoded differential signal to generate a reproduced image; and storage means for storing a reference image that is used for generating the prediction signal, wherein the frequency characteristic-related information represents a frequency characteristic of the reproduced image and a frequency characteristic of the reference image, and the prediction signal generating means generates the prediction signal such that the signal matches a frequency characteristic of a target image to be decoded, from the reference image, on the basis of the frequency characteristic-related information.

[0023] In the moving image decoding device of the present invention, preferably, the frequency characteristic-related information contains prediction signal generation-related information that is related to a method of generating the prediction signal, and the prediction signal generating means generates the prediction signal from the reference image, on the basis of the prediction signal generation-related information.

[0024] In the moving image decoding device of the present invention, preferably, the frequency characteristic-related information contains prediction signal generation-related information that is related to a method of generating the prediction signal, and the prediction signal generating means selects, from at least two types of prediction signal generation methods, a method of generating the prediction signal, on the basis of the prediction signal generation-related information, and generates the prediction signal from the reference image.

[0025] In the moving image decoding device of the present invention, preferably, the frequency characteristic-related information contains prediction signal generation-related information that is related to a method of generating the prediction signal, and the prediction signal generating means selects, from at least two types of prediction signal generation methods that are prepared in advance, a method of generating the prediction signal, on the basis of the prediction signal generation-related information, and generates the prediction signal from the reference image.

[0026] It is preferred that the moving image decoding device of the present invention further have memory means for storing frequency characteristic information that is measured when decoding the reference image, and that the prediction signal generating means generate the prediction signal on the basis of the frequency characteristic information stored in the memory means.

[0027] A moving image encoding method of the present invention has: an input step of inputting a target image to be encoded, from among a plurality of images configuring a moving image; a storing step of storing in storage means a reference image that is used for generating a prediction signal for the target image; a frequency characteristic analyzing step of measuring a frequency characteristic of the target image and a frequency characteristic of the reference image, and generating frequency characteristic-related information that represents the frequency characteristic of the target image and the frequency characteristic of the reference image; a prediction signal generating step of generating the prediction signal such that the signal matches the frequency characteristic of the target image, from the reference image, on the basis of the frequency characteristic-related information; a difference step of obtaining a difference between the target image and the prediction signal to generate a differential signal; an encoding step of encoding the differential signal to generate an encoded differential signal; a decoding step of decoding the encoded differential signal to generate a decoded differential signal; an adding step of adding the prediction signal to the decoded differential signal to generate a reproduced image, the adding step being connected, at a post-stage thereof, to the storage means storing the reproduced image; and an output step of outputting at least the encoded differential signal and the frequency characteristic-related information.

[0028] A moving image decoding method of the present invention has: an input step of inputting compressed data that contains an encoded differential signal obtained by predictively encoding a moving image and frequency characteristic-related information; a decoding step of decoding the encoded differential signal to generate a decoded differential signal; a prediction signal generating step of generating a prediction signal for the decoded differential signal; an adding step of adding the prediction signal to the decoded differential signal to generate a reproduced image; and a storing step of storing in storage means a reference image that is used for generating the prediction signal, wherein the frequency characteristic-related information represents a frequency characteristic of the reproduced image and a frequency characteristic of the reference image, and in the prediction signal generating step the prediction signal is generated such that the signal matches a frequency characteristic of a target image to be decoded, from the reference image, on the basis of the frequency characteristic-related information.

[0029] A moving image encoding program of the present invention causes a computer to execute: input processing of inputting a target image to be encoded, from among a plurality of images configuring a moving image; storage
processing of storing in storage means a reference image that is used for generating a prediction signal for the target image; frequency characteristic analyzing processing of measuring a frequency characteristic of the target image and a frequency characteristic of the reference image, and generating frequency characteristic-related information that represents the frequency characteristic of the target image and the frequency characteristic of the reference image; prediction signal generation processing of generating the prediction signal such that the signal matches the frequency characteristic of the target image from the reference image, on the basis of the frequency characteristic-related information; difference processing of obtaining a difference between the target image and the prediction signal to generate a differential signal; encoding processing of encoding the differential signal to generate an encoded differential signal; decoding processing of decoding the encoded differential signal to generate a decoded differential signal; adding processing of adding the prediction signal to the decoded differential signal to generate a reproduced image, the adding processing being connected, at a post-stage thereof, to the storage means storing the reproduced image; and output processing of outputting at least the encoded differential signal and the frequency characteristic-related information.

[0030] A moving image decoding program of the present invention causes a computer to execute: input processing of inputting compressed data that contains an encoded differential signal obtained by predictively encoding a moving image and frequency characteristic-related information; decoding processing of decoding the encoded differential signal to generate a decoded differential signal; prediction signal generation processing of generating a prediction signal for the decoded differential signal; adding processing of adding the prediction signal to the decoded differential signal to generate a reproduced image; and storage processing of storing in storage means a reference image that is used for generating the prediction signal, wherein the frequency characteristic-related information represents a frequency characteristic of the reproduced image and a frequency characteristic of the reference image, and the in prediction signal generation processing the prediction signal is generated such that the signal matches a frequency characteristic of a target image to be decoded, from the reference image, on the basis of the frequency characteristic-related information.

[0031] The moving image decoding device of the present invention has: input means for inputting a target image to be encoded, from among a plurality of images configuring a moving image; storage means for storing a reference image that is used for generating a prediction signal for the target image; band analyzing means for measuring a band of the target image and a band of the reference image, and generating band-related information that represents the band of the target image and the band of the reference image; prediction signal generating means for generating a prediction signal such that the signal matches the band of the target image, from the reference image, on the basis of the band-related information; difference means for obtaining a difference between the target image and the prediction signal to generate a differential signal; encoding means for encoding the differential signal to generate an encoded differential signal; decoding means for decoding the encoded differential signal to generate a decoded differential signal; adding means for adding the prediction signal to the decoded differential signal to generate a reproduced image, the adding mean being connected, at a post-stage thereof, to the storage means storing the reproduced image; and output means for outputting at least the encoded differential signal and the band-related information.

[0032] In the moving image decoding device of the present invention, the prediction signal generating means may derive a method of generating a prediction signal in accordance with the band-related information, to generate the prediction signal from the reference image, and the band-related information may contain information on the method of generating the prediction signal (for example, a filter coefficient that is used for generating the prediction signal).

[0033] In the moving image encoding device of the present invention, the prediction signal generating means can select, from at least two types of prediction signal generation methods, a method of generating a prediction signal in accordance with the band-related information, to generate the prediction signal from the reference image, and the band-related information can contain information on the method of generating the prediction signal (for example, an identifier of the selected optimal generating method).

[0034] The moving image decoding device of the present invention has: input means for inputting compressed data that contains an encoded differential signal obtained by predictively encoding a moving image and band-related information; decoding means for decoding the encoded differential signal to generate a decoded differential signal; prediction signal generating means for generating a prediction signal for the decoded differential signal; adding means for adding the prediction signal to the decoded differential signal to generate a reproduced image; and storage means for storing a reference image that is used for generating the prediction signal, wherein the band-related information represents a band of the reproduced image and a band of the reference image, and the prediction signal generating means generates the prediction signal such that the signal matches a band of a target image to be decoded, from the reference image, on the basis of the band-related information.

[0035] In the moving image decoding device of the present invention, the band-related information may contain prediction signal generation-related information that is related to the method of generating the prediction signal, and the prediction signal generating means may generate the prediction signal from the reference image, on the basis of the prediction signal generation-related information.

[0036] In the moving image decoding device of the present invention, the band-related information can contain the prediction signal generation-related information that is related to the method of generating the prediction signal, and the
prediction signal generating means can select, from at least two types of prediction signal generation methods, the
method of generating the prediction signal, on the basis of the prediction signal generation-related information, and
generate the prediction signal from the reference image.

[0037] The moving image encoding method of the present invention has: an input step of inputting a target image to
be encoded, from among a plurality of images configuring a moving image; a storing step of storing in storage means
a reference image that is used for generating a prediction signal for the target image; a band analyzing step of measuring
a band of the target image and a band of the reference image, and generating band-related information that represents
the band of the target image and the band of the reference image; a prediction signal generating step of generating the
prediction signal such that the signal matches the band of the target image, from the reference image, on the basis of
the band-related information; a difference step of obtaining a difference between the target image and the prediction
signal to generate a differential signal; an encoding step of encoding the differential signal to generate an encoded
differential signal; an adding step of adding the prediction signal to the decoded differential signal to generate a decoded differential signal; a decoding step of decoding the encoded differential signal to generate a decoded differential signal; an adding step of adding the prediction signal to the decoded differential signal to generate a decoded differential signal; a storing step of storing the reproduced image in the storage means; and an output step of outputting at least the encoded differential signal and the band-related information.

[0038] The moving image decoding method of the present invention has: an input step of inputting compressed data
that contains an encoded differential signal obtained by predictively encoding a moving image and band-related infor-
mation; a decoding step of decoding the encoded differential signal to generate a decoded differential signal; a prediction
signal generating step of generating a prediction signal for the decoded differential signal; an adding step of adding the
prediction signal to the decoded differential signal to generate a reproduced image; and a storing step of storing in storage means a reference image that is used for generating the prediction signal, wherein the band-related information represents a band of the reproduced image and a band of the reference image.

[0039] The moving image encoding program of the present invention causes a computer to execute: input processing
of inputting a target image to be encoded, from among a plurality of images configuring a moving image; storage
processing of storing in storage means a reference image that is used for generating a prediction signal for the target
image; band analyzing processing of measuring a band of the target image and a band of the reference image, and
generating band-related information that represents the band of the target image and the band of the reference image;
prediction signal generation processing of generating the prediction signal such that the signal matches the band of the
target image, from the reference image, on the basis of the band-related information; difference processing of obtaining
a difference between the target image and the prediction signal to generate a differential signal; encoding processing of
encoding the differential signal to generate an encoded differential signal; decoding processing of decoding the
encoded differential signal to generate a decoded differential signal; adding processing of adding the prediction signal
to the decoded differential signal to generate a reproduced image; storage processing of storing the reproduced image
in the storage means; and output processing of outputting at least the encoded differential signal and the band-related
information.

[0040] The moving image decoding program of the present invention causes a computer to execute: input processing
of inputting compressed data that contains an encoded differential signal obtained by predictively encoding a moving
image and band-related information; decoding processing of decoding the encoded differential signal to generate a
decoded differential signal; prediction signal generation processing of generating a prediction signal for the decoded
differential signal; adding processing of adding the prediction signal to the decoded differential signal to generate a
reproduced image; and storage processing of storing in storage means a reference image that is used for generating
the prediction signal, wherein the band-related information represents a band of the reproduced image and a band of
the reference image, and in the prediction signal generation processing the prediction signal is generated such that the
signal matches a band of a target image to be decoded, from the reference image, on the basis of the band-related information.

[0041] According to these inventions, the prediction signal for the target image is generated from the reference image
so as to match the band of the target image, thus the band of the target image and the band of the prediction signal
become nearly equal to each other. Accordingly, a high-frequency component of the reference image is prevented from
being shifted to the prediction signal, thus highly efficient compression is realized on a moving image in which images
having different signal bands exist. The present invention is effective particularly when the moving image is an image
in which the reference image has a wide signal band and the target image has a narrow signal band.

[0042] In order to solve the above problems, the moving image encoding device of the present invention has: input
means for inputting a target image to be encoded, from among a plurality of images configuring a moving image; storage
means for storing a reference image that is used for generating a prediction signal for the target image input by the input
means; spatial frequency amplitude analyzing means for generating spatial frequency amplitude-related information for
adjusting a difference between an amplitude of a spatial frequency component of the target image input by the input
The moving image encoding method of the present invention has: an input step of inputting a target image to be encoded, from among a plurality of images configuring a moving image; a spatial frequency amplitude analyzing step of generating spatial frequency amplitude-related information for adjusting a difference between an amplitude of a spatial frequency component of the target image input by the input step and an amplitude of a spatial frequency component of a reference image that is used for generating a prediction signal for the target image input by the input step, on the basis of the amplitude of the spatial frequency component of the reference image; a prediction signal generating step of adjusting the amplitude of the spatial frequency component of the reference image on the basis of the spatial frequency amplitude-related information generated in the spatial frequency amplitude analyzing step, and generating the prediction signal for the target image on the basis of the amplitude of the spatial frequency component of the reference image on the basis of the spatial frequency amplitude-related information generated in the spatial frequency amplitude analyzing step; a difference step of generating a differential signal on the basis of a difference between the target image input in the input step and the prediction signal generated in the prediction signal generating step; an encoding step of encoding the differential signal generated in the difference step, to generate an encoded differential signal; an output step of outputting the encoded differential signal encoded in the encoding step and the spatial frequency amplitude-related information generated in the spatial frequency amplitude analyzing step, in the decoded differential signal generated in the decoding step, to generate a reproduced image, and storing the generated reproduced image as the reference image.

According to the present invention, a target image to be encoded is input from among a plurality of images configuring a moving image, and a reference image that is used for generating a prediction signal for the input target image is stored. Then, there is generated spatial frequency amplitude-related information for adjusting a difference between an amplitude of a spatial frequency component of the input target image and an amplitude of a spatial frequency component of the reference image on the basis of the amplitude of the spatial frequency component of the target image and the amplitude of the spatial frequency component of the reference image, on the basis of the spatial frequency amplitude-related information generated by the spatial frequency amplitude analyzing means, and generating the prediction signal for the target image on the basis of the amplitude of the spatial frequency component of the reference image; difference means for generating a differential signal on the basis of a difference between the target image input by the input means and the prediction signal generated by the prediction signal generating means; encoding means for encoding the differential signal generated by the difference means, to generate an encoded differential signal; output means for outputting the encoded differential signal encoded by the encoding means and the spatial frequency amplitude-related information generated by the spatial frequency amplitude analyzing means; decoding means for decoding the encoded differential signal generated by the encoding means, to generate a decoded differential signal; and reproduced image generating means for adding the prediction signal generated by the prediction signal generating means to the decoded differential signal generated by the decoding means, and storing the generated reproduced image in the storage means as the reference image.

The amplitude of the spatial frequency component of the reference image is adjusted on the basis of the amplitude of the spatial frequency component of the target image and the amplitude of the spatial frequency component of the reference image; prediction signal generating means for adjusting the amplitude of the spatial frequency component of the reference image on the basis of the spatial frequency amplitude-related information generated by the spatial frequency amplitude analyzing means, and generating the prediction signal for the target image on the basis of the amplitude of the spatial frequency component of the reference image; difference means for generating a differential signal on the basis of a difference between the target image input by the input means and the prediction signal generated by the prediction signal generating means; encoding means for encoding the differential signal generated by the difference means, to generate an encoded differential signal; output means for outputting the encoded differential signal encoded by the encoding means and the spatial frequency amplitude-related information generated by the spatial frequency amplitude analyzing means; decoding means for decoding the encoded differential signal generated by the encoding means, to generate a decoded differential signal; and reproduced image generating means for adding the prediction signal generated by the prediction signal generating means to the decoded differential signal generated by the decoding means, and storing the generated reproduced image in the storage means as the reference image.
generated spatial frequency amplitude-related information, the prediction signal for the target image is generated based on the adjusted reference image, and a differential signal is generated based on the difference between the input target image and the generated prediction signal. The generated differential signal is encoded to generate an encoded differential signal, and the generated encoded differential signal is decoded to generate a decoded differential signal.

[0047] The prediction signal is added to the decoded differential signal to generate a reproduced image, and the reproduced image and the reference image are stored. On the other hand, the encoded differential signal and the spatial frequency amplitude-related information are output.

[0048] Accordingly, the spatial frequency amplitudes of the target image and of the prediction signal become nearly equal to each other, and excess and deficiency of spatial frequency components of the reference image do not influence the prediction signal, thus compression can be performed efficiently.

[0049] The moving image decoding device of the present invention has: storage means for storing a reproduced image that is a reference image for use in decoding; input means for inputting encoded data, which contains an encoded differential signal obtained by predictively encoding a moving image and spatial frequency amplitude-related information of an image; extraction means for extracting the spatial frequency amplitude-related information and the encoded differential signal from the encoded data input by the input means; prediction signal generating means for adjusting an amplitude of the reproduced image stored in the storage means, on the basis of the spatial frequency amplitude-related information extracted by the extraction means, and generating a prediction signal; decoding means for decoding the encoded differential signal extracted by the extraction means, to acquire a decoded differential signal; adding means for adding the prediction signal generated by the prediction signal generating means to the decoded differential signal acquired by the decoding means, to generate the reproduced image; and output means for outputting the reproduced image generated by the adding means to an output terminal and the storage means.

[0050] The moving image decoding method of the present invention has: an input step of inputting encoded data, which contains an encoded differential signal obtained by predictively encoding a moving image and spatial frequency amplitude-related information of an image; an extraction step of extracting the spatial frequency amplitude-related information and the encoded differential signal from the encoded data input by the input step; a prediction signal generating step of adjusting an amplitude of a reproduced image that is stored in storage means as a reference image, on the basis of the spatial frequency amplitude-related information extracted by the extraction step, and generating a prediction signal; a decoding step of decoding the encoded differential signal extracted by the extraction step, to acquire a decoded differential signal; an adding step of adding the prediction signal generated by the prediction signal generating step to the decoded differential signal acquired by the decoding step, to generate the reproduced image; and an output step of outputting the reproduced image generated by the adding step to an output terminal and the storage means that stores the reproduced image for use in decoding.

[0051] The moving image decoding program of the present invention has: a storage module for storing a reproduced image as a reference image for use in decoding; an input module for inputting encoded data, which contains an encoded differential signal obtained by predictively encoding a moving image and spatial frequency amplitude-related information of an image; an extraction module for extracting the spatial frequency amplitude-related information and the encoded differential signal from the encoded data input by the input module; a prediction signal generating module for adjusting an amplitude of the reproduced image stored in the storage module, on the basis of the spatial frequency amplitude-related information extracted by the extraction module, and generating a prediction signal; a decoding module for decoding the encoded differential signal extracted by the extraction module, to acquire a decoded differential signal; an adding module for adding the prediction signal generated by the prediction signal generating module to the decoded differential signal acquired by the decoding module, to generate the reproduced image; and an output module for outputting the reproduced image generated by the adding module to an output terminal and the storage module.

[0052] According to the present invention, a reproduced image for use in decoding is stored, and encoded data, which contains an encoded differential signal obtained by predictively encoding a moving image and spatial frequency amplitude-related information of an image, is input. Then, the spatial frequency amplitude-related information and the encoded differential signal are extracted from the input encoded data, the amplitude of the reproduced image stored in the storage means is adjusted based on the extracted spatial frequency amplitude-related information, to generate a prediction signal. Also, the extracted encoded differential signal is decoded to generate a decoded differential signal, and the prediction signal is added to the decoded differential signal to generate the reproduced image. The generated reproduced image is output to an output terminal, and then stored again.

[0053] Accordingly, the spatial frequency amplitudes of the target image and the prediction signal become nearly equal to each other, and the encoded data that has been compressed can be decoded efficiently.

[0054] Furthermore, preferably, in the moving image encoding device of the present invention, the spatial frequency amplitude analyzing means further has: external input means for externally inputting information required for generating the spatial frequency amplitude-related information, wherein the spatial frequency amplitude analyzing means adds the information input by the external input means to the amplitude of the spatial frequency component of the target image and to the amplitude of the spatial frequency component of the reference image, to generate the spatial frequency
amplitude-related information.

[0055] According to the present invention, information that is required for generating the spatial frequency amplitude-related information can be input externally, and the spatial frequency amplitude-related information can be generated based on the input information, whereby the adjustment parameter that is defined based on the measure for evaluation of the entire video can be input externally, thus an amplitude adjustment coefficient based on the entire video can be generated and more efficient encoding can be performed.

[0056] In addition, it is preferred that the spatial frequency analyzing means of the moving image encoding device of the present invention adjust the spatial frequency amplitude-related information on the basis of the adjustment parameter defined according to the spatial frequency component of the target image, and generate the adjusted spatial frequency amplitude-related information and the adjustment parameter as the spatial frequency amplitude-related information.

[0057] According to the present invention, the spatial frequency amplitude-related information can be adjusted based on the adjustment parameter defined according to the spatial frequency components, whereby more efficient encoding can be performed.

[0058] Furthermore, preferably, the input means of the moving image decoding device of the present invention inputs the spatial frequency-related information and the adjustment parameter that are adjusted as the spatial frequency amplitude-related information, and the prediction signal generating means generates a prediction signal on the basis of the spatial frequency amplitude-related information and adjustment parameter that are input by the input means.

[0059] According to the present invention, the prediction signal can be generated based on the adjusted spatial frequency-related information and adjustment parameter, whereby the encoded data can be decoded efficiently.

[0060] According to the present invention, a moving image can be compressed efficiently when encoding/decoding the moving image.

Brief Description of the Drawings

[0061]

Fig. 1 is a diagram showing a configuration of a moving image encoding device according to a first embodiment;
Fig. 2 is a diagram for explaining the operation of the moving image encoding device;
Fig. 3 is a diagram for explaining the first half of the operation of a prediction signal generator;
Fig. 4 is a diagram showing a relation between pixel precision of motion vectors and a row of coefficients for generating a prediction signal;
Fig. 5 is a diagram for explaining the last half of the operation of the prediction signal generator;
Fig. 6 is a diagram showing a configuration of a moving image decoding device according to the first embodiment;
Fig. 7 is a diagram for explaining the operation of the moving image decoding device;
Fig. 8 is a diagram for explaining the operation of the prediction signal generator;
Fig. 9 is a schematic diagram showing a configuration of a moving image encoding program;
Fig. 10 is a schematic diagram showing a configuration of a moving image decoding program;
Fig. 11 is a diagram showing a schematic configuration of a computer that executes the moving image encoding/decoding programs;
Fig. 12 is an external perspective view of the computer that executes the moving image encoding/decoding programs;
Fig. 13 is a block diagram of a moving image encoding device 130;
Fig. 14 is a block diagram of a spatial frequency analyzer 101;
Fig. 15 is a diagram showing a conversion table that is stored in an amplitude adjustment coefficient storage unit 203;
Fig. 16 is an operational flowchart showing processing performed by a prediction signal generator 102;
Fig. 17 is a flowchart showing the operation of the moving image encoding device 130;
Fig. 18 is a block diagram of a moving image decoding device 610 of a second embodiment;
Fig. 19 is a flowchart showing the operation of the prediction signal generator 607;
Fig. 20 is a flowchart showing the operation of the moving image decoding device 610;
Fig. 21 is a diagram showing a configuration of a moving image encoding program 51P of the second embodiment along with a recording medium 50P; and
Fig. 22 is a diagram showing a configuration of a moving image decoding program 91P of the second embodiment along with a recording medium 90P.

Explanation of Reference Numerals

[0062] 1... input terminal, 2... differential unit, 3 ... converter, 4...quantizer, 5...inverse quantizer, 6...inverter, 7...adder, 8...frame memory, 9...prediction signal generator, 10...band analyzer, 11...entropy encoder, 12... output terminal, 21...input terminal, 22...data analyzer, 23 ... inverse quantizer, 24...inverter, 25...prediction signal generator, 26...adder,
Best Mode for Carrying Out the Invention

The moving image encoding device according to an embodiment of the present invention will be described hereinafter with reference to the accompanying drawings.

[0063] Fig. 1 is a diagram showing a configuration of a moving image encoding device according to a first embodiment. The moving image encoding device 13 of the first embodiment has an input terminal 1 (corresponding to the input means), a differential unit 2 (corresponding to the differential means), a converter 3, a quantizer 4 (both corresponding to the encoding means), an inverse quantizer 5, an inverter 6 (both corresponding to the decoding means), an adder 7 (corresponding to the adding means), a frame memory 8 (corresponding to the storage means), a prediction signal generator 9 (corresponding to the prediction signal generating means), a band analyzer 10 (corresponding to the band analyzing means), an entropy encoder 11, and an output terminal 12 (corresponding to the output means). These components are connected with one another via buses so that signals can be input and output.

[0064] The detail of each of these components is described hereinafter.

[0065] The input terminal 1 inputs a moving image. The input moving image is divided into areas, each of which has a predetermined size (16×16 pixels, for example).

[0066] The differential unit 2 inputs a prediction signal obtained by the prediction signal generator 9, via a bus B10, and then subtracts the prediction signal from a target block to generate a differential signal.

[0067] The converter 3 converts the differential signal input from the differential unit 2 into a signal of a frequency range.

[0068] The quantizer 4 quantizes the signal input from the converter 3.

[0069] The inverse quantizer 5 inversely quantizes the quantized coefficient input from the quantizer 4.

[0070] The inverter 6 performs inverse discrete cosine transformation on the inversely quantized coefficient input from the inverse quantizer 5 and converts thus obtained coefficient into a reproduced differential signal of a spatial area.

[0071] The adder 7 adds a prediction signal, which is input via a bus B10a, to the reproduced differential signal input from the inverter 6, and generates a reproduced image.

[0072] The frame memory 8 stores the reproduced image that is input from the adder 7 via a bus B7, and uses this reproduced image as a reference image for encoding the next image.

[0073] The prediction signal generator 9 generates a prediction signal with respect to an encoding target block that is input via a bus B1b. The prediction signal generator 9 also performs control such that the band of the prediction signal for this block does not exceed the band of a block signal. The detailed operation will be described later.

[0074] The band analyzer 10 analyzes the band of the signal of the encoding target block.

[0075] The entropy encoder 11 converts the quantized coefficient input from the quantizer 4 into a variable-length code, and thereafter outputs the variable-length code to the output terminal 12. An arithmetic code may be used in place of a variable-length code.

[0076] The operation is described next.

[0077] As a premise for explaining the operation, it is assumed that a moving image to be input by the input terminal 1 has a plurality of images captured by a consumer video camera (a mobile phone camera, for example). In this case, a combination of an image having a wide signal band and an image having a narrow signal band is input for the reasons described above.

[0078] A target image to be encoded and a reference image to be referenced to generate a prediction signal of the target image are input to the band analyzer 10. The target image is input from the input terminal 1 via a bus B1a, and the reference image is input from the frame memory 8 via a bus B11. In the first embodiment, the number of reference images to be input is one, but a plurality of reference images may be input.

[0079] The band of the target image is measured by means of Fourier transformation. Specifically, the band analyzer 10 performs Fourier transformation on a row of pixels on the target image as one-dimensional data array, to generate a row of frequency coefficients. Then, of the coefficients in the row of frequency coefficients, the maximum frequency component that is equal to or lower than x% of the direct-current component is taken as the band of the row of pixels. For example, although x = 5, other numeric value may be used.

[0080] In this manner, the band analyzer 10 obtains a band of each row of pixels on the target image, and takes the largest band as a vertical band of the target image. Similarly, the band analyzer 10 obtains a band of a row of pixels on each column of the target image, and takes the largest band as a horizontal band of the target image. In the first embodiment, the maximum values in the vertical band and in the horizontal band are band data of the target image.
The band of the reference image can also be measured by means of the same method, but in the first embodiment the band information that is measured when encoding the reference image is stored so the information on the band of the reference image does not have to be recalculated. Therefore, the frame memory stores the information on the band of the target image in order to encode the next image. It should be noted that the reproduced image stored in the frame memory can be used as the reference image, but the original image corresponding to the reference image may be used to calculate the band of the original image.

The band analyzer obtains a band ratio by using the band data of the obtained target image as the denominator and the band data of the reference numeral as the numerator, and outputs the obtained band ratio to the prediction signal generator. The generator then calculates the block matching method to perform block matching. In the case in which the band ratio is 1 or lower (\( \leq 1 \)), that is, when the band of the target image is larger than that of the reference image, the motion detection generator executes the processing of generating a block located in a location that yields a reference block having the minimum error, as the integer precision motion vector. In the case in which the band ratio is greater than 1 (\( > 1 \)), the generator performs the motion detection processing using a half-pixel precision motion vector.

First, in S11, the target image, reference image, and band ratio are input to the prediction signal generator. In S12, the prediction signal generator performs motion detection based on the band ratio, and generates a motion vector. Then, the prediction signal generator generates a prediction signal corresponding to both the motion vector precision and the band ratio (S4).

The quantization conversion coefficient is subjected to inverse quantization processing by the inverse quantizer and the pixel precision of motion vectors. The linearly interpolated pixel value of the reference image is used to perform matching. The generator 101 takes a displacement of a block located in a location that yields a reference block having the minimum error, as the integer precision motion vector. Then, the prediction signal generator 9 generates a prediction signal corresponding to both the motion vector precision and the band ratio (S4).

In S14 shown in Fig. 3, the generator 101 detects an integer precision motion vector (corresponding to 41 shown in Fig. 4). The generator 101 uses a certain pixel value directly in the reference image to perform matching, and takes a displacement of a block located in a location that yields a reference block having the minimum error, as the integer precision motion vector. The generator 101 linearly interpolates the certain pixel value by means of coefficients \([u_h, u_l]\) in the reference image to generate half-pixel precision pixels, and matches the generated pixels with the target block. Then, the generator 101 takes a displacement of a block located in a location that yields a reference block having the minimum error, as the half-pixel precision motion vector.
In S15, the generator 101 detects a quarter-pixel precision motion vector, mainly in a position indicated by the half-pixel precision motion vector (corresponding to 47 shown in Fig. 4).

The generator 101 linearly interpolates a certain pixel value by means of coefficients \([u_1 u_2 u_3 u_4]\) in the reference image to generate quarter-pixel precision pixels, and matches the generated pixels with the target block. Then, the generator 101 takes a displacement of a block located in a location that yields a reference block having the minimum error, as the quarter-pixel precision motion vector.

For example, although \(u_4 = 1/2\), other linear interpolation coefficients may be used.

In S16, the generator 102 detects an integer precision motion vector (corresponding to 42 shown in Fig. 4). The generator 102 weight-adds a certain pixel value by means of three coefficients in the reference image to perform matching, and takes a displacement of a block located in a location that yields a block having the minimum error, as the integer precision motion vector.

As the coefficients, for example, \([w_1 w_2 w_3]\) = \([1/3 1/3 1/3]\) can be used, but other coefficients may be used.

In S17, the generator 102 detects a half-pixel precision motion vector, mainly in a position indicated by the integer precision motion vector (corresponding to 45 shown in Fig. 4).

The generator 102 linearly interpolates a certain pixel value by means of coefficients \([w_1 w_2 w_3 w_4 w_5 w_6]\) in the reference image to generate half-pixel precision pixels, and matches the generated pixels with the target block. Then, the generator 102 takes a displacement of a block located in a location that yields a reference block having the minimum error, as the half-pixel precision motion vector.

For example, each of the coefficients \([w_1 w_2 w_3]\) can be obtained by a function of \([u_1 u_2 u_3]\) and \([w_1 w_2 w_3]\), but other linear interpolation functions may be used.

In S18, the generator 102 detects a quarter-pixel precision motion vector, mainly in a position indicated by the half-pixel precision motion vector (corresponding to 48 shown in Fig. 4).

The generator 102 linearly interpolates a certain pixel value by means of coefficients \([w_1 w_2 w_3 w_4 w_5 w_6]\) in the reference image to generate quarter-pixel precision pixels, and matches the generated pixels with the target block. Then, the generator 102 takes a displacement of a block located in a location that yields a reference block having the minimum error, as the quarter-pixel precision motion vector. For example, each of the coefficients \([w_1 w_2 w_3 w_4 w_5 w_6]\) can be obtained by a function of \([u_4 u_4 u_4 u_3]\) and \([w_1 w_2 w_3 w_4]\), but other linear interpolation functions may be used.

In this manner, when the target image has a band narrower than that of the reference image, the prediction signal generator 9 performs motion detection in a state in which the band of the reference image is matched with the band of the target image, and obtains an optimal motion vector from the motion vectors of integer precision, half-pixel precision and quarter-pixel precision.

In the case in which the band ratio is 2 or higher (S12: \(2 \leq\)), that is, when the band of the reference image is at least twice as large as the band of the target image, the prediction signal generator 9 executes the processing of S19, S20 and S21 to detect a motion vector for the target block.

In S19, the generator 103 detects an integer precision motion vector (corresponding to 43 shown in Fig. 4). The generator 103 weight-adds a certain pixel value by means of three coefficients in the reference image to perform matching, and takes a displacement of a block located in a location that yields a block having the minimum error, as the integer precision motion vector.

As the coefficients, for example, \([v_1 v_2 v_3]\) = \([1/4 2/4 1/4]\) can be used, but other coefficients may be used.

In S20, the generator 103 detects a half-pixel precision motion vector, mainly in a position indicated by the integer precision motion vector (corresponding to 46 shown in Fig. 4).

The generator 103 linearly interpolates a certain pixel value by means of coefficients \([v_1 v_2 v_3 v_4 v_5 v_6]\) in the reference image to generate half-pixel precision pixels, and matches the generated pixels with the target block. Then, the generator 103 takes a displacement of a block located in a location that yields a reference block having the minimum error, as the half-pixel precision motion vector.

For example, each of the coefficients \([v_1 v_2 v_3 v_4 v_5 v_6]\) can be obtained by a function of \([u_3 u_2 u_1]\) and \([v_1 v_2 v_3]\), but other linear interpolation functions may be used.

In S21, the generator 103 detects a quarter-pixel precision motion vector, mainly in a position indicated by the half-pixel precision motion vector (corresponding to 49 shown in Fig. 4).

The generator 103 linearly interpolates a certain pixel value by means of coefficients \([v_1 v_2 v_3 v_4 v_5 v_6]\)
in the reference image to generate quarter-pixel precision pixels, and matches the generated pixels with the target block. Then, the generator 103 takes a displacement of a block located in a location that yields a reference block having the minimum error, as the quarter-pixel precision motion vector.

For example, each of the coefficients \( v_{q1}v_{q2}v_{q3}v_{q4}v_{q5}v_{q6} \) can be obtained by a function of \( u_{q1}u_{q2}u_{q3}u_{q4}u_{q5}u_{q6} \), but other linear interpolation functions may be used.

In this manner, when the target image has a band that is much narrower than that of the reference image, the prediction signal generator 9 performs motion detection in a state in which the band of the reference image is matched with the band of the target image, and obtains an optimal motion vector from the motion vectors of integer precision, half-pixel precision and quarter-pixel precision.

The motion vectors that are obtained in a state in which the band of the reference image is matched with the band of the target image are output to the entropy encoder 11 in S22.

Returning to Fig. 5, explanation of the operation of the prediction signal generator 9 will be continued.

Subsequently, with respect to the optical vector obtained in the manner described above, the prediction signal generator 9 generates a prediction signal in accordance with the precision of the optimal vector (S31).

For example, in the case in which the motion vector is an integer-pixel precision, the processing proceeds to S32, in the case of a half-pixel precision the processing proceeds to S36, and in the case of the motion vector has a quarter-pixel precision, the processing proceeds to S40.

In S32, the generators generate a prediction signal in accordance with the band ratio. Specifically, if the band ratio is 1 or lower, the generator 101 generates a prediction signal (S33, corresponding to 41 shown in Fig. 4), and if the band ratio is between 1 and 2, the generator 102 generates a prediction signal (S34, corresponding to 42 shown in Fig. 4). If the band ratio is 2 or higher, the generator 103 generates a prediction signal (S35, corresponding to 43 shown in Fig. 4).

In S36 and S40 as well, the generator corresponding to the band ratio generates a prediction signal, as in S32. Specifically, if the band ratio is 1 or lower, the generator 101 generates a prediction signal (S37 and S41, corresponding respectively to 44 and 47 shown in Fig. 4), and if the band ratio is between 1 and 2, the generator 102 generates a prediction signal (S38 and S42, corresponding respectively to 45 and 48 shown in Fig. 4). If the band ratio is 2 or higher, the generator 103 generates a prediction signal (S39 and S43, corresponding respectively to 46 and 49 shown in Fig. 4).

The generated prediction signal is output to the differential unit 2 and the adder 7 (S44).

The first embodiment adopts a configuration in which coefficients for generating a prediction signal are prepared beforehand in each of the generators generating prediction signals, and the generators are selected based on the motion vector precision and the band ratio. Therefore, the band-related information relates only to the band ratio. However, the moving image encoding device 13 may obtain optimal coefficients by means of the band ratio without preparing the generators for generating a prediction signal beforehand, and may encode all of the coefficients together.

In such embodiment, the means for generating a prediction signal, or the coefficients for generating a prediction signal may be output as the band-related information, in addition to or in place of the band ratio. The moving image encoding device 13 encodes all of the coefficients together.

Also, in the first embodiment, data on one band ratio is output for one or a plurality of images, but this is not only the case. Specifically, the moving image encoding device 13 may output the band-related information not only in units of images but also in units of blocks obtained by dividing an image.

Furthermore, the horizontal direction and the vertical direction of an image may be processed using the respective band data. In this case, the prediction signal generator 9 obtains the band ratio in relation to the horizontal direction and to the vertical direction, and thereafter generates prediction signals by means of the generators different according to the direction.

In addition, in the first embodiment, the prediction signals is generated based on the motion vectors up to quarter-pixel precision, but the prediction signals may be generated based on 1/8-pixel precision or above.

In the first embodiment, the band ratio is used as the band-related information, but the band ratio may be obtained using another function that is different from the abovementioned functions. Such embodiment can be realized by setting the determination conditions for generating a prediction signal in accordance with the definition of the abovementioned another function.

Next, the moving image decoding device according to an embodiment of the present invention is described.

Fig. 6 is a diagram showing a configuration of the moving image decoding device of the present invention.

A moving image decoding device 20 of the first embodiment has an input terminal 21 (corresponding to the input means), a data analyzer 22, an inverse quantizer 23, an inverter 24 (both corresponding to the decoding means), a prediction signal generator 25 (corresponding to the prediction signal generating means), an adder 26 (corresponding to the adding means), an output terminal 27, and a frame memory 28 (corresponding to the storage means). These components are connected with one another via buses so that signals can be input and output.

The detail of each of these components is described hereinafter.
If the band ratio is 1 or lower, the generator 101 generates a prediction signal (T14, corresponding to 41 shown in Fig. 4), and if the band ratio is 2 or higher, the generator 103 generates a prediction signal (T16, corresponding to 43 shown in Fig. 4). If the band ratio is 1 or lower, the generator 101 generates a prediction signal (T18, T22, corresponding to T17 and T21 as well, the generator corresponding to the band ratio generates a prediction signal, as in T13. In T13, the generator generates a prediction signal in accordance with the band ratio. Specifically, if the band ratio is 1 or lower, the generator 101 generates a prediction signal (T14, corresponding to 41 shown in Fig. 4), and if the band ratio is between 1 and 2, the generator 102 generates a prediction signal (T15, corresponding to 42 shown in Fig. 4). If the band ratio is 2 or higher, the generator 103 generates a prediction signal (T16, corresponding to 43 shown in Fig. 4).
(T19 and T23, corresponding respectively to 45 and 48 shown in Fig. 4). If the band ratio is 2 or higher, the generator
103 generates a prediction signal (T20 and T24, corresponding respectively to 46 and 49 shown in Fig. 4).

[0163] Then, the generated prediction signal is output to the adder 26 (T25).

[0164] The first embodiment adopts a configuration in which coefficients for generating a prediction signal are prepared
beforehand in each of the generators generating prediction signals, and the generators are selected based on the motion
vector precision and the band ratio. Therefore, the band-related information relates only to the band ratio. However, if
the band-related information includes information for discriminating the generators for generating the prediction signals,
the prediction signal generator 25 may generate a prediction signal by using this information.

[0165] Also, in the first embodiment, data on one band ratio is output for one or a plurality of images, but this is not
only the case. Specifically, the moving image decoding device 20 may output the band-related information not only in
units of images but also in units of blocks obtained by dividing an image. In such embodiment, the prediction signal
generator 25 generates a prediction signal on the basis of each band-related information item of each block.

[0166] Furthermore, the horizontal direction and the vertical direction of an image may be processed using the re-
spective band data. In this case, the prediction signal generator 25 obtains the band ratio in relation to the horizontal
direction and to the vertical direction, and thereafter generates prediction signals in accordance with the band ratio.

[0167] In addition, in the first embodiment, the prediction signals a reproduced based on the motion vectors up to
quarter-pixel precision, but the prediction signals may be generated based on 1/8-pixel precision or above.

[0168] Here, the moving image encoding technology according to the present invention can also be realized as a
moving image encoding program for operating a computer as the moving image encoding device 13.

[0169] Fig. 9 is a diagram showing a configuration of a moving image encoding program 110P according to the present
invention. The moving image encoding program 110P is recorded in a recording medium 100P. The recording medium
100P is, for example, a floppy disk, a CD-ROM, a DVD, or a semiconductor memory.

[0170] As shown in Fig. 9, the moving image encoding program 110P has, as constituent units, an input module
111P, an image analysis/band ratio calculation module 112P, a prediction signal generating module 113P, a differential
signal generating module 114P, a conversion module 115P, a quantization module 116P, an inverse quantization module
117P, an inversion module 118P, an addition module 119P, and an entropy encoding module 121P. The functions that
are realized by executing these modules are the same as the functions of the input terminal 1, band analyzer 10, prediction
signal generator 9, differential unit 2, converter 3, quantizer 4, inverse quantizer 5, inverter 6, adder 7, and entropy
encoder 11 of the moving image encoding device 13 described above. The data stored by executing a memory module
120P are the same as the data stored in the frame memory 8.

[0171] Also, the moving image decoding technology according to the present invention can be realized as a moving
image decoding program for operating the computer as the moving image decoding device 20.

[0172] A moving image decoding program 210P according to the present invention can adopt the configuration shown
in Fig. 10. The moving image decoding program 210P is recorded in a recording medium 200P. The recording medium
200P is, for example, a floppy disk, a CD-ROM, a DVD, or a semiconductor memory.

[0173] As shown in Fig. 10, the moving image decoding program 210P has, as constituent units, a compression data
input module 211P, an entropy decoding module 212P, a prediction signal generating module 213P, an inverse quan-
tization module 214P, an inversion module 215P, and an addition module 216P. The functions that are realized by
executing these modules are the same as the functions having respectively the input terminal 1, band analyzer 10, prediction
signal generator 25, inverse quantizer 23, inverter 24, and adder 26 of the moving image decoding device 20 described
above. The data stored by executing a memory module 217P are the same as the data stored in the frame memory 28.

[0174] Fig. 11 is a diagram showing a hardware configuration of a computer for executing the programs recorded in
the recording media 100P,200P.

[0175] As shown in Fig. 11, a computer 30 has a data reading device 31 such as a FDD (Floppy Disk Drive), a CD-
ROM drive device and a DVD drive device, a work memory (RAM: Random Access Memory) 32 in which the OS resides,
amemory 33 for storing the programs read out from the recording media 100P, 200P, a display 34 serving as a display
device, a mouse 35 and a keyboard 36 that serve as input devices, a communication device 37 for performing data
transmission/reception, and a CPU 38 that entirely controls execution of the programs.

[0176] Once the recording media 100P, 200P are inserted into the reading device 31, the computer 30 can access
the moving image encoding program 110P and the moving image decoding program 210P, which are recorded in the
recording media 100P and 200P respectively, via the reading device 31. The computer 30 executes the moving image
encoding program 110P by means of the CPU 38, and thereby operates as the moving image encoding device 13
described above. Similarly, the computer 30 executes the moving image decoding program 210P by means of the CPU
38, and thereby can operate as the moving image decoding device 20 described above.

[0177] Fig. 12 is an external perspective view of the computer 30 for executing the programs recorded in the recording
media 100P and 200P. The computer 30 is not only a PC (Personal Computer), but also a DVD player, a set-top box,
a cellular phone, or the like that has a CPU and performs information processing and control by means of software.
The spatial frequency amplitude analyzer 201 of the second embodiment calculates a two-dimensional spatial frequency amplitude (method of expression) is not limited to the abovementioned two-dimensional Fourier transformation on the target image to generate a row of frequency coefficients, and then calculation on the target image and the reference image. Specifically, the spatial frequency amplitude analyzer 201 performs:

- The target image and the reference image, on the basis of the information on the calculated spatial frequency amplitudes of the target image and the spatial frequency amplitude of the reference image, and then outputs the calculated amplitudes to the spatial frequency amplitude-related information generator 202 via a line L201, along with the spatial frequency of the target image and the reference image, on the basis of the information on the calculated spatial frequency amplitudes of the target image and the spatial frequency amplitude of the reference image, and then outputs the calculated amplitudes to the spatial frequency amplitude-related information generator 202 via a line L201, along with the spatial frequency of the target image and the reference image.

- The spatial frequency analyzer 101 outputs the generated spatial frequency amplitude-related information to the entropy encoder 120 and the prediction signal generator 102.

- Now, the detailed configuration of the spatial frequency analyzer 101 is described. Fig. 14 is a block diagram of the spatial frequency analyzer 101. The spatial frequency analyzer 101 is constituted by a spatial frequency amplitude analyzer 201, a spatial frequency amplitude-related information generator 202, and an amplitude adjustment coefficient storage unit 203. Each of these components is described hereinafter.

- Specifically, the spatial frequency amplitude analyzer 201 acquires a target image to be encoded, via the line L101a, and a reference image to be referenced for generating a prediction signal of the target image, via the line L110. The reference image is stored in the frame memory 109 and then input via the line L110. In the second embodiment the image focuses on a single reference image, but a plurality of reference images may be used.

- The spatial frequency amplitude analyzer 201 calculates the amplitude of spatial frequency components of the target image and the amplitude of spatial frequency components of the reference image by performing Fourier transformation on the target image and the reference image. Specifically, the spatial frequency amplitude analyzer 201 performs two-dimensional Fourier transformation on the target image to generate a row of frequency coefficients, and then calculates power spectrum of the coefficients of the row of frequency coefficients. In other words, the spatial frequency amplitude analyzer 201 obtains the square root of the sum of squares of the real number component and the imaginary number component as a magnitude of a spatial frequency amplitude of each spatial frequency. It should be noted that the method of calculating a spatial frequency amplitude (method of expression) is not limited to the abovementioned calculation method, thus another calculation method may be used.

- The spatial frequency amplitude analyzer 201 of the second embodiment calculates a two-dimensional spatial...
frequency amplitude, but the spatial frequency amplitude analyzer 201 may also calculate a spatial frequency amplitude by means of one-dimensional Fourier transformation. In this case, for example, Fourier transformation may be performed on each row in a horizontal direction to calculate the spatial frequency amplitude. Also, at least one spatial frequency amplitude in a vertical direction, a horizontal direction, or a direction other than vertical and horizontal directions may be taken as the target.

[0188] Furthermore, in the second embodiment, the spatial frequency amplitude is calculated by taking a row of two-dimensional data, but a row of one-dimensional data may be used. Also, any part of the two-dimensional data may be extracted and used. In addition, the two-dimensional data may be arrayed by means of a sorting method, such as zigzag scanning, and processed as one-dimensional data.

[0189] Moreover, in the second embodiment, Fourier transformation is performed as frequency conversion, but other frequency conversion, such as discrete cosine transformation or discrete wavelet transformation, may be performed. In addition, by causing the spatial frequency amplitude analyzer 201 to store the spatial frequency component amplitude information that is measured when encoding the reference image, it is not necessary to recalculate the information related to the spatial frequency amplitude of the reference image. Specifically, the spatial frequency amplitude analyzer 201 stores the information related to the spatial frequency amplitude of the target image as the information related to the spatial frequency amplitude of the reference image for encoding the next image. It should be noted that the reproduced image stored in the frame memory 109 is used as the reference image, but the original image corresponding to the reference image (the image data itself, which is input without being encoded/decoded) may be used to calculate the spatial frequency amplitude of the original image.

[0190] The spatial frequency amplitude-related information generator 202 acquires the spatial frequencies of the target image, the spatial frequency amplitude of the target image, the spatial frequencies of the reference image, and the spatial frequency amplitude of the reference image from the spatial frequency amplitude analyzer 201, as described above. This spatial frequency amplitude-related information generator 202 calculates an amplitude ratio PR (f_cur) in accordance with the following equation (1) by using the input spatial frequency amplitudes of the target image and reference image, and then outputs the calculated amplitude ratio to the prediction signal generator 102 via a line L114. The amplitude ratio PR (f_cur) is calculated from the magnitude of the spatial frequency amplitude of each spatial frequency f_cur of the target image, the magnitude being expressed as P_cur, and from the magnitude of the spatial frequency amplitude of the spatial frequency f_ref corresponding to the reference image, the magnitude being expressed as P_ref, and is a function expressing the ratio when P_ref of each spatial frequency is 100 [%]. Also, P_ref is always set to 100 [%] with respect to a DC component in which the spatial frequency is zero.

\[
PR (f_{cur}) = 100 \times \left( \frac{P_{cur}}{P_{ref}} \right), \text{ provided that } PR (0) = 100 \ldots (1)
\]

[0191] In the second embodiment, the relative magnitude of the spatial frequency amplitude was used, but the difference between the amplitude of the spatial frequency amplitude of the target image, P_cur, and the magnitude of the spatial frequency amplitude of the reference image, P_ref, may be used. Also, another function that is obtained from the difference between P_cur and P_ref or from both P_cur and P_ref may be used. Moreover, in the second embodiment, the amplitude ratio PR (f_{cur}) = 100 is set when the spatial frequency is 0, but PR (f_{cur}) may be calculated even when the spatial frequency is 0.

[0192] The amplitude adjustment coefficient storage unit 203 is a section for storing a conversion table for adjusting the amplitude ratio PR (f_{cur}) for each x [Hz] in each spatial frequency f_cur of the target image. For example, the amplitude adjustment coefficient storage unit 203 associates each of the adjustment parameters for changing the amplitude ratio PR (f_{cur}) to each y % of a ratio range of 0 % through 100 % and to each x [Hz] in each spatial frequency f_cur of the target image, and stores the adjustment parameters as the conversion table. Fig. 15 is a diagram showing the conversion table stored in the amplitude adjustment coefficient storage unit 203. As shown in Fig. 15, the vertical direction shows the amplitude ratio, while the horizontal direction shows the spatial frequency band ranges of the target image, and the adjustment parameters α1 through α25 are each assigned to the amplitude ratio and spatial frequency band.

[0193] The spatial frequency amplitude-related information generator 202 extracts the adjustment parameters, which are stored in the amplitude adjustment coefficient storage unit 203, via a line L203, multiplies the adjustment parameters by the amplitude ratio PR (f_{cur}) to thereby adjust the amplitude ratio, and obtains the amplitude adjustment coefficient R (f_{cur}). In the second embodiment, x = 10 and y = 5 are set. It should be noted that the values of x and y are not limited to the abovementioned values, and thus may be higher or lower values. Also, the upper limit of the ratio range was set to 100 % in the second embodiment, but is not limited to this value. It should be noted that one conversion table is used in the second embodiment, but a hierarchical table may be used. Furthermore, it is desired that the section of each band be a range of spatial frequencies based on sensitivity of the human. Each combination of the adjustment
The method of calculating the amplitude adjustment coefficient \( R(f_{cur}) \) is not limited to the abovementioned method, thus, for example, a matrix table for storing the amplitude adjustment coefficient for each frequency band of spatial frequencies and for each predetermined range of amplitude ratio may be provided, and the predetermined range of amplitude ratio and the frequency band thereof may be converted to the amplitude adjustment coefficient defined in the matrix table. Specifically, in the case in which \( b1 \) as the amplitude adjustment coefficient (12 %, for example) is stored in the matrix table in association with a certain range of amplitude ratio, e.g., an amplitude ratio between 10 % and 15 % (13 %, for example), and the frequency band thereof \( f1 \), the amplitude ratio 13 % in which the frequency band is \( f1 \) is converted to the amplitude adjustment coefficient 12 %.

In the second embodiment, the amplitude adjustment coefficient \( R(f_{cur}) \) corresponding to the spatial frequencies of the target image is set, but an amplitude adjustment coefficient based on a different matter other than the spatial frequencies may be set. For example, a numeric value concerning the human visual characteristics to a video may be used. Also, the amplitude adjustment coefficient may be calculated using the relationship of the information such as brightness information or color-difference information contained in a moving image to a quantization step.

Also, in the second embodiment, the amplitude adjustment coefficient \( R(f_{cur}) \) is calculated by the spatial frequencies of each moving image and the magnitude of the spatial frequency amplitude, but a previously defined amplitude adjustment coefficient \( R(f_{cur}) \) may be set. In this case, for example, a percentage change of the spatial frequency amplitude defined for each determined spatial frequency band range, or an element such as a scaling factor may be used. Moreover, in the second embodiment, the amplitude adjustment ratio is calculated based on the conversion table stored in the amplitude adjustment coefficient storage unit 203, but the amplitude ratio \( PR(f_{cur}) \) of each spatial frequency may be used directly.

Moreover, in the second embodiment, information related to the spatial frequencies of two frames was used. However, not only such information but also, for example, the spatial frequencies of all of the frames in a moving image, the average value, the maximum value, or the minimum value of the spatial frequencies may be used to perform the calculation.

Although the second embodiment shows the processing performed in units of blocks, the processing may be performed in units of frames. Moreover, in the second embodiment, contrast adjustment is performed by converting the spatial frequencies and adjusting the spatial frequency amplitude, but a contrast adjustment ratio may be calculated using a luminance value. In this case, for example, a variation of a luminance value of each block may be calculated to use the contrast adjustment ratio. Also, in the second embodiment, the spatial frequency amplitude is used, but other elements of spatial frequencies may be used.

The spatial frequency amplitude-related information generator 202 outputs the information related to the amplitude adjustment coefficient \( R(f_{cur}) \) to the entropy encoder 120 as the spatial frequency amplitude-related information. The entropy encoder 120 performs variable-length encoding on the input spatial frequency amplitude-related information, and outputs thus obtained information along with information on the motion vector and the like via the output terminal 121, as described above. At the same time, the spatial frequency amplitude-related information generator 202 transmits the spatial frequency amplitude-related information to the prediction signal generator 102 via the line L114, and saves the spatial frequency amplitude-related information in the prediction signal generator 102.

Returning to Fig. 13, explanation of the moving image encoding device 130 will be continued. The prediction signal generator 102 is a section that generates a prediction signal (also a block composed of 16 x 16 pixels) on the basis of a target block to be encoded, the target block being input via a line L101b. This prediction signal generator 102 operates so as to perform adjustment processing on the spatial frequency amplitude of the reference image extracted from the frame memory 109 on the basis of the information related to the spatial frequency amplitude for the target image
analyzed by the spatial frequency analyzer 101, and generates a prediction signal for each block. The prediction signal generator 102 then outputs the generated prediction signals to the differential unit 103 via a line L112. The prediction signal generator 102 performs amplitude adjustment on the spatial frequencies of the reference image by means of an arithmetic expression shown in the following equation (2).

\[
\text{Spatial frequency amplitude of reference image after adjustment} = \text{Spatial frequency amplitude of reference image} \times \text{Amplitude adjustment coefficient} \frac{R(f_{\text{ref}})}{100} \ldots (2)
\]

[0202] Also, the prediction signal generator 102 performs the adjustment processing on the spatial frequency amplitude of the reference image, and thereafter detects a motion of the moving image by using the block matching method on the basis of the adjusted reference image. The prediction signal generator 102 then calculates, as an optimal motion vector, the location that is for the target block and yields a reference block having the minimum error, and outputs the calculated motion vector to the entropy encoder 120.

[0203] The differential unit 103 subtracts the prediction signals from the target block that is output via a line L101, and generates a differential signal. The differential unit 103 outputs the generated differential signal to the converter 104.

[0204] The converter 104 performs discrete cosine transformation processing on the differential signal to thereby convert it into a signal of a frequency range, and outputs the signal to the quantizer 105 via a line L104, while the quantizer 105 quantizes the converted signal of a frequency range to obtain a quantization conversion coefficient of the signal of a frequency range, and outputs the quantization conversion coefficient to the entropy encoder 120 and inverse quantizer 106 via a line L105. The quantizer 105 adds up quantization information indicating the value of quantization in the quantization conversion coefficient, and outputs thus obtained result to the entropy encoder 120 and inverse quantizer 105.

[0205] The entropy encoder 120 inputs the quantization conversion coefficient, which is the signal of a frequency range quantized by the quantizer 105, via the line L105, inputs the spatial frequency amplitude-related information generated by the spatial frequency analyzer 101 via the line L114, and inputs the motion vector generated by the prediction signal generator 102 via a line L111.

[0206] Then, the entropy encoder 120 converts the quantization information, quantization conversion coefficient, motion vector, and spatial frequency amplitude-related information into variable length codes, and outputs the variable length codes to the outside via the output terminal 121. It should be noted that the entropy encoder 120 may perform the processing by means of arithmetic coding in place of variable length encoding.

[0207] The inverse quantizer 106 performs inverse quantization processing on the quantization conversion coefficient, and outputs thus obtained result to the inverter 107 via a line L106. The inverter 107 performs inverse discrete cosine transformation on the signal of a frequency range that is inversely quantized, to thereby convert it to a reproduced differential signal of a spatial range, and then outputs the reproduced differential signal to the adder 108 via a line L107.

[0208] The adder 108 adds a prediction signal transmitted from the prediction signal generator 102 via a line L102a, to the reproduced differential signal, and generates a reproduced image.

[0209] The frame memory 109 acquires the reproduced image generated by the adder 108, via a line L108, and stores the reproduced image as a reference image for use in encoding the next image. The spatial frequency analyzer 101 and the prediction signal generator 102 can take out the reference image stored in the fame memory 109, via lines L109 and L110 respectively.

[0210] The moving image encoding device 130 is configured as described above, whereby the difference of spatial frequency amplitude between the target image and the reference image can be adjusted to efficiently encode the moving image data.

[0211] It should be noted that the entropy encoder 120 of the moving image encoding device 130 performs encoding of the amplitude adjustment coefficient \( R(f_{\text{cur}}) \) as the encoding processing of the spatial frequency amplitude-related information, but the entropy encoder 120 may perform encoding by means of, for example, an encoding table in which combinations of adjustment coefficients \( PR(f_{\text{cur}}) \) are used. Also, the entropy encoder 120 may encode the difference of spatial frequency amplitude-related information between frames.

[0212] Moreover, in the second embodiment, although the processing is performed in units of blocks, when the processing is performed in units of frames, adjustment and the like of the image may be performed in units of frames, and then thus obtained result may be transmitted. In this case, encoding may be performed using an amplitude adjustment coefficient between frames. Also, a difference between frames may be used.

[0213] Next is described the processing of generating a prediction signal in the prediction signal generator 102. Fig.
Next, the prediction signal generator 102 adjusts the spatial frequency amplitude of the reference image by using the calculated amplitude adjustment coefficient of the spatial frequency. Specifically, the prediction signal generator 102 multiplies the amplitude adjustment coefficient by the spatial frequency amplitude of the reference image according to the abovementioned equation (2) to calculate the spatial frequency amplitude of the reference image after adjustment (S304).

In the second embodiment, although the amplitude adjustment coefficient $R(f_{\text{ref}})$ is multiplied, adjustment may be performed by means of a calculation method using functions including predicted amplitude adjustment coefficients of a plurality of reference images that are obtained separately in terms of time. In addition, besides the multiplication method, any methods may be used as long as it is a method of adjusting the amplitude of the spatial frequency amplitude of the reference image by using the amplitude adjustment coefficient.

Further, when using a plurality of reference images, the prediction signal generator 102 can calculate relative amplitude ratio between amplitude adjustment coefficients of the reference images by saving the amplitude adjustment coefficients in the prediction signal generator 102. The prediction signal generator 102 can also adjust the spatial frequency amplitude appropriately and perform prediction, by adjusting the spatial frequencies of the reference images obtained separately in terms of time by means of the calculated relative amplitude ratio. Also, when using a plurality of reference images, the prediction signal generator 102 may take both an image obtained before amplitude adjustment and an image obtained after amplitude adjustment as candidates for prediction, and perform prediction. In this case, information for determining whether to perform adjustment may be used as the spatial frequency amplitude information to perform encoding.

By means of the above steps, the prediction signal generator 102 adjusts the spatial frequency amplitude of the reference image, and thereafter performs motion detection on the basis of this adjusted reference image. In the second embodiment, motion detection is performed using the block matching method as in the prior art, and a location that is for the target block and yields the reference block having the minimum error is taken as an optimal motion vector, to generate a prediction signal (S305). The prediction signal generator 102 outputs the generated prediction signal to the differential unit 103 and the adder 108 (S306).

It should be noted that although the second embodiment shows how the spatial frequency amplitude is processed in units of blocks, this processing may be performed in units of frames. In the case of performing the processing in units of blocks, the spatial frequency of each block may be obtained by means of Fourier transformation when calculating a standard for performing motion detection, and a prediction signal may be determined while adjusting the spatial frequency amplitude. Also, in the case of performing the processing in units of frames, Fourier transformation may be performed on all of the frames of the reference image, the spatial frequencies may be obtained to adjust the spatial frequency amplitude, and thereafter a prediction signal may be determined. Moreover, the spatial frequency amplitude may be adjusted after performing Fourier transformation, and a motion vector may be calculated in the region for Fourier transformation when performing motion detection. In addition, for the frequency conversion, not only Fourier transformation, but also other frequency conversion, such as discrete cosine transformation or discrete wavelet transformation, may be performed. It is desired to perform frequency conversion used in adjustment of the spatial frequency amplitude.

Next, the operation of the moving image coding device 130 of the second embodiment is described. Fig. 17 is a flowchart showing the operation of the moving image encoding device 130. First, a target image to be encoded is input via the input terminal 100 (S401). In the spatial frequency analyzer 101, the spatial frequency amplitude of the target image and the spatial frequency amplitude of a reference image are calculated, and the spatial frequency amplitude-related information (adjusted) of the target image is generated (S402). The methods of calculating and adjusting the spatial frequency amplitude are as described above. It should be noted in the second embodiment that the data related to the spatial frequency amplitude is obtained for each block, but the data related to the spatial frequency amplitude may be obtained for each frame.

Next, in the prediction signal generator 102, the spatial frequency amplitude of the reference image is adjusted based on the spatial frequency amplitude information of the target image (S403). Motion compensation is performed using the reference image whose spatial frequency amplitude is adjusted, and a prediction signal is generated as an optimal motion vector (S404). The prediction signal obtained in this manner is subtracted from the target image, whereby a differential signal is calculated (S405). The differential signal is converted by means of discrete cosine transformation and quantized, whereby a quantization conversion coefficient is generated (S406). Moreover, the quantization conversion coefficient is inversely quantized and then inverted, whereby a repro-
The prediction signal generator 607 generates a prediction signal on the basis of the reproduced image whose spatial image stored in the frame memory 606, and adjusts the spatial frequency amplitude of the reproduced image (S703).

[0231] Information contains information related to the spatial frequency amplitude of a target image to be decoded.

Next is described prediction signal generation processing that is performed by the prediction signal generator 607 inputs the spatial frequency amplitude-related information, which is output from the data analyzer 601, and a motion vector related to generation of a prediction signal, and the spatial frequency amplitude-related information related to a target image to be decoded. This data analyzer 601 outputs the quantized conversion coefficient and the quantization information indicating the value of quantization to the inverse quantizer 602 via a line L602. Also, the data analyzer 601 outputs the motion vector and the spatial frequency amplitude-related information to the prediction signal generator 607 via a line L609 and a line L610 respectively.

[0225] The data analyzer 601 is a section that analyzes the compressed data, performs entropy decoding processing, and extracts the quantized quantization conversion coefficient, the quantization information indicating the value of quantization, data on a motion vector, and the spatial frequency amplitude-related information. In the second embodiment, the data that is obtained in processing performed by the moving image encoding device 130 shown in Fig. 13 is input to the moving image decoding device 610.

[0226] The inverse quantizer 602 is a section that inversely quantizes the quantized quantization conversion coefficient to thereby generate a conversion coefficient, on the basis of the quantization information indicating the value of quantization. The inverse quantizer 602 outputs the conversion coefficient to the inverter 603 via a line L603. The inverter 603 is a section that converts the conversion coefficient, which is inversely quantized by the inverse quantizer 602, by performing inverse discrete cosine transformation and generates a reproduced differential signal. The inverter 603 outputs the generated reproduced differential signal to the adder 604 via a line L604.

[0227] The adder 604 is a section that adds up the reproduced differential signal and a prediction signal and outputs thus obtained result simultaneously to the output terminal 605 via a line L605 and to the frame memory 606 via a line L606 as a reproduced image.

[0228] The prediction signal generator 607 is a section that generates a prediction signal from the reproduced image stored in the frame memory 606, on the basis of the motion vector and the spatial frequency amplitude-related information. The prediction signal generator 607 outputs the generated prediction signal to the adder 604. It should be noted that the prediction signal generator 607 receives the adjusted spatial frequency amplitude-related information and an adjustment parameter from the moving image encoding device 130 as the spatial frequency amplitude-related information, and generates a prediction signal by using spatial frequency-related information (amplitude adjustment coefficient R(f, ref)) based on the adjustment parameter.

[0229] The prediction signal generator 607 then multiplies the calculated amplitude adjustment coefficient by the spatial frequency of the reproduced image stored in the frame memory 606, and adjusts the spatial frequency amplitude of the reproduced image (S703). The prediction signal generator 607 generates a prediction signal on the basis of the reproduced image whose spatial frequency amplitude is adjusted, and on the basis of a motion vector (S704). The prediction signal generator 607 outputs
thus generated prediction signal to the adder 604 (S705).

[0232] It should be noted that in the second embodiment the spatial frequency amplitude of the reproduced image is adjusted, and thereafter a prediction signal is generated, but a prediction signal may be generated while performing the adjustment.

[0233] Next, the operation of the moving image decoding device 610 of the second embodiment is described. Fig. 20 is a flowchart showing the operation of the moving image decoding device 610. Compressed data containing a quantization conversion coefficient that is a decoded differential signal, quantization information, data related to a motion vector, and spatial frequency amplitude-related information are input to the data analyzer 601 (S801). The data analyzer 601 performs entropy decoding processing, and extracts the quantized quantization conversion coefficient, the quantization information indicating the value of quantization, the motion vector related to generation of a prediction signal, and the spatial frequency amplitude-related information related to a target image to be decoded (S802). The prediction signal generator 607 generates a prediction signal on the basis of the motion vector and spatial frequency amplitude-related information that are extracted by the data analyzer 601 (S803). The detail of this configuration is as described using Fig. 19.

[0234] Next, the inverse quantizer 602 inversely quantizes the conversion coefficient quantized by the moving image encoding device 130, and generates an inversely quantized conversion coefficient (S804). The inversely quantized conversion coefficient is subjected to inverse discrete cosine transformation processing by the inverter 603, whereby a reproduced differential signal is generated (S805). The adder 604 adds up thus generated reproduced differential signal and the prediction signal generated in S803, whereby a reproduced image is generated (S806). The generated reproduced image is temporarily stored in the frame memory 606 as a reference image for use in decoding the next image (S807). This processing is repeated until decoding of all data is completed (S808).

[0235] It should be noted that the second embodiment is not limited to a configuration in which a certain image is expressed by one spatial frequency amplitude datum and one spatial frequency amplitude-related datum is received for one or a plurality of images. The spatial frequency amplitude-related information may be received in units of blocks obtained by dividing the image. In this case, a prediction signal is generated on the basis of the spatial frequency amplitude-related information of each block.

[0236] Next, is describe a moving image encoding program for causing a computer to operate as the moving image encoding device 130 of the second embodiment. Fig. 21 is a diagram showing a configuration of a moving image encoding program 51 of the second embodiment along with a recording medium 50P. Examples of the recording medium 50P include recording media such as a floppy disk™, CD-ROM, DVD and ROM, a semiconductor memory, and the like. A computer can be operated as the moving image encoding device 130 of the second embodiment by the moving image encoding program 51P.

[0237] As shown in Fig. 21, the moving image encoding program 51P has an image input module 500P, an image analysis/spatial frequency amplitude ratio calculation module 501P, a prediction signal generating module 502P, a differential signal generating module 503P, a conversion module 504P, a quantization module 505P, an inverse quantization module 506P, an inversion module 507P, an addition module 508P, a memory module 509P, and an entropy encoding module 510P.

[0238] In relation to the association with the moving image encoding device 130 shown in Fig. 13, the input terminal 100 corresponds to the image input module 500P, the spatial frequency analyzer 101 to the image analysis/spatial frequency amplitude ratio calculation module 501P, the prediction signal generator 102 to the prediction signal generating module 502P, the differential unit 103 to the differential signal generating module 503P, the converter 104 to the conversion module 504P, the quantizer 105 to the quantization module 505P, the inverse quantizer 106 to the inverse quantization module 506P, the inverter 107 to the inversion module 507P, the adder 108 to the addition module 508P, the frame memory 109 to the memory module 509P, and the entropy encoder 120 to the entropy encoding module 510P, and these components are caused to collaborate with a computer system described hereinafter, whereby the same processing as the abovementioned encoding processing is executed.

[0239] Next, is described the moving image decoding program 91P for causing a computer to operate as the moving image decoding device 610 of the second embodiment. Fig. 22 is a diagram showing a configuration of the moving image decoding program 91P of the second embodiment along with a recording medium 90P. A computer can be operated as the moving image decoding device 610 of the second embodiment by the moving image decoding program 91P.

[0240] As shown in Fig. 22, the moving image decoding program 91P has a compressed data input module 900P, an entropy decoding module 901P, a prediction signal generating module 902P, an inverse quantization module 903P, an inversion module 904P, an addition module 905P, and a memory module 906P.

[0241] In relation to the association with the moving image decoding device 610 shown in Fig. 18, the input terminal 600 corresponds to the compressed data input module 900P, the data analyzer 601 to the entropy decoding module 901P, the prediction signal generator 607 to the prediction signal generating module 902P, the inverse quantizer 602 to the inverse quantization module 903P, the inverter 603 to the inverse quantization conversion module 904P, the adder 604 to the addition module 905P, and the frame memory 606 to the memory module 906P, and these components are
caused to collaborate with a computer system described hereinafter, whereby the same processing as the abovementioned decoding processing is executed.

[0242] As shown in Fig. 11, the computer 30 has the reading device 31 such as a floppy disk drive device, a CD-ROM drive device and a DVD drive device, the work memory (RAM) 32 in which the operating system resides, the memory 33 for storing the programs stored in recording media, the display 34, the mouse 35 and keyboard 36 that serve as input devices, the communication device 37 for performing data transmission/reception, and the CPU 38 that entirely controls execution of the programs. Once the recording medium is inserted into the reading device 31, the computer 30 can access the moving image encoding program 51P or moving image decoding program 91P stored in the recording medium from the reading device 31, and can be operated as the moving image encoding device 130 or moving image decoding device 610 of the second embodiment by the moving image encoding program 51P or moving image decoding program 91P.

[0243] As shown in Fig. 11, the moving image encoding program 51P or moving image decoding program 91P may be provided, via a network, as a computer data signal 40 that is superimposed on a carrier wave. In this case, the computer 30 can store, in the memory 33, the moving image encoding program 51P or moving image decoding program 91P received by the communication device 37, and execute the moving image encoding program 51P or moving image decoding program 91P.

[0244] Next, the operational effects of the abovementioned moving image encoding device 130 and moving image decoding device 610 are described.

[0245] The moving image encoding device 130 inputs a target image to be encoded, via the input terminal 100, from among a plurality of images configuring a moving image. On the other hand, the frame memory 109 stores a reference image that is used for generating a prediction signal for the target image input via the input terminal 100. Then, the spatial frequency analyzer 101 generates the spatial frequency amplitude-related information for adjusting the difference between the amplitude of a spatial frequency component of the input target image and the amplitude of a spatial frequency component of the reference image stored in the frame memory 109, on the basis of the amplitude of the spatial frequency component of the target image and the amplitude of the spatial frequency component of the reference image, the information being, for example, information containing the amplitude ratio.

[0246] The amplitude of the spatial frequency component of the reference image is adjusted based on the spatial frequency amplitude-related information generated by the spatial frequency analyzer 101, and the prediction signal generator 102 generates a prediction signal for the target image on the basis of the adjusted reference image. The differential unit 103 generates a differential signal on the basis of the difference between the input target image and the generated prediction signal. The converter 104 and quantizer 105 each encode the generated differential signal and generate an encoded differential signal. On the other hand, the inverse quantizer 106 and the inverter 107 each decode the generated encoded differential signal and generate a decoded differential signal.

[0247] The adder 108 adds up the decoded differential signals and the prediction signal to generate a reproduced image, and stores the reproduced image in the frame memory 109 as the reference image. On the other hand, the entropy encoder 120 performs entropy encoding on the encoded differential signal and the spatial frequency amplitude-related information, and outputs thus obtained results.

[0248] Accordingly, the spatial frequency amplitude of the target image becomes nearly equal to the spatial frequency amplitude of the prediction signal of the target image, and excess and deficiency of spatial frequency components of the reference image do not influence the prediction signal, thus compression can be performed efficiently.

[0249] Also, the moving image encoding device 130 has, in the spatial frequency analyzer 101, the external input section 204 that can externally input information that is required for generating the spatial frequency amplitude-related information, so as to be able to generate the spatial frequency amplitude-related information on the basis of the input information. Therefore, the adjustment parameter that is defined based on the measure for evaluation of the entire video can be input externally, thus an amplitude adjustment coefficient based on the entire video can be generated and more efficient encoding can be performed.

[0250] Moreover, the moving image encoding device 130 causes the amplitude adjustment coefficient storage unit 203 to store the adjustment parameter defined according to the spatial frequency components, and can adjust the spatial frequency amplitude-related information on the basis of the stored adjustment parameter so as to be able to perform more efficient encoding.

[0251] In addition, the moving image decoding device 610 stores the reproduced image for use in decoding, in the frame memory 606 in advance. Then, the moving image decoding device 610 inputs the encoded differential signal, which is obtained by predictively encoding the moving image, and encoded data, which has the spatial frequency amplitude-related information of the images, via the input terminal 600. The data analyzer 601 extracts the spatial frequency amplitude-related information and the encoded differential signal from the input encoded data, while the prediction signal generator 607 adjusts the amplitude of the reproduced image stored in the storage means, on the basis of the spatial frequency amplitude-related information that is extracted by the data analyzer 601, and generates a prediction signal.
Furthermore, the inverse quantizer 602 and the inverter 603 each decode the extracted encoded differential signal to generate a decoded differential signal, and the adder 604 adds up the prediction signal and the decoded differential signals to generate a reproduced image. The generated reproduced image is output to the output terminal 605 and then stored in the frame memory 606.

Accordingly, the spatial frequency amplitude of the target image becomes nearly equal to the spatial frequency amplitude of the prediction signal, and the encoded data that is compressed efficiently can be decoded.

Moreover, the moving image decoding device 610 can generate a prediction signal on the basis of the spatial frequency amplitude-related information adjusted by the abovementioned moving image encoding device 130 and the adjustment parameter, and can decode the data that is encoded efficiently.

In the first embodiment and the second embodiment described above, bands or amplitudes of spatial frequency components are used as the frequency characteristics, but no limitation is intended thereto. Specifically, the parameters representing electrical power, contrast, or other frequency characteristics may be used, or the information for adjusting a band ratio or the amplitude of a spatial frequency component, the information for adjusting the frequency characteristics of the target image and reference image, and the information for adjusting the frequency characteristics in which, for example, electric power or contrast is used may be used.

Claims

1. A moving image encoding device, comprising:
   - input means for inputting a target image to be encoded, from among a plurality of images configuring a moving image;
   - storage means for storing a reference image that is used for generating a prediction signal for the target image;
   - frequency characteristic analyzing means for measuring a frequency characteristic of the target image and a frequency characteristic of the reference image, and generating frequency characteristic-related information that represents information indicating a correlation between the frequency characteristic of the target image and the frequency characteristic of the reference image;
   - prediction signal generating means for generating the prediction signal such that the signal matches the frequency characteristic of the target image, from the reference image, on the basis of the frequency characteristic-related information;
   - difference means for obtaining a difference between the target image and the prediction signal to generate a differential signal;
   - encoding means for encoding the differential signal to generate an encoded differential signal;
   - decoding means for decoding the encoded differential signal to generate a decoded differential signal;
   - adding means for adding the prediction signal to the decoded differential signal to generate a reproduced image, the adding mean being connected, at the post-stage thereof, to the storage means storing the reproduced image; and
   - output means for outputting at least the encoded differential signal and the frequency characteristic-related information.

2. The moving image encoding device as claimed in Claim 1, wherein the prediction signal generating means derives a method of generating a prediction signal corresponding to the frequency characteristic-related information, to generate the prediction signal from the reference image, and the frequency characteristic-related information contains information on the method of generating the prediction signal.

3. The moving image encoding device as claimed in Claim 1, wherein the prediction signal generating means selects, from at least two types of prediction signal generation methods, a method of generating a prediction signal corresponding to the frequency characteristic-related information, to generate the prediction signal from the reference image, and the frequency characteristic-related information contains information on the method of generating the prediction signal.

4. The moving image encoding device as claimed in any one of Claims 1 through 4, further comprising memory means for storing frequency characteristic information that is measured when processing the reference image as the target image, instead of when measuring the frequency characteristic of the reference image, wherein the prediction signal is generated based on the frequency characteristic of the target image and the frequency characteristic information stored in the memory means.
5. A moving image decoding device, comprising:

- input means for inputting compressed data that contains an encoded differential signal obtained by predictively encoding a moving image and frequency characteristic-related information;
- decoding means for decoding the encoded differential signal to generate a decoded differential signal;
- prediction signal generating means for generating a prediction signal for the decoded differential signal;
- adding means for adding the prediction signal to the decoded differential signal to generate a reproduced image; and
- storage means for storing a reference image that is used for generating the prediction signal,

wherein the frequency characteristic-related information represents information indicating a correlation between a frequency characteristic of the reproduced image and a frequency characteristic of the reference image, and

the prediction signal generating means generates the prediction signal such that the signal matches a frequency characteristic of a target image to be decoded, from the reference image, on the basis of the frequency characteristic-related information.

6. The moving image decoding device as claimed in Claim 5, wherein the frequency characteristic-related information contains prediction signal generation-related information that is related to a method of generating the prediction signal, and the prediction signal generating means generates the prediction signal from the reference image, on the basis of the prediction signal generation-related information.

7. The moving image decoding device as claimed in Claim 5, wherein the frequency characteristic-related information contains prediction signal generation-related information that is related to a method of generating the prediction signal, and the prediction signal generating means selects, from at least two types of prediction signal generation methods, a method of generating the prediction signal, on the basis of the prediction signal generation-related information, and generates the prediction signal from the reference image.

8. The moving image decoding device as claimed in Claim 5, wherein the frequency characteristic-related information contains prediction signal generation-related information that is related to a method of generating the prediction signal, and the prediction signal generating means selects, from at least two types of prediction signal generation methods that are prepared in advance, a method of generating the prediction signal, on the basis of the prediction signal generation-related information, and generates the prediction signal from the reference image.

9. The moving image decoding device as claimed in any one of Claims 5 through 8, further comprising memory means for storing frequency characteristic information that is measured when decoding the reference image, wherein the prediction signal generating means generates the prediction signal on the basis of the frequency characteristic information stored in the memory means and the frequency characteristic of the reproduced image.

10. A moving image encoding method, comprising:

- an input step of inputting a target image to be encoded, from among a plurality of images configuring a moving image;
- a storing step of storing in storage means a reference image that is used for generating a prediction signal for the target image;
- a frequency characteristic analyzing step of measuring a frequency characteristic of the target image and a frequency characteristic of the reference image, and generating frequency characteristic-related information that represents information indicating a correlation between the frequency characteristic of the target image and the frequency characteristic of the reference image;
- a prediction signal generating step of generating the prediction signal such that the signal matches the frequency characteristic of the target image, from the reference image, on the basis of the frequency characteristic-related information;
- a difference step of obtaining a difference between the target image and the prediction signal to generate a differential signal;
- an encoding step of encoding the differential signal to generate an encoded differential signal;
- a decoding step of decoding the encoded differential signal to generate a decoded differential signal;
- an adding step of adding the prediction signal to the decoded differential signal to generate a reproduced image, the adding step being connected, at a post-stage thereof, to the storage means storing the reproduced image; and
- an output step of outputting at least the encoded differential signal and the frequency characteristic-related information.
11. A moving image decoding method, comprising:

- an input step of inputting compressed data that contains an encoded differential signal obtained by predictively encoding a moving image and frequency characteristic-related information;
- a decoding step of decoding the encoded differential signal to generate a decoded differential signal;
- a prediction signal generating step of generating a prediction signal for the decoded differential signal;
- an adding step of adding the prediction signal to the decoded differential signal to generate a reproduced image; and
- a storing step of storing in storage means a reference image that is used for generating the prediction signal,

wherein the frequency characteristic-related information represents information indicating a correlation between a frequency characteristic of the reproduced image and a frequency characteristic of the reference image, and in the prediction signal generating step the prediction signal is generated such that the signal matches a frequency characteristic of a target image to be decoded, from the reference image, on the basis of the frequency characteristic-related information.

12. A moving image encoding program for causing a computer to execute:

- input processing of inputting a target image to be encoded, from among a plurality of images configuring a moving image;
- storage processing of storing in storage means a reference image that is used for generating a prediction signal for the target image;
- frequency characteristic analyzing processing of measuring a frequency characteristic of the target image and a frequency characteristic of the reference image, and generating frequency characteristic-related information that represents information indicating a correlation between the frequency characteristic of the target image and the frequency characteristic of the reference image;
- prediction signal generation processing of generating the prediction signal such that the signal matches the frequency characteristic of the target image, from the reference image, on the basis of the frequency characteristic-related information;
- difference processing of obtaining a difference between the target image and the prediction signal to generate a differential signal;
- encoding processing of encoding the differential signal to generate an encoded differential signal;
- decoding processing of decoding the encoded differential signal to generate a decoded differential signal;
- adding processing of adding the prediction signal to the decoded differential signal to generate a reproduced image, the adding processing being connected, at a post-stage thereof, to the storage means storing the reproduced image; and
- output processing of outputting at least the encoded differential signal and the frequency characteristic-related information.

13. A moving image decoding program for causing a computer to execute:

- input processing of inputting compressed data that contains an encoded differential signal obtained by predictively encoding a moving image and frequency characteristic-related information;
- decoding processing of decoding the encoded differential signal to generate a decoded differential signal;
- prediction signal generation processing of generating a prediction signal for the decoded differential signal;
- adding processing of adding the prediction signal to the decoded differential signal to generate a reproduced image; and
- storage processing of storing in storage means a reference image that is used for generating the prediction signal,

wherein the frequency characteristic-related information represents information indicating a correlation between a frequency characteristic of the reproduced image and a frequency characteristic of the reference image, and in the prediction signal generation processing the prediction signal is generated such that the signal matches a frequency characteristic of a target image to be decoded, from the reference image, on the basis of the frequency characteristic-related information.

14. A moving image encoding device, comprising:

- input means for inputting a target image to be encoded, from among a plurality of images configuring a moving image;
- storage means for storing a reference image that is used for generating a prediction signal for the target image;
band analyzing means for measuring a band of the target image and a band of the reference image, and
generating band-related information that represents information indicating a correlation between the band of
the target image and the band of the reference image;
prediction signal generating means for generating the prediction signal such that the signal matches the band
of the target image, from the reference image, on the basis of the band-related information;
difference means for obtaining a difference between the target image and the prediction signal to generate a
differential signal;
encoding means for encoding the differential signal to generate an encoded differential signal;
encoding means for decoding the encoded differential signal to generate a decoded differential signal;
adding means for adding the prediction signal to the decoded differential signal to generate a reproduced image,
the adding mean being connected, at a post-stage thereof, to the storage means storing the reproduced image;
and
output means for outputting at least the encoded differential signal and the band-related information.

15. A moving image decoding device, comprising:

input means for inputting compressed data that contains an encoded differential signal obtained by predictively
encoding a moving image and band-related information;
decoding means for decoding the encoded differential signal to generate a decoded differential signal;
prediction signal generating means for generating a prediction signal for the decoded differential signal;
adding means for adding the prediction signal to the decoded differential signal to generate a reproduced image,
and
storage means for storing a reference image that is used for generating the prediction signal,
wherein the band-related information represents information indicating a correlation between a band of the
reproduced image and a band of the reference image, and
the prediction signal generating means generates the prediction signal such that the signal matches a band of
a target image to be decoded, from the reference image, on the basis of the band-related information.

16. A moving image encoding method, comprising:

an input step of inputting a target image to be encoded, from among a plurality of images configuring a moving
image;
a storing step of storing in storage means a reference image that is used for generating a prediction signal for
the target image;
a band analyzing step of measuring a band of the target image and a band of the reference image, and generating
band-related information that represents information indicating a correlation between the band of the target
image and the band of the reference image;
a prediction signal generating step of generating the prediction signal such that the signal matches the band of
the target image, from the reference image, on the basis of the band-related information;
a difference step of obtaining a difference between the target image and the prediction signal to generate a
differential signal;
an encoding step of encoding the differential signal to generate an encoded differential signal;
an decoding step of decoding the encoded differential signal to generate a decoded differential signal;
an adding step of adding the prediction signal to the decoded differential signal to generate a reproduced image;
an storing step of storing the reproduced image in the storage means; and
an output step of outputting at least the encoded differential signal and the band-related information.

17. A moving image decoding method, comprising:

an input step of inputting compressed data that contains an encoded differential signal obtained by predictively
encoding a moving image and band-related information;
a decoding step of decoding the encoded differential signal to generate a decoded differential signal;
a prediction signal generating step of generating a prediction signal for the decoded differential signal;
an adding step of adding the prediction signal to the decoded differential signal to generate a reproduced image;
and
a storing step of storing in storage means a reference image that is used for generating the prediction signal,
wherein the band-related information represents information indicating a correlation between a band of the
reproduced image and a band of the reference image, and
in the prediction signal generating step the prediction signal is generated such that the signal matches a band of a target image to be decoded, from the reference image, on the basis of the band-related information.

18. A moving image encoding program for causing a computer to execute:

input processing of inputting a target image to be encoded, from among a plurality of images configuring a moving image;
storage processing of storing in storage means a reference image that is used for generating a prediction signal for the target image;
band analyzing processing of measuring a band of the target image and a band of the reference image, and generating band-related information that represents a correlation between the band of the target image and the band of the reference image;
prediction signal generation processing of generating the prediction signal such that the signal matches the band of the target image, from the reference image, on the basis of the band-related information;
difference processing of obtaining a difference between the target image and the prediction signal to generate a differential signal;
encoding processing of encoding the differential signal to generate an encoded differential signal;
adding processing of adding the prediction signal to the decoded differential signal to generate a reproduced image;
storage processing of storing the reproduced image in the storage means; and
output processing of outputting at least the encoded differential signal and the band-related information.

19. A moving image decoding program for causing a computer to execute:

input processing of inputting compressed data that contains an encoded differential signal obtained by predictively encoding a moving image and band-related information;
prediction signal generation processing of generating a prediction signal for the decoded differential signal;
adding processing of adding the prediction signal to the decoded differential signal to generate a reproduced image; and
storage processing of storing in storage means a reference image that is used for generating the prediction signal, wherein the band-related information represents information indicating a correlation between a band of the reproduced image and the band of the reference image, and
in the prediction signal generation processing the prediction signal is generated such that the signal matches a band of a target image to be decoded, from the reference image, on the basis of the band-related information.

20. A moving image encoding device, comprising:

input means for inputting a target image to be encoded, from among a plurality of images configuring a moving image;
storage means for storing a reference image that is used for generating a prediction signal for the target image input by the input means;
spatial frequency amplitude analyzing means for generating spatial frequency amplitude-related information for adjusting a difference between an amplitude of a spatial frequency component of the target image input by the input means and an amplitude of a spatial frequency component of the reference image stored in the storage means, on the basis of the amplitude of the spatial frequency component of the target image and the amplitude of the spatial frequency component of the reference image;
prediction signal generating means for adjusting the amplitude of the spatial frequency component of the reference image on the basis of the amplitude of the spatial frequency component of the target image and the amplitude of the adjusted reference image;
prediction signal generating means for adjusting the amplitude of the spatial frequency component of the reference image on the basis of the spatial frequency amplitude-related information generated by the spatial frequency amplitude analyzing means, and generating the prediction signal for the target image on the basis of the adjusted reference image;
difference means for generating a differential signal on the basis of a difference between the target image input by the input means and the prediction signal generated by the prediction signal generating means;
encoding means for encoding the differential signal generated by the difference means, to generate an encoded differential signal;
output means for outputting the encoded differential signal encoded by the encoding means and the spatial frequency amplitude-related information generated by the spatial frequency amplitude analyzing means;
decoding means for decoding the encoded differential signal generated by the encoding means, to generate a decoded differential signal; and
reproduced image generating means for adding the prediction signal generated by the prediction signal generating means to the decoded differential signal generated by the decoding means, to generate a reproduced image, and storing the generated reproduced image in the storage means as the reference image.

21. The moving image encoding device as claimed in Claim 20, wherein the spatial frequency amplitude analyzing means further comprises external input means for externally inputting information required for generating the spatial frequency amplitude-related information, and the spatial frequency amplitude analyzing means adds the information input by the external input means to the amplitude of the spatial frequency component of the target image and the amplitude of the spatial frequency component of the reference image, and generates the spatial frequency amplitude-related information.

22. The moving image encoding device as claimed in Claim 20 or 21, wherein the spatial frequency analyzing means adjusts the spatial frequency amplitude-related information on the basis of an adjustment parameter that is defined in accordance with the spatial frequency component of the target image, and generates the adjusted spatial frequency amplitude-related information and the adjustment parameter as the spatial frequency amplitude-related information.

23. A moving image decoding device, comprising:
storage means for storing a reproduced image that is a reference image for use in decoding;
input means for inputting encoded data, which contains an encoded differential signal obtained by predictively encoding a moving image and spatial frequency amplitude-related information of an image;
extraction means for extracting the spatial frequency amplitude-related information and the encoded differential signal from the encoded data input by the input means;
prediction signal generating means for adjusting an amplitude of the reproduced image stored in the storage means, on the basis of the spatial frequency amplitude-related information extracted by the extraction means, and generating a prediction signal;
decoding means for decoding the encoded differential signal extracted by the extraction means, to acquire a decoded differential signal;
adding means for adding the prediction signal generated by the prediction signal generating means to the decoded differential signal acquired by the decoding means, to generate the reproduced image; and
output means for outputting the reproduced image acquired by the adding means to an output terminal and the storage means.

24. The moving image decoding device as claimed in Claim 22, wherein the input means inputs adjusted spatial frequency-related information and an adjustment parameter as the spatial frequency amplitude-related information, and the prediction signal generating means generates the prediction signal on the basis of the spatial frequency amplitude-related information and adjustment parameter that are input by the input means.

25. A moving image encoding method, comprising:
an input step of inputting a target image to be encoded, from among a plurality of images configuring a moving image;
a spatial frequency amplitude analyzing step of generating spatial frequency amplitude-related information for adjusting a difference between an amplitude of a spatial frequency component of the target image input by the input step and an amplitude of a spatial frequency component of a reference image that is used for generating a prediction signal for the target image input by the input step, on the basis of the amplitude of the spatial frequency component of the target image and the amplitude of the spatial frequency component of the reference image;
a prediction signal generating step of adjusting the amplitude of the spatial frequency component of the reference image on the basis of the spatial frequency amplitude-related information generated in the spatial frequency amplitude analyzing step, and generating the prediction signal for the target image on the basis of the adjusted reference image;
a difference step of generating a differential signal on the basis of a difference between the target image input in the input step and the prediction signal generated in the prediction signal generating step;
an encoding step of encoding the differential signal generated in the difference step, to generate an encoded differential signal;
26. A moving image decoding method, comprising:

an input step of inputting encoded data, which contains an encoded differential signal obtained by predictively encoding a moving image and spatial frequency amplitude-related information of an image;
an extraction step of extracting the spatial frequency amplitude-related information and the encoded differential signal from the encoded data input in the input step;
a prediction signal generating step of adjusting an amplitude of a reproduced image that is stored in storage means as a reference image, on the basis of the spatial frequency amplitude-related information extracted in the extraction step, and generating a prediction signal;
a decoding step of decoding the encoded differential signal extracted in the extraction step, to acquire a decoded differential signal;
an adding step of adding the prediction signal generated in the prediction signal generating step to the decoded differential signal acquired in the decoding step, to generate the reproduced image; and
an output step of outputting the reproduced image acquired in the adding step to an output terminal and the storage that stores the reproduced image for use in decoding.

27. A moving image encoding program, comprising:

an input module for inputting a target image to be encoded, from among a plurality of images configuring a moving image;
a storage module for storing a reference image that is used for generating a prediction signal for the target image input by the input module;
a spatial frequency amplitude analyzing module for generating spatial frequency amplitude-related information for adjusting a difference between an amplitude of a spatial frequency component of the target image input by the input module and an amplitude of a spatial frequency component of the reference image stored in the storage module, on the basis of the amplitude of the spatial frequency component of the target image and the amplitude of the spatial frequency component of the reference image;
a prediction signal generating module for adjusting the amplitude of the spatial frequency component of the reference image on the basis of the spatial frequency amplitude-related information generated by the spatial frequency amplitude analyzing module, and generating the prediction signal for the target image on the basis of the adjusted reference image;
a difference module for generating a differential signal on the basis of a difference between the target image input by the input module and the prediction signal generated by the prediction signal generating module;
an encoding module for encoding the differential signal generated by the difference module, to generate an encoded differential signal;
a decoding module for decoding the encoded differential signal generated by the encoding module, to generate a decoded differential signal;
a reproduced image generating module for adding the prediction signal generated by the prediction signal generating module to the decoded differential signal generated by the decoding module, to generate a reproduced image, and storing the generated reproduced image as the reference image; and
an output module for outputting the encoded differential signal encoded by the encoding module and the spatial frequency amplitude-related information generated by the spatial frequency amplitude analyzing module.

28. A moving image decoding program, comprising:

a storage module for storing a reproduced image as a reference image for use in decoding;
an input module for inputting encoded data, which contains an encoded differential signal obtained by predictively encoding a moving image and spatial frequency amplitude-related information of an image;
an extraction module for extracting the spatial frequency amplitude-related information and the encoded differential signal from the encoded data input by the input module;
a prediction signal generating module for adjusting an amplitude of the reproduced image stored in the storage module, on the basis of the spatial frequency amplitude-related information extracted by the extraction module, and generating a prediction signal;
a decoding module for decoding the encoded differential signal extracted by the extraction module, to acquire a decoded differential signal;
an adding module for adding the prediction signal generated by the prediction signal generating module to the decoded differential signal acquired by the decoding module, to generate the reproduced image; and
an output module for outputting the reproduced image acquired by the adding module to an output terminal and the storage module.
**Fig. 2**

1. **INPUT A TARGET IMAGE TO BE ENCODED** (S1)
2. **MEASURE A BAND OF THE TARGET IMAGE, AND CALCULATE THE BAND RATIO BETWEEN THE TARGET IMAGE AND A REFERENCE IMAGE** (S2)
3. **PERFORM MOTION DETECTION IN ACCORDANCE WITH THE BAND RATIO, AND GENERATE A MOTION VECTOR** (S3)
4. **GENERATE A PREDICTION SIGNAL IN ACCORDANCE WITH THE MOTION VECTOR PRECISION AND THE BAND RATIO** (S4)
5. **CALCULATE A DIFFERENTIAL SIGNAL FROM THE PREDICTION SIGNAL AND THE TARGET SIGNAL** (S5)
6. **CONVERT/QUANTIZE THE DIFFERENTIAL SIGNAL, AND GENERATE A QUANTIZATION CONVERSION COEFFICIENT** (S6)
7. **INVERSELY QUANTIZE/INVERT THE QUANTIZATION CONVERSION COEFFICIENT, AND GENERATE A REPRODUCED DIFFERENTIAL SIGNAL** (S7)
8. **ADD THE PREDICTION SIGNAL TO THE REPRODUCED DIFFERENTIAL SIGNAL TO GENERATE A REPRODUCED IMAGE** (S8)
9. **TEMPORARILY STORE THE REPRODUCED IMAGE AND INFORMATION RELATED TO A BAND OF THE REPRODUCED IMAGE, AND OUTPUT THE QUANTIZATION CONVERSION COEFFICIENT, BAND-RELATED INFORMATION, AND MOTION VECTOR** (S9)

**END**
Fig. 3

PREDICTION SIGNAL GENERATION PROCESSING

INPUT A TARGET IMAGE, A REFERENCE IMAGE, AND A BAND RATIO

S11

S12

BAND RATIO

S13 → INTEGER MOTION DETECTION AT A GENERATOR 101 (41)

1 ≤ S14 → HALF-PIXEL PRECISION MOTION DETECTION AT THE GENERATOR 101 (44)

S15 → QUARTER-PIXEL PRECISION MOTION DETECTION AT THE GENERATOR 101 (47)

S16 → INTEGER MOTION DETECTION AT A GENERATOR 102 (42)

1 ≤ 2 → S17 → HALF-PIXEL PRECISION MOTION DETECTION AT THE GENERATOR 102 (45)

S18 → QUARTER-PIXEL PRECISION MOTION DETECTION AT THE GENERATOR 102 (48)

S19 → INTEGER MOTION DETECTION AT A GENERATOR 103 (43)

2 ≤ S20 → HALF-PIXEL PRECISION MOTION DETECTION AT THE GENERATOR 103 (46)

S21 → QUARTER-PIXEL PRECISION MOTION DETECTION AT THE GENERATOR 103 (49)

S22 → OUTPUT MOTION VECTORS

B
### Fig. 4

<table>
<thead>
<tr>
<th>Generator</th>
<th>Integer Precision Motion Vector</th>
<th>Half-Pixel Precision Motion Vector</th>
<th>Quarter-Pixel Precision Motion Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>101</td>
<td>-</td>
<td>([u_n \ u_n])</td>
<td>([u_q \ u_q \ u_q \ u_q])</td>
</tr>
<tr>
<td>102</td>
<td>([w_1 \ w_2 \ w_3])</td>
<td>([w_{h1} \ w_{h2} \ w_{h3} \ w_{h4}])</td>
<td>([w_{q1} \ w_{q2} \ w_{q3} \ w_{q4} \ w_{q5} \ w_{q6}])</td>
</tr>
<tr>
<td>103</td>
<td>([v_1 \ v_2 \ v_3])</td>
<td>([v_{h1} \ v_{h2} \ v_{h3} \ v_{h4}])</td>
<td>([v_{q1} \ v_{q2} \ v_{q3} \ v_{q4} \ v_{q5} \ v_{q6}])</td>
</tr>
</tbody>
</table>
Fig. 5
**Fig. 10**

- **211P**: Compression Data Input Module
- **212P**: Entropy Decoding Module
- **213P**: Prediction Signal Generating Module
- **214P**: Inverse Quantization Module
- **215P**: Inversion Module
- **216P**: Addition Module
- **217P**: Memory Module

MOVING IMAGE DECODING PROGRAM
Fig. 14

[Diagram of a system showing block diagrams of a spatial frequency amplitude analyzer, amplitude adjustment coefficient storage unit, spatial frequency amplitude-related information generator, and external input section.]
**Fig. 15**

<table>
<thead>
<tr>
<th>FREQUENCY BAND (Hz)</th>
<th>$f \sim f+x$</th>
<th>$f+x \sim f+2x$</th>
<th>$f+2x \sim f+3x$</th>
<th>$\cdots$</th>
</tr>
</thead>
<tbody>
<tr>
<td>95-100</td>
<td>$\alpha_1$</td>
<td>$\alpha_{11}$</td>
<td>$\alpha_{21}$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>RATIO (%)</td>
<td>$\cdots$</td>
<td>$\cdot$</td>
<td>$\cdot$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td></td>
<td>$\cdot$</td>
<td>$\cdot$</td>
<td>$\cdot$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td></td>
<td>$\cdot$</td>
<td>$\cdot$</td>
<td>$\cdot$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>15-20</td>
<td>$\cdots$</td>
<td>$\alpha_{2}$</td>
<td>$\alpha_{12}$</td>
<td>$\alpha_{22}$</td>
</tr>
<tr>
<td>10-15</td>
<td>$\cdots$</td>
<td>$\alpha_{3}$</td>
<td>$\alpha_{13}$</td>
<td>$\alpha_{23}$</td>
</tr>
<tr>
<td>5-10</td>
<td>$\cdots$</td>
<td>$\alpha_{4}$</td>
<td>$\alpha_{14}$</td>
<td>$\alpha_{24}$</td>
</tr>
<tr>
<td>0-5</td>
<td>$\cdots$</td>
<td>$\alpha_{5}$</td>
<td>$\alpha_{15}$</td>
<td>$\alpha_{25}$</td>
</tr>
</tbody>
</table>
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INPUT A TARGET IMAGE  S301

INPUT SPATIAL FREQUENCY AMPLITUDE-RELATED INFORMATION OF THE TARGET IMAGE  S302

CALCULATE AMPLITUDE ADJUSTMENT COEFFICIENT FROM THE SPATIAL FREQUENCY AMPLITUDE-RELATED INFORMATION  S303

ADJUST A SPATIAL FREQUENCY AMPLITUDE OF A REFERENCE IMAGE  S304

CALCULATE A MOTION VECTOR, AND GENERATE A PREDICTION SIGNAL  S305

OUTPUT THE PREDICTION SIGNAL  S306

END
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START

INPUT A TARGET IMAGE TO BE ENCODED \( \rightarrow \) S401

MEASURE SPATIAL FREQUENCY AMPLITUDES OF A REFERENCE IMAGE AND THE TARGET IMAGE, AND GENERATE SPATIAL FREQUENCY AMPLITUDE INFORMATION \( \rightarrow \) S402

ADJUST THE SPATIAL FREQUENCY AMPLITUDE OF THE REFERENCE IMAGE IN ACCORDANCE WITH THE SPATIAL FREQUENCY AMPLITUDE INFORMATION \( \rightarrow \) S403

PERFORM MOTION COMPENSATION BY MEANS OF THE ADJUSTED REFERENCE IMAGE, AND GENERATE A PREDICTION SIGNAL \( \rightarrow \) S404

 OBTAIN A DIFFERENTIAL SIGNAL FROM THE PREDICTION SIGNAL AND TARGET IMAGE \( \rightarrow \) S405

CONVERT/QUANTIZE THE DIFFERENTIAL SIGNAL TO GENERATE QUANTIZATION CONVERSION COEFFICIENT \( \rightarrow \) S406

INVERSELY QUANTIZE/INVERT THE QUANTIZATION CONVERSION COEFFICIENT, AND GENERATE A REPRODUCED DIFFERENTIAL SIGNAL \( \rightarrow \) S407

ADD THE PREDICTION SIGNAL TO THE REPRODUCED DIFFERENTIAL SIGNAL TO GENERATE A REPRODUCED IMAGE \( \rightarrow \) S408

TEMPORARILY STORE THE REPRODUCED IMAGE AND INFORMATION RELATED TO THE SPATIAL FREQUENCY AMPLITUDE OF THE REPRODUCED IMAGE, OUTPUT QUANTIZATION INFORMATION, QUANTIZATION CONVERSION COEFFICIENT, SPATIAL FREQUENCY AMPLITUDE INFORMATION, AND MOTION VECTOR \( \rightarrow \) S409
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INPUT MOTION VECTOR AND SPATIAL FREQUENCY AMPLITUDE-RELATED INFORMATION  S701

CALCULATE AMPLITUDE ADJUSTMENT COEFFICIENT  S702

ADJUST A SPATIAL FREQUENCY AMPLITUDE OF THE REPRODUCED IMAGE  S703

GENERATE A PREDICTION SIGNAL FROM THE REPRODUCED IMAGE AND THE MOTION VECTOR  S704

OUTPUT THE PREDICTION SIGNAL  S705

END
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INPUT COMPRESSED DATA

PERFORM ENTROPY DECODING, AND EXTRACT QUANTIZATION CONVERSION COEFFICIENT, QUANTIZATION INFORMATION, MOTION VECTOR, AND SPATIAL FREQUENCY AMPLITUDE-RELATED INFORMATION

GENERATE A PREDICTION SIGNAL BASED ON THE SPATIAL FREQUENCY AMPLITUDE-RELATED INFORMATION AND MOTION VECTOR

INVERSELY QUANTIZE THE QUANTIZATION CONVERSION COEFFICIENT

PERFORM INVERSION, AND GENERATE A REPRODUCED DIFFERENTIAL SIGNAL

ADD THE PREDICTION SIGNAL TO THE REPRODUCED DIFFERENTIAL SIGNAL TO GENERATE A REPRODUCED IMAGE

TEMPORARILY STORE THE REPRODUCED IMAGE

HAS THE PROCESSING OF ALL DATA BEEN COMPLETED?

NO

YES

END
Fig. 21

- 500P: IMAGE INPUT MODULE
- 501P: IMAGE ANALYSIS/SPATIAL FREQUENCY AMPLITUDE RATIO CALCULATION MODULE
- 502P: PREDICTION SIGNAL GENERATING MODULE
- 503P: DIFFERENTIAL SIGNAL GENERATING MODULE
- 504P: CONVERSION MODULE
- 505P: QUANTIZATION MODULE
- 506P: INVERSE QUANTIZATION MODULE
- 507P: INVERSION MODULE
- 508P: ADDITION MODULE
- 509P: MEMORY MODULE
- 510P: ENTROPY ENCODING MODULE
- MOVING IMAGE ENCODING PROGRAM
Fig. 22

- 900P: COMPRESSION DATA INPUT MODULE
- 901P: ENTROPY DECODING MODULE
- 902P: PREDICTION SIGNAL GENERATING MODULE
- 903P: INVERSE QUANTIZATION MODULE
- 904P: INVERSION MODULE
- 905P: ADDITION MODULE
- 906P: MEMORY MODULE
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