**Bit depth dependent video coding**

In order to set a quantization step according to a target amount of code ($R_{tar}$) with high precision, a coefficient set according to the resolution of a moving picture to be encoded and the encoding method of a frame to be encoded is selected from a plurality of coefficient sets corresponding to the resolutions of moving pictures and encoding methods of frames. A feature amount of the frame to be encoded is extracted, and when the frame to be encoded undergoes inter-frame coding, a function ($QR$) indicating the relationship between a quantization step ($Q$) and amount of generated data ($R$) is generated based on the selected coefficient set and feature amount. When the function is generated, a quantization step according to a target amount of code is set based on that function in encoding of the frame to be encoded.
Description

BACKGROUND OF THE INVENTION

Field of the Invention

[0001] The present invention relates to an image-processing apparatus for encoding a moving picture, and a method thereof.

Description of the Related Art

[0002] Since digital moving-picture data has a large amount of data, a technique is required for compressing the amount of data for recording and transmission. Recently, as input and output devices of moving-picture data use higher resolution and multi-tone levels, the amount of moving-picture data further increases, and data compression of moving-picture data becomes indispensable. [0003] An apparatus that compresses and encodes moving-picture data executes rate control for controlling a quantization step when outputting moving-picture data onto a transfer path, the transfer rate of which is fixed. The rate control estimates an amount of generated data of a frame to be encoded, and controls a data compression rate (quantization step) based on the estimation result prior to actual encoding. [0004] A method of using the amount of generated data of the previously encoded frame in estimation of the amount of generated data may be used. However, if a frame to be encoded is one after a scene change, in other words, if the encoded frame is that before a scene change, it will have different generation characteristics from data of those of the frame to be encoded. Therefore, when a scene change occurs, the amount of generated data cannot be correctly estimated. Of course, if the frame to be encoded is the first frame of moving-picture data, since there is no encoded frame, the amount of generated data cannot be estimated.

SUMMARY OF THE INVENTION

[0005] According to a first aspect of the present invention there is provided an image-processing apparatus according to claim 1. [0006] According to a second aspect of the present invention there is provided a method for an image-processing apparatus according to claim 6. [0007] According to these aspects, the quantization step can be set with high precision according to a target code amount. Also, the quantization step can be set according to the target code amount in consideration of a scene change.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] Fig. 1 is a block diagram showing the arrangement of a moving-picture encoding apparatus;

[0009] Fig. 2 is a block diagram showing the arrangement of a rate control unit;

[0010] Fig. 3 is a block diagram showing another arrangement of the rate control unit;

[0011] Fig. 4 is a block diagram showing still another arrangement of the rate control unit;

[0012] Fig. 5 is a flowchart showing the processing of a model type Q determination unit;

[0013] Fig. 6 is a block diagram showing the arrangement of the model type Q determination unit; and

[0014] Figs. 7A to 7C are views for explaining a method of determining a quantization step corresponding to a target code amount using a QR function.

DESCRIPTION OF THE EMBODIMENTS

[0015] An image-processing apparatus and method thereof according to the embodiments of the present invention will be described in detail hereinafter with reference to the accompanying drawings.

First Embodiment

[Arrangement of Apparatus]

[0016] Fig. 1 is a block diagram showing the arrangement of a moving-picture encoding apparatus.

[0017] An input unit 100 inputs digital moving-picture data formed by a plurality of time-sequenced frames. A subtractor 101 calculates a difference (to be referred to as a predictive error hereinafter) between a frame input from the input unit 100 and a predicted value output from a predictive image holding unit 111.

[0018] Each frame of the input moving-picture data is divided into small rectangular blocks Bij (each defined by, for example, 8 x 8 pixels, 16 x 16 pixels, or the like). When the input moving picture is a color image, processing is done for each macroblock (MBij > Bij) as a set of rectangular blocks Bij. A small-rectangle division unit 116 divides each frame of the input moving-picture data or the predictive error output from the subtractor 101 into macroblocks (MBs) under the control of an encoding-mode determination unit 102.

[0019] A prediction-direction determination unit 117 selects between intra-frame encoding and inter-frame predictive encoding for each frame. An orthogonal transform unit 103 orthogonally transforms a MB to be encoded for respective MBs. A quantization unit 104 executes scalar quantization of orthogonal transform coefficients output from the orthogonal transform unit 103 under the control of a rate control unit 112.

[0020] A variable-length-encoding unit 113 executes variable-length encoding of quantized values output from the quantization unit 104, and outputs the encoded values to a buffer 114. The buffer 114 buffers a plurality of encoded frames, and outputs the plurality of encoded frames to an output unit 115 as data-compressed moving-picture data under the control of the rate control unit.
112. Note that details of the rate control unit 112 will be described later.

[0021] An inverse quantization unit 105 inversely quantizes the quantized values output from the quantization unit 104 and outputs the orthogonal transform coefficients. An inverse orthogonal transform unit 106 inversely orthogonally transforms the orthogonal transform coefficients output from the inverse quantization unit 105 to decompress the MB or predictive error.

[0022] An adder 107 adds the MB decompressed by the inverse orthogonal transform unit 106 to the corresponding block of the predictive image held by the predictive image holding unit 111 to reconstruct the block to be encoded and stores the reconstructed block in a corresponding area of a frame memory 108 under the control of the encoding-mode determination unit 102. Alternatively, the adder 107 stores the predictive error decompressed by the inverse orthogonal transform unit 106 in a corresponding area of the frame memory 108.

[0023] When the encoding-mode determination unit 102 controls the orthogonal transform unit 103 to orthogonally transform a MB to be encoded, it controls the adder 107 to store the decompressed MB to be encoded in the frame memory 108. When the encoding-mode determination unit 102 controls the orthogonal transform unit 103 to orthogonally transform a predictive error, it controls the adder 107 to store the decompressed predictive error in the frame memory 108. That is, the frame memory 108 stores a locally decoded frame.

[0024] A motion-vector detection unit 109 detects, for each MB, a motion vector with reference to an encoded image of the immediately preceding frame to be encoded (previous frame) stored in the frame memory 108. In this case, the motion-vector detection unit 109 executes block matching within the range of ±15 pixels around the MB to be encoded, and detects a motion vector using, as a predictive block, a block which has a minimum average of the absolute sums of predictive errors.

[0025] A motion-compensation unit 110 generates a predictive image from the reconstructed frame (reference frame) stored in the frame memory 108 using the detection information (motion vectors) of the motion-vector detection unit 109, and stores the generated predictive image in the predictive image holding unit 111. The predictive-image holding unit 111 outputs the stored predictive image to the subtractor 101 and adder 107.

[Rate Control Unit]

[0026] Fig. 2 is a block diagram showing the arrangement of the rate control unit 112.

[0027] At the beginning of encoding, a target code amount determination unit 202 outputs a predetermined target amount of code, and a quantization step determination unit 200 sets a predetermined quantization step in the quantization unit 104.

[0028] After encoding starts, and codes are stored in the buffer 114, the target code amount determination unit 202 outputs a target amount of code of each frame based on the code storage state. The quantization step determination unit 200 outputs a quantization step according to the target amount of code to a tentative encoding unit 201.

[0029] The tentative encoding unit 201 quantizes the orthogonal transform coefficients of the current frame input from the orthogonal transform unit 103 by the quantization step input from the quantization step determination unit 200. Furthermore, the tentative encoding unit 201 encodes the quantized values by the same method as the variable-length encoding unit 113, and notifies the quantization step determination unit 202 of the amount of generated data.

[0030] If the amount of generated data (to be referred to as a predictive amount of code hereinafter) that the quantization step determination unit 200 is notified by the tentative encoding unit 201 falls within an allowable range of the target amount of code, the quantization step determination unit 200 sets the above quantization step in the quantization unit 104 to execute encoding of the current frame. On the other hand, if the predictive amount of code falls outside the allowable range of the target amount of code, the quantization step determination unit 200 sets a quantization step, which is adjusted to make the amount of generated data fall within the allowable range of the target amount of code, in the quantization unit 104, thus executing encoding of the current frame.

[0031] With this arrangement, although calculations in an amount nearly twice that required for actual encoding are required, the amount of generated data can be accurately estimated prior to actual encoding.

[0032] Fig. 3 is a block diagram showing another arrangement of the rate control unit 112.

[0033] A QR curve holding unit 204 is a memory which holds the relationship (QR curve) between the empirically calculated quantization step Q and the amount R of generated data. The QR curve is prepared for respective types of pictures such as a frame which is to undergo intra-frame coding (intra-coded picture), a frame which is to undergo forward prediction (predictive picture), and a frame which is to undergo bi-directional estimation (bi-directional predictive picture). Note that the QR curve is expressed by a polynomial (QR function, R = f(Q)) having the quantization step Q as a variable.

[0034] A QR curve selection unit 203 outputs selection information of a QR curve held by the QR curve holding unit 204 based on information indicating the type of picture of the current frame output from the encoding-mode determination unit 102. The quantization step determination unit 200 sets a quantization step according to a target amount of code in the quantization unit 104 with reference to the QR curve indicated by the selection information, thus executing encoding of the current frame.

[0035] Since the QR curve changes depending on the resolution and the number of tones (bit depth) of moving-picture data, and the characteristics of objects in the moving-picture data, there is no guarantee that the target
amount of code can be surely obtained. However, the arrangement of the rate control unit 112 shown in Fig. 3 can reduce the calculation cost compared to that shown in Fig. 2.

[0036] The QR curves may be stored in the QR curve holding unit 204 in association with not only the types of pictures but also the resolutions and bit depths of moving pictures. In this case, the QR curve selection unit 203 acquires information indicating the resolution and the bit depth of input moving-picture data from header information or the like of the moving-picture data, and can select a QR curve in accordance with the type of picture, resolution, and bit depth. If the resolution and the bit depth of a moving picture do not match any typical resolutions and bit depths of QR curves held in the QR curve holding unit 204, a QR curve which has a resolution and bit depth closest to those of the moving picture is selected.

[0037] Fig. 4 is a block diagram showing still another arrangement of the rate control unit 112.

[0038] A coefficient holding unit 302 is a memory which holds coefficient sets according to the resolutions of moving pictures. The coefficient sets are prepared for respective types of pictures such as a predictive picture (P-picture), bi-directional predictive picture (B-picture), and the like and for respective typical resolutions and bit depths.

[0039] A coefficient selection unit 301 acquires information indicating the resolution and bit depth of an input moving picture from header information or the like of the moving picture. Then, the coefficient selection unit 301 selects a coefficient set held by the coefficient holding unit 302 in accordance with the type of picture, resolution, and bit depth of the current frame output from the encoding-mode determination unit 102. When the resolution and bit depth of a moving picture do not match any typical resolutions and bit depths of coefficient sets held by the coefficient holding unit 302, the coefficient selection unit 301 selects a coefficient set, the resolution and bit depth of which are closest to those of the moving picture.

[0040] A feature amount extraction unit 304 extracts a feature amount (for example, a statistical amount such as an average variance of luminance values for each MB) of the current frame when the type of picture output from the encoding-mode determination unit 102 is other than an intra-coded picture (I-picture).

[0041] A QR curve generation unit 303 generates a QR curve (QR function, \( R = f(Q) \)) based on the coefficient set output from the coefficient holding unit 302 (that selected by the coefficient selection unit 301), and the feature amount output from the feature amount extraction unit 304. The QR curve generation unit 303 inputs the generated QR curve to a model type Q determination unit 300. Note that the QR curve generation unit 303 outputs the QR curve when the type of picture output from the encoding-mode determination unit 102 is other than an I-picture, and does not output any QR curve when the type of picture is an I-picture.

[0042] In this way, when the current frame is the first frame of a moving picture or an I-picture immediately after a scene change, neither extraction of the feature amount nor generation and output of a QR curve are executed. A QR curve is generated to determine coefficients of a polynomial having the quantization step \( Q \) as a variable.

[0043] When no QR curve is input from the QR curve generation unit 303, the model type Q determination unit 300 sets a quantization step determined by the quantization step determination method described in, for example, Fig. 2 or 3 in the quantization unit 104, thus executing encoding of the current frame. When the QR curve is input from the QR curve generation unit 303, the model type Q determination unit 300 sets a quantization step determined according to the target amount of code based on the QR curve in the quantization unit 104, thus executing encoding of the current frame.

[0044] Fig. 5 is a flowchart showing the processing of the model type Q determination unit 300. Note that Fig. 5 shows the processing for one frame. That is, the model type Q determination unit 300 repeats the processing shown in Fig. 5 as many as the number of frames.

[0045] Upon starting the processing, the model type Q determination unit 300 receives a target amount of code \( R_{tar} \) from the target code amount determination unit 202 (S1001), and checks if a QR curve is input from the QR curve generation unit 303 (S1002). If no QR curve is input, the model type Q determination unit 300 determines a quantization step using the quantization step determination method described using, for example, Fig. 2 or 3 (S1003).

[0046] If a QR curve is input, the model type Q determination unit 300 determines a quantization step \( Q \) according to the target amount of code \( R_{tar} \) based on the QR curve (S1004).

[0047] Fig. 6 is a block diagram showing the arrangement of the model type Q determination unit 300.

[0048] A Q holding unit 403 holds a quantization step \( Q \) updated by a Q update unit 404. An R calculation unit 401 calculates an amount of code \( R \) using the quantization step \( Q \) input from the Q update unit 404 and the QR function \( (R = f(Q)) \) input from the QR curve generation unit 303. A comparison unit 402 compares the target amount of code \( R_{tar} \) input from the target code amount determination unit 202 with the amount of code \( R \) input from the R calculation unit 401. The Q update unit 404 updates the quantization step \( Q \) held by the Q holding unit 403 in accordance with the output from the comparison unit 402.

[0049] The Q update unit 404 comprises a subtraction unit 405 which subtracts a predetermined value from the quantization step \( Q \) held by the Q holding unit 403, and an addition unit 406 which adds a predetermined value to the quantization step \( Q \) held by the Q holding unit 403. Furthermore, the Q update unit 404 comprises a selector 407 which selects the subtraction result of the subtraction unit 405 or the addition result of the addition unit 406 in accordance with the output from the comparison unit 402.

[0050] In step S1004, according to a function \( Q = f(R) \)
having the amount R of generated data as a variable, it is easy to determine the quantization step Q which meets the target amount of code Rtar. However, it is not easy to derive the quantization step Q that meets the target amount of code Rtar from the function R = f(Q) having the quantization step Q as a variable.

[0051] Figs. 7A to 7C are views for explaining the method of determining the quantization step Q corresponding to the target amount of code Rtar using the QR function R = f(Q). Assume that the quantization step Q can assume the range from 1 to 51.

[0052] As shown in Fig. 7A, the Q update unit 404 saves "25" as a median value of the Q range in the Q holding unit 403 as an initial value of the quantization step Q, and makes the R calculation unit 401 calculate an amount of code R. The comparison unit 402 compares R with Rtar, and outputs a determination signal (ternary) indicating the comparison result. For example, if R > Rtar, as shown in Fig. 7B, the comparison unit 402 outputs "2". If R < Rtar, as shown in Fig. 7C, the comparison unit 402 outputs "1". If R = Rtar, the comparison unit 402 outputs "0".

[0053] When the comparison unit 402 outputs "2", the selector 407 selects the output from the addition unit 406; when the comparison unit 402 outputs "1", it selects the output from the subtraction unit 405. In other words, if R > Rtar, the selector 407 selects a quantization step Q obtained by adding 1 to the current quantization step Q by the addition unit 406 so as to reduce the amount of code R. If R < Rtar, the selector 407 selects a quantization step Q obtained by subtracting 1 from the current quantization step Q by the subtraction unit 405 so as to increase the amount of code R.

[0054] The Q update unit 404 repeats addition or subtraction of the quantization step Q until R = Rtar (determination signal = 0, condition 1) or the determination signal changes from "2" to "1" (condition 2) or changes from "1" to "2" (condition 3). If the determination signal satisfies condition 1, 2, or 3, the Q update unit 404 outputs the quantization step Q at that time to the quantization unit 104. In this way, the quantization step Q that meets the target amount of code Rtar is determined by comparing the amount of code R calculated by substituting the quantization step Q in the function f(Q), and the target amount of code Rtar, and making the calculated amount of code R close to the target amount of code Rtar stepwise.

[0055] As the method of calculating the quantization step Q corresponding to the target amount of code Rtar in the model type Q determination unit 300, a binary tree method may be used to speed up the determination process of the quantization step.

[0056] According to the binary tree method, if R = f(Qi) < Rtar as a result of comparison between R = f(Qi) based on an initial value Qi of the quantization step with Rtar, a maximum Q value is set to be Qi, and R = f(Qc) is calculated using a median value Qc between Qi and a minimum Q value "1". If R = f(Qc) > Rtar, the minimum Q value is set to be Qc, and a median value between Qc and the maximum Q value is set to be Qc, thus calculating R = f(Qc). In this way, by making R = f(Q) close to Rtar, the quantization step Q corresponding to the target amount of code Rtar is determined.

Exemplary Embodiments

[0057] The present invention can be applied to a system constituted by a plurality of devices (e.g., host computer, interface, reader, printer) or to an apparatus comprising a single device (e.g., copying machine, facsimile machine).

[0058] Further, the present invention can provide a storage medium storing program code for performing the above-described processes to a computer system or apparatus (e.g., a personal computer), reading the program code, by a CPU or MPU of the computer system or apparatus, from the storage medium, then executing the program.

[0059] In this case, the program code read from the storage medium realizes the functions according to the embodiments.

[0060] Further, the storage medium, such as a floppy disk, a hard disk, an optical disk, a magnetooptical disk, CD-ROM, CD-R, a magnetic tape, a nonvolatile type memory card, and ROM can be used for providing the program code.

[0061] Furthermore, besides above-described functions according to the above embodiments can be realized by executing the program code that is read by a computer, the present invention includes a case where an OS (operating system) or the like working on the computer performs a part or entire processes in accordance with designations of the program code and realizes functions according to the above embodiments.

[0062] Furthermore, the present invention also includes a case where, after the program code read from the storage medium is written in a function expansion card which is inserted into the computer or in a memory provided in a function expansion unit which is connected to the computer, CPU or the like contained in the function expansion card or unit performs a part or entire process in accordance with designations of the program code and realizes functions of the above embodiments.

[0063] In a case where the present invention is applied to the aforesaid storage medium, the storage medium stores program code corresponding to the flowcharts described in the embodiments.

[0064] According to a further embodiment there is provided an image-processing apparatus for encoding a moving picture frame-by-frame, comprising: determining means for determining an encoding mode of a frame to be encoded; extracting means for extracting a feature amount of the frame to be encoded; generating means for generating, in a case that the frame to be encoded undergoes inter-frame predictive coding, a function representing a relationship between a quantization step and an amount of generated data based on the determined
An apparatus according to claim 1 or claim 2, further comprising:

1. An apparatus according to any of claims 1 to 3, further comprising:
   - first memory means (302) for storing a plurality of coefficient sets corresponding to resolutions of frames and to encoding methods of frames; selecting means (301) for acquiring information indicating a resolution of a frame to be encoded, and to select, from said memory means, a coefficient set according to the resolution and an encoding method of the frame to be encoded; extracting means (304) for extracting a feature amount of the frame to be encoded; generating means (303) for generating, in a case that the frame to be encoded undergoes inter-frame predictive coding, a function (QR) representing a relationship between a quantization step and an amount of generated data based on the selected coefficient set and the feature amount; and setting means (300) for setting, in a case that said generating means generates the function, a quantization step (Q) according to the target amount of code (Rtar) based on the function in encoding of the frame to be encoded.

2. An apparatus according to claim 1, wherein said first memory means (301) stores a plurality of coefficient sets which correspond to bit depths of moving pictures in addition to the resolutions of the moving pictures and the encoding methods of frames, and said selecting means (301) in configured to acquire information indicating a bit depth of the moving picture to be encoded, and to select a coefficient set from said first memory means in accordance with the resolution, the bit depth, and an encoding method of the frame to be encoded.

3. An apparatus according to claim 1 or claim 2, further comprising estimating means (201) for estimating an amount of generated data in a case that the frame to be encoded is encoded.

4. An apparatus according to any of claims 1 to 3, further comprising:
   - second memory means (204) for storing a plurality of functions, each indicating a relationship between a quantization step (Q) and an amount of generated data (R), in correspondence with at least encoding methods of frames; and choosing means (203) for choosing a function according to an encoding method of the frame to be encoded from said function memory,
   - wherein said setting means (300) is adapted to set a quantization step (Q) according to the target amount of code (Rtar) based on the estimation result of said estimating means (201) in encoding of the frame to be encoded in a case that said generating means (303) does not generate any function.

5. An apparatus according to any of claims 1 to 4, wherein said generating means (303) is configured so as to not generate any function in a case that the frame to be encoded undergoes intra-frame coding.

6. A method of an image-processing apparatus which comprises a first memory means (302) for storing a plurality of coefficient sets corresponding to resolutions of moving pictures and to encoding methods of frames, which method encodes a moving picture frame-by-frame and comprises the steps of:
   - acquiring information indicating a resolution of a frame to be encoded, and selecting, from the memory means, a coefficient set according to the resolution and an encoding method of a frame to be encoded;
   - extracting a feature amount of the frame to be encoded;
   - generating, in a case that the frame to be encoded undergoes inter-frame predictive coding, a function (QR) representing a relationship between a quantization step and an amount of generated data based on the selected coefficient set and the feature amount; and
   - setting, in a case that the function is generated, a quantization step (Q) according to a target amount of code (Rtar) based on the function in encoding of the frame to be encoded.

7. A method according to claim 6, wherein the first memory means stores a plurality of coefficient sets...
which correspond to bit depths of moving pictures in addition to the resolutions of the moving pictures and the encoding methods of frames, and the selecting step includes acquiring information indicating a bit depth of the frame to be encoded and selecting a coefficient set from the first memory means in accordance with the resolution, the bit depth, and an encoding method of the frame to be encoded.

8. A program that, when executed by an image-processing apparatus, causes the image processing apparatus to perform a method according to claim 6 or claim 7.

9. A computer-readable storage medium storing a program according to claim 8.
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