(54) **Multiple operating system networking**

(57) A computer system configured for communications, comprising: a processor; a first operating system running on the processor; a second operating system running on the processor; and a network interface for communicating packet data, characterised in that the first and second operating systems are arranged to share access to the network interface.
Description

[0001] This invention relates to networking from a computer which is arranged to run multiple operating systems. In a conventional computer, a network interface card (NIC) is provided, which couples the computer to a network. The NIC is arranged to communicate data over the network according to the network protocols; for example, it may be an Ethernet network interface card. The computer has a physical address on the network (the MAC address).

[0002] The computer runs an operating system, which provides an applications programming interface (API) allowing application programs to use the resources of the computer (including the NIC). To achieve this, the operating system provides driver routines (normally separate programs) which directly control the resources of the particular computer platform. Many operating systems provide routines for communicating using Internet protocols ("IP") (i.e. an IP stack). The use of Internet protocols allows the computer to communicate across multiple networks. The computer is assigned an IP address which is a logical address different from the physical MAC address.

[0003] The best known operating systems (e.g. Microsoft Windows™ and Linux™) are "general purpose" operating systems suitable for running a wide range of applications on a wide range of platforms (with suitable driver programs). Additionally, such operating systems often provide multi-tasking; in other words, they allow several applications programs to operate concurrently. To do so, they provide scheduling; in other words, they share the usage of the resources of the computer between the different applications programs, allocating time to each in accordance with a scheduling algorithm.

[0004] Such operating systems are very widely used, and therefore have a large base of applications programs from which a user can select, written to run on the operating system. They are therefore the first choice for most applications.

[0005] However, for some applications, it is critical that steps in the program are performed within defined time periods, or at defined times. Examples of such programs are control programs for operating mobile telephones, or for operating private branch exchanges (PBXs) or cellular base stations. Typically, the program must respond to external events or changes of state in a consistent way, at or within a certain time within the event. This is referred to as operating in "real time". General purpose operating systems are unsuitable for operating in real time, and are not adapted to do so.

[0006] For such tasks, therefore, real time operating systems have been developed; one example is ChorusOS (also know as Chorus) and its derivatives. ChorusOS is available as open source software from:

http://www.experimentalstuff.com/Technologies/ChorusOS/index.html

[0007] It is described in "ChorusOS Features and Architecture overview" Francois Armand, Sun Technical Report, August 2001, 222p, available from:


[0008] These operating systems could also be used to run other types of programs. However, users understandably wish to be able to use the vast number of "legacy" programs which are written for general purpose operating systems such as Windows or Linux, without having to rewrite them to run on a real time operating system.

[0009] In US 5903752 and US 5721206, an attempt is made to incorporate a real time environment into a non real time operating system by providing a real time multi-tasking kernel in the interrupt handling environment of the non real time operating system (such as Windows).

[0010] When attempts are made to use general purpose operating systems, for communication of real time streaming data (for example, streaming audio or video, or voice over Internet (VoIP) data), the results are often unsatisfactory; firstly, because the operating system may simply not be able to operate fast enough, given the other tasks it has to perform, and secondly because the scheduler may unexpectedly deny the IP stack processor resources if another task is scheduled for execution, resulting in transitory data loss.

[0011] One attempt to solve this problem has been to provide real time extensions to Linux. One proposal is a multi-processor kernel in the interrupt handling environment of an operating system (such as Linux or Solaris). The Linux package can be configured to provide an IP protocol stack, by using the RT NET program, for which see http://www.fsmlabs.com. Another is RTAI (Realtime Application Interface for Linux) for which see:

http://www.aero.polimi.it/~rtai/applications/ or
http://www.opensource.lineo.com/rtai.html

[0012] It is understood that both RT Linux and RTAI can be configured to provide an IP protocol stack, by using the RT NET program, for which see http://www.rts.uni-hannover.de/rtnet/

[0013] Recently, proposals for providing a "multi-personality" system (i.e. a system in which two or more different operating systems run concurrently on the same processor) have been suggested. One is ADEOS (Adaptive Domain Environment for Operating Systems), described in a White Paper at http://opersys.com/ftp/pub/Adeos/adeos.pdf (and in other papers at http://opersys.com/adeos), Another is Jaluna at http://www.jaluna.com/developer/papers/COS-DESPERF.pdf

[0014] An aim of the present invention is to provide...
improved network communications. In one aspect, the present invention comprises a computer system according to claim 1, a method according to claim 19 or a computer program product according to claim 20 for providing code for executing that method.

Although this solution might seem inefficient at first sight, since there will inevitably be some processor overhead in running multiple concurrent operating systems, selection of suitable operating systems can improve the efficiency of operating; for example, the first operating system may be a real time operating system, which may support code for time-critical communications such as streaming data communications, and the second operating system may be a general purpose operating system, which may be permitted to communicate non-time critical data, such as signalling or supervisory data. In this example, the first (Real-Time) operating system is naturally designed to guarantee determinism and to offer higher performances to streaming data transmission than general purpose systems.

Thus, by providing multiple concurrently running operating systems with shared access to the network, the activities involved in communicating may be delegated to different operating systems for which they are particularly suited.

In another aspect, the present invention makes use of this flexibility in the context of voice over Internet protocol communications, but using the real time operating system to communicate voice data (for example using user datagram protocol (UDP/IP) transmission with small packets), and the general purpose operating system to provide call set-up and tear-down signalling, and/or call charge signalling. Thus, the real time operating system can guarantee the minimum performance necessary for uninterrupted voice communications whilst the general purpose operating system can communicate in a different, more reliable, protocol (e.g. TCP/IP) at times when the real time operating system does not require the network interface card.

Preferably, in either case, the real time operating system is given preferential access to the NIC. On incoming data, the real time operating system preferably filters all received data packets, and passes on to the general purpose operating system all those which are not uniquely intended for applications running on the real time operating system. Thus, there is no delay whilst time-critical packets are handled. For outgoing data, preferably priority is given to data from the real time operating system.

Other aspects, features, embodiments and advantages of the invention will be apparent from the following description and claims.

Embodiments of the invention will now be illustrated, by way of example only, with reference to the accompanying drawings in which:

Figure 1 is a block diagram showing a computer system in which the invention may be embodied; Figure 2 is a diagram showing the operating systems and major components present in a first embodiment; Figure 3 is a diagram showing in greater detail the software components which take part in network communications in the first embodiment; Figure 4a is a diagram showing the known structure of an IP packet; Figure 4b is a diagram showing the known structure of a UDP datagram; Figure 5 is a flow diagram illustrating the processes performed on booting the operating systems; Figure 6 is a flow diagram showing the processes performed on starting an application under one of the operating systems (in known fashion); Figures 7a, 7b and 7c are flow diagrams showing processes performed by the general purpose operating system; and Figures 8a, 8b and 8c are flow diagrams showing the corresponding processes performed by the real time operating system; Figure 9 is a block diagram showing a voice over IP (VoIP) network according to the second embodiment of the invention; and Figure 10 is a diagram showing the software components present in a computer of the IP network embodying the second embodiment.

Introduction

System Hardware

A computer system 100 to which the system is applicable comprises a central processing unit (CPU) 102, such as a Pentium 4™ CPU available from Intel Corporation, or PowerPC CPU available from Motorola (the embodiment has been implemented on both), coupled via a system bus 104 (comprising control, data and address buses) to a read-only memory (ROM) chip 106; one or more banks of random access memory (RAM) chips (108); disk controller devices 110 (for example IDE or SCSI controllers, connected to a floppy disk drive, a hard disk drive, and additional removable media drives such as DVD drives); one or more input/output ports (112) (for example, one or more USB port controllers, and/or parallel port controllers for connection to printer and so on); an expansion bus 114 for bus connection to external or internal peripheral devices (for example the PCI bus); and other system chips 116 (for example, graphics and sound devices). Also provided is a network interface card (NIC) 118, for communicating data via a network (for example, an Internet network).

Examples of computers of this type are personal computers (PCs) and workstations. However, the application of the invention to other computing devices such as mainframes, embedded microcomputers in control systems, and PDAs (in which case some of the indicated devices such as disk drive controllers may be
Referring to Figure 2, the computer system is arranged to communicate data to another computer system (which may or may not embody the invention) via the network 300 to which the NIC is connected, and other networks 400, collectively comprising the Internet. For the purpose of future discussion, the networks 300, 302 will be referred to collectively as the Internet.

Referring to Figure 3, the invention is arranged to run software comprising the following components:

- A first operating system kernel 201 comprising a real-time operating system (the real-time microkernel of Jaluna-1, an open-source version of the fifth generation of the ChorusOS system, available for open source, free download from http://www.jaluna.com).
- A general purpose operating system kernel 202, which may be Linux kernel version 2.4.20. The kernels are slightly modified to allow for concurrent execution, in the manner described in our above referenced earlier European patent application 03290894.9.
- A hardware resource dispatcher 400, which is not itself an operating system, but is arranged to load and start each of the multiple operating systems 201, 202 and allocate resources to them, and to schedule their operation (i.e., divide CPU time between them), and to provide an inter-operating system communication link between them to allow applications running on the different operating systems to communicate with each other (and to allow the operating systems to do the same). Again, full details are given in our above referenced earlier European patent application 03290894.9, incorporated herein by reference in its entirety.

Each operating system provides networking "middleware" software. In this embodiment, the real-time operating system 201 provides an Internet protocol (IP) stack, and protocols for operating user datagram protocol (UDP/IP), and RTP/RTCP data communications protocols for running on top of the UDP/IP stack. The UDP/IP stack is, in this embodiment, optimised to operate with small packet sizes, to provide a guaranteed latency (i.e., maximum delay) and bandwidth.

The general purpose operating system 202 provides an IP stack 206, together with UDP/IP protocols, transmission control protocols (TCP/IP), hypertext transfer protocol (HTTP), file transfer protocol (FTP) and so on.

The general purpose operating system provides an operating system user interface or presentation layer 204 (such as X Windows).

Finally, each operating system supports one or more applications 207, 208a, 208b,... The applications make use of the computer resources through the applications programming interface (API) offered by the operating system through which they are operating. The operating systems access hardware resources in the manner described in our above referenced earlier European application 03290894.9. Specifically, they make use of the native device driver programs for each operating system for devices where the operating system has exclusive access, and for devices which must be shared, they make use of the native driver programs of the real-time operating system 201.

Thus, each operating system 201, 202 is allocated some CPU time by the hardware resource dispatcher 400 and, within that time, each operating system allocates time between the threads of the applications it is running.

The two communicate via an inter-operating system communications bus 260 as disclosed in our above referenced earlier European patent application, using shared memory spaces written to by one operating system and read from by the other.

Thus, when applications running on the real-time operating system need to communicate, they do so through the NIC driver program 252. When applications running on the general purpose operating system wish to communicate, they do so by passing data through the general purpose operating system proxy 254 to the real-time operating system proxy 256, to be handled through the real-time operating system NIC driver 252. In the reverse direction, applications running on the general purpose operating system receive their data via the NIC driver 252, the real-time operating system protocol stack 205, and the proxy 256, 254, rather than directly from the NIC card.

There are three simplex data communication channels open between the two proxy drivers 254, 256: 1 - a data output channel, for forwarding incoming data packets from the real time UPD/IP stack, 2 - a data input channel to receive outgoing packets and from the general purpose operating system, 3 - a control input channel to receive input/output control requests issued by the general purpose operating system which relate to the NIC. Thus, any changes to the configuration of the network interface which have been instructed by the user through the general purpose operating system 202 are transmitted after the real-time operating system.
To achieve this, in this embodiment, the general purpose proxy 254 "snoops" all I/O control calls made by the operating system 202, and sends corresponding messages to the real time proxy 256.

In this embodiment, the general purpose proxy 254 conveniently implements the Linux Ethernet driver Internet interface, and it therefore has the same interface as, and can be treated as, a network Linux Ethernet device by the operating system 202.

The real time operating system 201 further provides a transmission scheduler program 258. The function of the transmission scheduler 258 is to decide which data from the general purpose operating system to transmit via the NIC driver 252 or, in more general terms, to allocate transmission capacity between the two operating systems.

Packets from the real time UDP/IP stack are treated as having high priority, and packets from the general purpose operating system (via the proxy drivers 254, 256) are treated as having low priority by the scheduler. The scheduler, in this embodiment, does not transmit any packet from the general purpose operating system if a packet from the real time operating system is awaiting transmission; instead, packets awaiting transmission are queued for subsequent transmission when possible.

Figure 4a shows the structure of an IP packet. It has a header portion 302 and a data portion 304. Figure 4b shows the structure of a UDP datagram. It occupies the data portion 304 of packet, and consists of a header 306 and data 308. Packets are addressed by IP address and by port number. The NIC receives packets with the relevant IP address and the NIC driver 252 forwards them to the real time UDP/IP stack 205. Each operating system 201, 202 allocates a port number to each application which uses the IP stacks 205, 206 or, in more general terms, to allocate transmission capacity between the two operating systems.

Referring to Figure 6, the process performed on starting an application running under one of the operating systems is briefly as follows. The application is loaded. Where it requires communications, the IP stack (if not already running) is started in step 406, as with a conventional operating system. In step 408, the operating system concerned allocates one or more port addresses to the application. This process is as in a conventional operating system, except that it includes the steps described above for the real time operating system.
ventional operating system, except that the ports allocated are taken from the subset given to that operating system on start up in step 404 above. The application is then started (step 410) as in a conventional operating system.

[0047] When an application is closed, the ports used are released for subsequent reallocation if necessary.

[0048] The operation of the embodiment during communications will now be disclosed. The operation of the general purpose operating system 202 is essential conventional, and will therefore be disclosed only briefly with reference to Figure 7, comprising Figures 7a, 7b and 7c.

[0049] Figure 7a shows the steps associated with transmitting packets to hosts connected to the network. In a step 452, the network stack selects (for example, in multiplex fashion between multiple applications) an IP packet or frame generated by one of the applications 208 running on the operating system. In step 454, the network stack forwards the packet to the network interface proxy driver program 254, which provides it to the real time proxy driver program 256 in step 455. The further handling performed by the real time operating system will be described below with reference to Figure 8.

[0050] Figure 7b shows the steps associated with receiving packets from hosts connected to the network. In step 456, a received packet held at the NIC proxy driver 254 is read from it by the general purpose stack and, in step 458, the packet is passed to the socket of the application associated with the packet. The further handling performed by the real time operating system will be described below with reference to Figure 8.

[0051] Figure 7c shows the steps associated with configuring the NIC. In step 460, a network interface configuration command entered at the console is read, and in step 462, a corresponding instruction to reconfigure the NIC is passed to the NIC proxy driver program 254. The further handling performed by the real time operating system will be described below with reference to Figure 8.

[0052] Referring to Figure 8, comprising Figures 8a, 8b and 8c, the corresponding operation of the real time operating system will now be described.

[0053] Figure 8a shows the steps associated with transmitting packets to hosts connected to the network. The real time UDP/IP stack detects whether there is a packet (UDP datagram) from any of the applications it is running (step 472). The stack passes the packet to the NIC driver 252 (step 478). In step 476 the scheduler 258 reads any waiting packet (received from the general purpose operating system as described above in relation to Figure 7) from the NIC proxy 256. In step 478 any such packet is passed to the NIC driver 252 for transmission to the network.

[0054] Figure 8b shows the steps associated with receiving packets from the network. Upon receipt of a frame from the network, the NIC triggers an interrupt which makes the CPU execute the Interrupt Handler of the NIC driver in the real-time system. In turn, the Interrupt Handler awakes a specific input thread of the real-time system dedicated to the receipt of input network frames. The input thread reads each received frame and delivers it according to its type and/or to its destination. If the frame is a UDP/IP packet whose destination port is one of the UDP ports initially reserved to the real-time operating system, the packet is immediately queued behind the socket which is bounded to this UDP port.

[0055] Referring to Figure 8b, in step 486, the thread reads the packet from the NIC driver 252. In step 488, it reads the packet type and, where the packet includes a port address, the port.

[0056] In step 490, the real time operating system determines the destination of the packet. If the frame is a UDP/IP packet whose destination port address is one of the UDP ports reserved to the real-time operating system, the packet is immediately queued to the socket which is bound to this UDP port (step 492).

[0057] If the packet is of a type which is of interest to both the real time operating system and the general purpose operating system, then (step 494) it is processed by the real time operating system UDP/IP stack before being provided to the general purpose system. For example, the packet may be an ARP reply packet, carrying the MAC address and IP address of a destination host.

In this case, then in step 494 the packet is used by the real time operating system to update its ARP table (i.e. stored table of IP addresses), and then forwarded in step 496 to the NIC proxy driver 254 for forwarding to the general purpose operating system (which will then perform the same ARP table updating task).

[0058] All other types of input network frames are directly provided to the NIC proxy driver of the general purpose system to be asynchronously processed by its network stack (step 496). Thus, for example, UDP packets with a non-real time operating system destination ports; TCP packets; and all other packets are forwarded to the real time operating system.

[0059] Figure 8c shows the steps associated with configuring the NIC. The real time IP stack 205 checks (step 480) whether there is a new configuration command from the NIC proxy 256 and, if so, reads the command (step 482) and configures the NIC (step 484).

Second Embodiment

Voice Over Internet Protocol

[0060] A specific application to voice over Internet protocol (VoIP) telephony will now be described, which implements a gateway or “soft switch” between a traditional telephone network and an IP network.

[0061] Referring to Figure 9, in this embodiment, a first computer (operating in accordance with the embodiment) 902 acts as a gateway between a telephone network 910 and an IP network (or group of networks interconnected via the Internet) 908. It communicates via the
Referring to Figure 10, for each duplex voice channel, there is provided a telephone channel system consisting of a VoIP module 910 and a telephony interface module 914, interconnected via a processor module 930.

The telephony interface module 914 depends on the nature of the telephone network 910. For example, for digital telephony, it encodes and decodes a voice signal in pulse code modulation (PCM) format; for a mobile telephone network it encodes and decodes in a low bit rate coding format; and for an analogue telephone network, it comprises analogue to digital converters (ADCs) and digital to analogue converters (DACs).

The VoIP module 910 comprises a program executing RTP/RTCP (real time protocol/real time control protocol) 916 as an application on the real time operating system 201. The RTP/RTCP data is formatted into UDP datagrams by UDP/IP stack 205 (as described above) which is part of the real time operating system IP stack.

The voice data from the telephone network 910 is received at the telephony interface 914, and converted to RTP/RTCP format by the processor 930, which comprises one or more DSP (digital signal processing) devices dedicated to the transconversion task. The transcoded data is then transmitted as UDP datagrams from the gateway computer to the IP network 908, addressed to the IP address of the second computer 904.

In the return direction, UDP datagrams received from the IP network 908 which were addressed to the first computer 902, are transcoded by the processor 930, which receives network configuration and other control inputs from the user interface 204. The transcoded data is then transmitted as UDP datagrams to the telephone network 910; and is supplied in the reverse direction from the second computer 904 through the interfaces 914, 910; and is supplied to the telephony interface 914, and thence to the telephone network 910 to provide the return channel.

The control engine 914 comprises a program running SIP (session initiation protocol), a signalling protocol for Internet telephony, event notification and other communications. It is an application running on the general purpose operating system 202 and operating through the general purpose operating system TCP/IP stack 206. The control subsystem 912 is arranged to set up a call session with the second computer 904 by signalling, through the IP network 908, to and from the second computer 904 and the billing computer 906. Similarly, it is arranged to tear down the call when the call is complete.

In operation, when a call is initiated from the telephone network 910, the signalling information from the telephone network is decoded and used by the SIP engine 920 to set up the call to the second computer, by establishing the IP address of the second computer and passing the IP address of the first computer to the second computer, and notifying the billing computer 906 initiation of the session.

During the call, call data from the telephone network 910 is forwarded through the IP network 908 to the second computer 904 through the interfaces 914, 910; and is supplied in the reverse direction from the second computer 904 to the telephone network 910. During the call, the control subsystem 912 monitors the call, and may supply the results to the user interface 204 of the general purpose operating system 202, and receive network configuration and other control inputs from the user interface 204.

At the end of the call, when the call is terminated from either end, the control subsystem 912 performs tear-down signalling to the telephone network 910 or the second computer 904 (depending on where the call was terminated) and sends a billing message to the billing computer 906 indicating the billing parameters (e.g. duration and destination of call).

The number of call channels, and hence of VoIP and telephony interface modules and processors provided within the first computer 902, will depend upon its purpose. It may be a stand alone computer telephone integration (CTI) terminal offering a single channel, or a PBX offering a small number of channels, or a network interconnection node offering hundreds of channels or more.

It will be seen that, in this embodiment, by using the real time operating system together with UDP datagrams of constrained size, it is possible to offer a highly reliable, low delay telephony connection. It is also possible to offer control signalling and billing signalling before, during and after the call, via the general purpose operating system, thus enabling complex signalling applications and billing functionality, and making it easy to interact with the user through the user interface 204.

Other Embodiments And Modifications

It will be apparent from the foregoing that many modifications, variants and substitutions to the embodiments described are possible. For example, whilst operation with IP, Linux and Chorus systems are disclosed, the invention is equally applicable to other communications protocols and to other operating systems which exist or may in future be developed.
general purpose operating system by the same means.

Whilst the operation of two operating systems running concurrently on a single processor has been described, it will be apparent that it would be easy to replace the described inter-operating system bus with a physical communications bus, and to run the operating systems on different processors or different platforms.

Whilst VoIP has been described, other applications such as streaming audio (e.g. music, internet radio etc) and video (e.g. video on demand) can also be provided using the invention.

Many other variations are possible. For the avoidance of doubt, the present application is for the protection of any and all subject matter herein together with sub-combinations thereof.

Claims

1. A computer system configured for communications, comprising:
   - a processor (102);
   - a first operating system running on the processor;
   - a second operating system running on the processor; and
   - a network interface (118) for communicating data,
   characterised in that the first and second operating systems are arranged to share usage of the network interface.

2. A system according to claim 1, in which the first operating system is a real time operating system.

3. A system according to claim 1, in which the second operating system is a general purpose operating system.

4. A system according to claim 1, in which code associated with the first operating system is arranged to receive all incoming packets, and to forward to the second operating system those packets which are not specifically for use by the first operating system or applications running thereon.

5. A system according to claim 1, comprising a transmission scheduler which is arranged to selectively forward outgoing data packets from the first and second operating systems for transmission through the network interface.

6. A system according to claim 5, in which the transmission scheduler is arranged to give priority to the first operating system.

7. A system according to claim 5, in which the transmission scheduler is arranged not to send any packets from the second operating system while there are packets for transmission from the first operating system.

8. A system according to claim 1, which is arranged to communicate using Internet protocols.

9. A system according to claim 1, in which the first operating system comprises a UDP/IP stack for handling UDP datagrams.

10. A system according to claim 8, in which the second operating system comprises a TCP/IP protocol stack.

11. A system according to claim 1, in which said first and second operating systems both operate on a single processor (102).

12. A system according to claim 11, comprising an inter-operating system communications channel for carrying messages between said first and second operating systems, and/or applications running thereon.

13. A system according to claim 1, in which the network interface operates using a single, common, set of network addresses.

14. A system according to claim 13, in which the first operating system has a first subset of address ports and the second operating system has a second subset of address ports, each said subset comprising at least one address port, said first and second subsets being mutually exclusive.

15. A system according to claim 1, in which the second operating system provides commands allowing user to configure the network interface.

16. A system according to claim 1, comprising code for providing a real time data transmission channel for communicating data and associated control and/or supervisory signals, in which the code comprises:
   - first code operating under said first operating system for communicating said data; and
   - second code operating under said second operating system for communicating said control and/or supervisory signals.

17. A system according to claim 16, in which the first operating system is arranged to use a UDP/IP protocol stack to communicate said data.

18. A voice-over-Internet communications system,
comprising a computer concurrently running first and second operating systems, the first operating system being a real time operating system and the second operating system being a general purpose operating system, in which the first operating system is arranged to communicate voice data and the second operating system is arranged to communicate signalling and/or supervisory data.

19. A method of providing network access to a computer, comprising providing first and second operating systems on the computer, operating concurrently, and allowing said operating systems to share access to a network interface of said computer.

20. A computer program product comprising code for causing a computer to perform the method of claim 19.
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