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Description

[0001] The present invention is directed to conserving bandwidth and increasing the message throughput in a packet switching communications network.

[0002] In a conventional packet switching network, the data to be sent is divided into individual packets of data, involving a process of segmentation or subdivision of larger sets of data as specified by the native protocol of the transmitting device. Each packet typically includes a header, payload and trailer. The header contains the control information, such as source and destination addresses, sequence numbers, synchronizing bits and length of the packet. The payload is the data to be transmitted. The trailer generally includes error detection and correction bits.

[0003] Each packet has an identification number and each packet carries its own destination station address. Each packet is independent, with multiple packets in a stream of packets often traversing the network from source station to destination station by different routes. Since the packets may follow different physical paths of varying lengths, they may experience various levels of propagation delay, known as latency. As a result, the packets may arrive in a different order than they were presented to the network. The packet sequence number allows the destination station to reassemble the packet data in the proper sequence before presenting it to the ultimate destination application.

[0004] Packet switching was originally developed to support interactive communications between asynchronous computers for time-share applications allowing for varying levels of latency and yielding a high level of efficiency for digital data networking. Isochronous data such as real-time voice and video, on the other hand, are stream-oriented and highly intolerant of latency. As a result, packet switched networks were originally thought to be inappropriate for such applications. Recent developments of communications software and complex compression algorithms have increased the suitability of packet switching for such real-time applications. The most widely used public packet switching network is the Internet.

[0005] Transmission Control Protocol (TCP) and Internet Protocol (IP) are the most complete and accepted network protocols for a packet switched network. Prior to transmission of data, TCP is responsible for breaking the message into packets, sized appropriately for the network. TCP marks the packets with the sequence numbers that allows the destination station to properly reassemble the packets into the original message. TCP also verifies the accuracy of the data transmitted through the use of checksums, a simple mathematical computation applied to the data contained in the packet. The destination station does the same calculation on the received data and compares the result with the checksum sent with the packet. If the results match, the destination station sends an acknowledgment message to the source station. If the source station does not receive a TCP acknowledgment message within a predetermined period of time, the source station will re-transmit the unacknowledged packet, and this process is repeated until receipt is acknowledged, thereby ensuring successful communication. Delays in the acknowledgment message reaching the source station may cause unnecessary retransmissions of message packets which have been previously successfully transmitted.

[0006] IP is the messenger protocol which basically addresses and sends the packets. IP attempts to deliver every packet but has no provision for retransmitting lost or damaged packets. IP leaves such error correction, if required, to higher level protocols, such as TCP. Together, TCP/IP is the most accepted networking protocol. Virtually all modern operating systems offer TCP/IP support, and most large networks rely on TCP/IP for all their network traffic.

[0007] While designed initially for wired networks, TCP/IP has now been recognized as the desired protocol for wireless networks as well. However, the wireless environment presents additional concerns such as reduced bandwidth, higher operating costs associated with radio transmissions, and the half-duplex nature of some wireless systems. As a result, conventional methods of message management that have been utilized for wired networks may not be sufficient for wireless circuits.

[0008] For example, conglomerating methods have been used in wired systems to conserve bandwidth. These conventional techniques have been applied to wireless systems as well. In a wireless system, each station has at least one associated radio for transmitting message packets from station to station. A conventional conglomerating method is to transmit all packets addressed to the same destination station as a single conglomerated assembly. The destination station will then unconglomerate the packets and reassemble the message using conventional TCP methods. However, by conglomerating message packets as a function of the ultimate destination station, multiple transmissions may be required to a radio which is shared by multiple destination stations. Thus, conventional conglomerating methods do not take advantage of the fact that some destination stations utilize a common radio and would permit a higher level of conglomerated message throughput.

[0009] Compression of messages prior to transmission is another common way to conserve the available bandwidth, and thus transmission time and capacity. Typically, all message packets are compressed prior to transmission to reduce the size of each message packet. However, compression of a packet may not result in a smaller message packet.

[0010] Some message packets, due to the nature of the data contained, i.e., some JPEG and video files, are not well suited for compression and will actually become larger after compression. Thus, compression of all pack-
ets may result in increasing the bandwidth required for some messages.

[0011] Further, in a conventional wireless TCP/IP environment, the radios are not capable of identifying an acknowledgment message received from a destination station. For example, a source station sends a retransmit message to its associated radio for retransmission if it does not receive an acknowledgment message from the destination station in a predetermined period of time. Even if the radio receives an acknowledgment of the successfully transmitted packet, the radio will unnecessarily retransmit the packet due to the inability of the radio to identify the acknowledgment message. Additionally, once the TCP retransmit message has been sent from the source station to the source radio, there is no mechanism to prevent the radio from retransmitting the packet should the source station receive the acknowledgment message later than anticipated but prior to retransmission by the source radio.

[0012] In a conventional communication network, messages are generally transmitted as a function of the priority of the message. Generally, high priority messages are transmitted before lower priority messages; the goal being to maximize the number of messages sent in order of priority. As a result, lower priority messages may "expire" or exceed their "time to live" prior to transmission so that higher priority messages can be sent, causing a loss of communication.

[0013] A communications network which transmits solely as a function of the priority of the messages (a "push" transmission method) results in excessive "idle" time for the network and reduces the message throughput in the system. In a "push" communication system, once a high priority message is selected, the source radio will transmit the selected message prior to selecting the next highest priority message for transmission. If the destination radio for the selected message is unable to receive, the source radio will wait idly for the destination radio to become available. This idle time reduces the message throughput of the system and contributes to the expiration of lower priority messages prior to transmission.

[0014] In some communication systems, the idle time may prevent consideration of higher priority messages that may have been received while waiting for a destination station to become available. Other communication systems will abort the transmission of a message if a higher priority message is received from the source station for transmission, adding further time delays and thus decreasing the message throughput.

[0015] In a paper "Hierarchical Scheduling with adaptive weights for W-ATM" of Hui Huang et al. IEEE ATM Workshop, Proceedings, XX, XX, 24. May 1999, pages 337-342, XP 002160060 a hierarchical scheduling scheme is proposed which is coupled with fair-queueing algorithms using fixed weights and adaptive weights and which operates in a frame-based manner. In the W-ATM architecture the base-station acts as a central controller which is responsible for the traffic management of remote mobile terminals. The known mechanism can yield a lower cell transfer delay and a higher channel utilization.

[0016] The present invention is directed to solving some of the previously identified problems by increasing the message throughput or capacity of a system while conserving bandwidth and transmission time. In one aspect, applicant's priority manager considers not only the priority of the messages to be transmitted, but also the time to live of each message, whether the message is voice or data, and the availability of the destination radio to receive.

[0017] In another aspect, applicant's conglomeration manager conglomerates packets destined to the same destination radio, without regard to the message's destination station thereby increasing the percentage of conglomeration.

[0018] In a further aspect, the conglomeration manager also considers whether compression will reduce or increase the size of the conglomerated assembly, and will bypass the compression algorithm if sufficient reduction in bandwidth is not achieved.

[0019] In yet another aspect, applicant's TCP filter reduces unnecessary retransmissions by reducing the delays associated with the recognition of an acknowledged packet.

[0020] An object of the present invention is to provide a novel method and system of conglomering message packets in a radio network thereby increasing the message throughput the network.

[0021] Another object is to provide a novel method and system of transmitting message packets as a function of the availability of the destination radio, and for prioritizing the transmission of messages as a function of the urgency of the message packets.

[0022] The present invention includes a method of increasing the message throughput in a radio network comprising the steps:

a) providing a message queue of message packets ranked in desired order of transmission at a source radio, each packet having a destination radio associated therewith;
b) providing a radio queue of destination radios associated with the message packets in the message queue ranked in order as a function of the ranking of the messages in the message queue;
c) monitoring all other radios in the radio network at a source radio to determine the availability of each radio to receive a transmission;
d) selecting the highest ranked available destination radio from the radio queue;
e) selecting the messages in the message queue corresponding to the selected destination radio; and
f) transmitting the selected messages, whereby to allow a message packet ranked lower in the mes-
sage queue to be transmitted before a message packet ranked higher in the message queue if the destination station associated with the higher ranked message is unavailable.

[0023] The invention also includes a radio network utilizing means for increasing the message throughput in a radio network comprising:

- a message queue comprising message packets ranked in an order for delivery to destination radios;
- a radio queue comprising destination radios corresponding to the message in the message queue, the destination radios ranked as a function of the ranking of the message in the message queue;
- means for monitoring the availability of the destination radios in the radio queue;
- means for selecting an available destination radio from the radio queue;
- means for selecting the messages in the message queue addressed to the selected destination station; and
- means for transmitting the selected messages to the selected destination station, wherein the messages are transmitted as a function of the highest ranked available destination radio.

[0024] The invention will now be described, by way of example, with reference to the accompanying drawings in which:

- Figure 1 is a high level schematic representation of the elements of a telecommunications system.
- Figure 2 is a high level schematic representation of the elements of a station and a radio of Figure 1.
- Figure 3 is a high level schematic representation of the elements of a telecommunications system.
- Figure 4 is a pictorial representation of the message queue and radio queue of Figure 2.

[0025] Figure 1 illustrates a conventional communication network for transmitting message packets according to the methods of the present invention. The radios 200 of the type illustrated in Figure 1 operate as mini LANS over the wireless media. The radios 200 can comprise a plurality of subnets and are capable of transmitting and receiving data and voice. Each of the radios of the subnet are connected via an Ethernet link 110 to stations 100 for managing the data. A plurality of radios 200 may also be connected via an Ethernet link 110 and may be connected to a router that provides access to stations 100 and a fixed network backbone.

[0026] The communication system of Figure 1 may employ industry standard protocols, such as Internet Protocol (IP) or User Datagram Protocol (UDP) for communicating between radios and stations.

[0027] All interface software may be resident in the radios 200 except for the software used to configure the radios. Each of the radios can be configured by downloading software to define and configure operating parameters, such as subnet membership and subnet parameters. Subnet membership creates a subnet, names radios, allocates named radios to the subnet and provides a unique radio network address or subnet address for each radio. The subnet parameters configure the operating parameters of each subnet.

[0028] With reference to Figure 2, a station 100 in the network of Figure 1 may be an off the shelf personal computer, laptop or other device capable of executing standard communications files and protocols including Electronic Mail (e-mail) 101, File Transfer 102, Simple Mail Transfer File (SMTP) 103, Post Office Protocol (POP) 104, File transfer Protocol (FTP) 105, Transmission Control Protocol (TCP) 106, User Datagram Protocol (UDP) 107, and Internet Protocol (IP) 108.

[0029] A Station 100 may be coupled to a radio 200 in the network of Figure 1 via an Ethernet connection 110 to communicate with the radio 200 via the IP circuit 203. The IP circuit 203 routes the message packets to the TCP filter 204. The TCP filter 204 compares the received message with the messages in the message queue 205 and discards the received message if it is a duplicate of a message stored in the queue. Message packets from the TCP filter 204 are stored in message queue 205.

[0030] Messaging applications 202, such as Global Positioning Satellite (GPS) messaging and gateway messaging may also be applied to the message queue 205.

[0031] The radio queue maintains a list of the destination radios associated with the messages in the message queue. The priority manager 206 is responsible for ranking the order of the message packets in the message queue 205, maintaining a database of the availability status of all radios in the network or subnet, ranking the order of the destination radio addresses in the radio queue 207, and selecting an available destination radio for transmission.

[0032] Packet conglomerator 207 conglomerates individual message packets destined for the same destination radio into a conglomerated assembly. Packet conglomerator 207 may then compress and encrypt the conglomerated assembly.

[0033] The selected destination station for transmission is passed from priority manager 206 to channel access 209. Channel access module 209 may then compress and encrypt the conglomerated assembly.

[0034] The channel access addresses the data drivers 220 and the smart modem 222. The conglomerated assembly is then sent to data drivers 220 and the smart modem 222 for transmission to the selected destination radios.

[0035] With reference to Figure 3, a station 100 in the network of Figure 1 may be connected to one or more radios 200 through the Ethernet and a radio may be con-
nected to one or more stations through the Ethernet. For example, a radio 201 may be connected to two stations 120 and 130 through Ethernet connection 110. Each radio and each station may be assigned a unique address for the purpose of transmitting message packets within the communication network.

[0036] In one embodiment of the present invention, conventional IP subset masking is used to route the data packets in the system. A station may be assigned an IP address, while individual applications within a station may be assigned an associated IP port. Likewise, a radio may be assigned an IP address or may be identified by a unique physical address (Subnet 2, Radio 3). For example, the lowest three IP address characters of the destination station may be used for the unique radio network address or radio subnet address of the destination radio.

[0037] In operation, a station can send a message packet to any other station through its associated radio. For example, if the communication network of Figure 3 is operating using TCP as the reliable transport protocol, a source station 100 may send a TCP/IP message packet for transmission to a destination station 120 through the source station's associated source radio 200. The source radio 200 will transmit the message packet to the destination radio 201 associated with the destination station 120. Upon receipt of the message packet, the destination radio 201 will transfer the message packet to the destination station 120 through the Ethernet connection 110 or such other conventional means. Once the destination station 120 receives the message packet, it will send a TCP acknowledgment message to the destination radio 201 for transmission to the source station 100 through the associated source radio 200. If the source station 100 does not receive the TCP acknowledgment within some predetermined period of time, the source station 100 will send a TCP retransmit message to the source radio 200 for retransmission of the message packet to the destination station 120.

[0038] The communication system architecture of the present invention is designed to maximize capacity with packet conglomerator, compression, TCP message filtering and message prioritizing techniques. Additionally, the architecture reduces the costs associated with unnecessary keying of the radios and minimizes the electronic footprint by reducing the number and length of transmissions required to transmit the IP packets.

[0039] The present invention utilizes a number of unique methods to increase the message throughput of the communications system while at the same time reducing the number of transmissions required to deliver the same number of message packets in a conventional communications system. The message throughput is increased through the use of a priority manager which maximizes the delivery of messages within their time to live and reduces the idle time waiting for an available destination radio. The number of transmissions is reduced through the use of a novel TCP filter which eliminates unnecessary retransmissions.

[0040] The systems and methods disclosed herein are applicable to both free space communications, i.e., radio, microwave, satellite, wireless LANs, cellular and optical, as well as wired communications, although the advantages of the applicant's invention may be more beneficial to wireless applications where conserving bandwidth is of significant concern.

[0041] With reference to Figure 2, the priority manager 206 maximizes the number of message packets delivered prior to expiration by ranking the messages in the message queue as a function of the message's time to live, and by transmitting messages as a function of the availability of the destination radios to receive.

[0042] Each message packet has associated with it a time to live and a priority (typically assigned by the originator of the message) as well as a reference time stamp corresponding to the receipt of the message in the message queue 205.

[0043] The priority manager 206 assigns an urgency to each message as a function of the time to live and priority of the message, taking into account the reference time and the current time. The message packets are then ranked in the message queue as a function of urgency, with the most urgent message ranked highest.

[0044] Each message packet in the message queue 205 is addressed to a destination station, and each destination station has one or more destination radios to receive the transmitted message. The priority manager maintains a radio queue 208 of the addresses of the destination radios associated with the message packets in the message queue 205. The list of radio addresses in the radio queue 205 are ranked as a function of the urgency of the message packets destined for each radio, with the highest ranked radio corresponding to the most urgent message.

[0045] One embodiment of the present invention utilizes a "pull" rather than a "push" transmission method to maximize the throughput of the message packets transmitted in the network, i.e., a source radio transmits message packets as a function of the availability of the destination radio of the message packets. If a destination radio of the highest ranked message packet is not available, the next highest ranked available destination radio is selected and its corresponding message packets are transmitted. Thus, the transmitted message packets may be ranked lower than some of the message packets remaining in the queue.

[0046] The priority manager monitors the status of all destination radios in the communications network or subnetwork and maintains the availability status of each radio in a database. The priority manager then selects the highest ranked destination radio from the radio queue 208 that is identified as available in the priority manager's database and transmits all message packets destined for the selected destination radio.

[0047] After each transmission, the priority manager
206 updates the message queue 205 to account for the remaining time to live for each message packet and re-ranks the order of the message packets remaining in the message queue 205, and re-ranks the destination radios remaining in the radio queue 208.

[0048] The priority manager eliminates the lost time in switching to a previously unavailable destination radio higher in the radio queue which becomes available after a radio lower in the queue has been selected to transmit. Once a destination radio has been selected, the messages for the selected radio are transmitted without regard to the availability status of the remaining radios in the radio queue. The decision not to abort the transmission to the lower ranked radio results in eliminating the lost time associated with switching from one available radio station to a higher ranked radio station which became available.

[0049] The operation of the priority manager 206 can be described with reference to Figures 3 and 4. The messages in the message queue 205 are maintained in order of urgency. As shown in Figure 4, for example, message packet A is destined to radio 201, has a priority of 10 (high), a time to live of ten seconds and is ranked as having the highest urgency in the message queue 205. Message packet B is destined to radio 202 or 203, has a priority of 2 (low) and a time to live of 60 seconds, and is ranked second in urgency in the message queue 205. Message packet C is destined to radio 205, has a priority of 2, a time to live of ninety seconds and is ranked third in urgency. Message packet D is destined for radio 202 or 203, has a priority of 7, a time to live of ninety seconds and is ranked fourth in urgency. Message E is destined for radio 201, has a priority of 10, a time to live of ninety seconds and is ranked fifth in urgency.

[0050] The priority manager 206 maintains a list of the destination radios for message packets A-E in the radio queue 208. The radio queue 208 ranks the destination radios associated with messages A-E in the message queue 205 as a function of the urgency of the messages A-E. For example, radio 201 is the destination radio of message A and is therefore ranked first in the radio queue (even though message E also destined for radio 201 is ranked last). Radios 202 and 203 are the destination radios of Messages B and D and are ranked second and third in the queue. (In this example, the respective rankings of radios 202 and 203 is not material because both radios are associated with the second ranked message B). Radio 205 is the destination radio of Message C and is ranked fourth in the radio queue.

[0051] Priority manager 206 maintains a database of the availability status of radios 201, 202, 203 and 205. If priority manager determines that radio 203 is the highest ranked available radio, message packets B and D would be pulled from the message queue 205 and transmitted to radio 203 for delivery to their respective destination stations. Message queue 205 would then update and re-rank messages A, C and E remaining in the message queue 205 and update and re-rank the destination radios for messages A, C, and E remaining in the radio queue 206.

[0052] The described radios have the capability of transmitting either voice or data, and thus the priority manager 206 of the present invention has the capability to ensure that voice messages are assigned a higher urgency, and thus are transmitted prior to, data messages. For example, any voice message received at the source radio from the source station can be assigned a high priority and a short time to live such that the determined urgency will be greater than any data message. Thus, the priority manager 206 can be programmed to always rank a voice message packet higher in the message queue 205 than a data packet.

[0053] The message queues and the radio queues are distributed throughout the radio network, i.e., each radio maintains its own queues, and therefore the priority manager in each radio can independently manages message transmission order and can take advantage of simultaneous transmissions utilizing conventional trunking methods resulting in increased message throughput in the communication network.

[0054] Packet conglomeration is an important issue due to the bandwidth constraints and the half duplex nature of some wireless systems. In another embodiment of the present invention, a unique packet conglomeration method is used to reduce the number of transmissions required to transmit the message packets in the message queue. Reducing the number of transmissions results in reducing the bandwidth necessary and reduces the operating costs of the system.

[0055] Additionally, reducing the number of transmissions is of paramount importance in an environment vulnerable to electronic surveillance. The reduced number of transmissions contributes to a reduction in the electronic signature of the radio.

[0056] With Reference to Figure 2, once the highest ranked available destination radio is determined by the priority manager 206, a conglomerated packet is formed. Message packets destined to the same radio are conglomerated by the packet conglomeration manager 207 into a single assembly.

[0057] In conventional conglomeration methods, conglomered assemblies are formed as a function of the ultimate destination station of the message packets without regard to intermediate points such as destination radios. In contrast, the present invention determines intermediate transmission points in common between message packets, i.e., destination radios, to thereby permit message packets to be conglomerated even though they are not destined to the same ultimate destination station. This improved conglomeration method increases the number of message packets available for conglomeration into a single assembly.

[0058] For example, with reference to Figures 3 and 4, message A is addressed to station 120 and message E is addressed to station 130. Station 120 and Station 130 utilize the same destination radio 201. If radio 201
is the highest available destination radio, all messages destined for radio 201, messages A and E in this example, will be pulled from the message queue 205 by the priority manager 206 and sent to packet conglomerator 207. Packet conglomerator 207 will conglomerate Messages A and E using conventional conglomeration methods into a conglomerated assembly for transmission as a single entity to destination radio 201.

[0059] The receiving radios will check for the destination subnet address of the conglomerated assembly and ignore the assembly if not targeted to itself. The destination radio may perform error correction and checksum validation using conventional methods. If the checksum validates, the payload data is reformatted into individual message packets and routed to the external data interface for delivery to the appropriate destination station and ports.

[0060] The present conglomeration manager has several advantages over the prior art. First, the message packets are conglomerated as a function of the destination radio, without regard to the ultimate station or port address. By conglomerating message packets on the basis of destination radio address, less transmissions are required than if the packets are conglomerated on the basis of station address or port address as is typically known.

[0061] Second, the message packets for a destination radio are not conglomerated until it has been determined that the destination radio is available. By waiting until an available destination station has been identified, and the most recently entered message packets in the message queue are considered for conglomeration and thus more data is available for conglomeration. This reduces the number of transmissions and thus the required bandwidth that may otherwise be necessary. Additionally, the conglomeration assembly includes the most recent message packets addressed to the destination radio.

[0062] Many conventional conglomeration managers conglomerate message packets before determining whether the destination radio or node is available. The conglomerated assembly then may sit idle while waiting for the destination radio or node to become available while messages that may have recently entered the message queue for the selected destination radio are not considered for conglomeration with the currently conglomerated assembly.

[0063] In another embodiment of the present invention, a unique compression method may be utilized after the message packets have been conglomerated. Compression, following conglomeration, may further reduce the number of transmissions required to deliver all the message packets in the message queue even further.

[0064] After the conglomerated assembly is formed, packet conglomeration manager 207 determines if compression of the conglomerated assembly is desirable. Packet conglomeration manager 207 compresses the conglomerated assembly and compares the size of the compressed assembly with the size of the uncompressed assembly. If the size of the compressed assembly is larger than the uncompressed assembly, then compression is undesirable and the conglomerated assembly will be transmitted without compression. Typically, files such as JPEG files and video streams result in larger files when compressed and therefore compression is not desirable.

[0065] The method of conglomerating the message packets only after it is determined that the destination station is available is beneficial to the compression efficiency of the present invention. As the amount of data being compressed increases, the compression efficiency of the compression method increases. As described earlier, the conglomeration method of the present invention tends to increase the message packets available for conglomeration and thus also available for compression which would therefore tend to increase the compression efficiency of the present method, further reducing the bandwidth that would have otherwise been necessary.

[0066] Packet conglomerator manager 207 may also encrypt the conglomerated message prior to transmission. Encryption may be accomplished using well known encryption technology, details of which are well known in the art and therefore not discussed in the present application. Such encryption methods may include symmetric key encryption and public key encryption.

[0067] Encryption is accomplished after compression because once data is encrypted, the randomize order of the data makes compression utilizing conventional compression techniques more difficult.

[0068] Thus, many message packets sent from one station to another are transferred as a single conglomerated assembly, rather than the usual single packet per transmission, avoiding significant bandwidth waste and greatly reducing the number of transmissions required to transmit the message packets.

[0069] The destination radio may also utilize an automatic detection method to determine if the received assembly is compressed. For example, if the transmitted assembly is not compressed, as discussed above, it is important for the destination radio to identify the assembly as uncompressed so that the uncompression algorithm resident in the destination radio can be skipped. One such method of determining whether the received assembly is compressed would be to check for a compression identifier located in the header of the assembly.

[0070] In yet another embodiment of the present invention, a TCP filter is utilized to prevent the retransmission of successfully transmitted message packets.

[0071] In a conventional communication network, TCP may be used as the reliable transport protocol for acknowledging IP packets successfully received at a destination station. The TCP system will retransmit all of the unacknowledged data that it has received if the source station does not receive a timely acknowledgment from a destination station as a means for guaran-
teed delivery. Prior art radio TCP systems will often unnecessarily re-send packets through radio networks because of inherent delays in receiving timely acknowledgments due to the half-duplex nature and low bandwidth of wireless communication.

[0072] In the present radio system, radio traffic is reduced by eliminating the unnecessary TCP re-send packets by reducing the time it takes the communication network to identify a message packet acknowledgment.

[0073] With reference to Figure 3, a source radio 200 will maintain a message queue of all message packets received from the source station 100 for transmission to a destination station 130. As a conglomerated assembly is transmitted from the source radio 200, the assembly's message packets are removed from the message queue. When the destination station 130 receives a message packet targeted to it, the destination station 130 sends an acknowledgment message to the source station 100 acknowledging the receipt of the message packet. If the source station 100 does not receive the acknowledgment in a predetermined period of time, the source station 100 will send a TCP retransmission to the source radio 200. The retransmission will be stored in the message queue of the source radio 200 for retransmission to the destination station 130.

[0074] The radios of the present invention are capable of identifying received acknowledgment messages, thereby obviating the necessity of a proxy and avoiding the time delay associated with having to wait for the acknowledgment message to reach the source station.

[0075] In one embodiment of the present invention, unnecessary retransmissions are avoided through the use of "peeking" technology. A source radio "peeks" at received messages in order to identify an acknowledgment message received from a destination station. Once an acknowledgment message has been identified, the source radio can then compare the received acknowledgment message with the messages in the source radio's message queue to determine if a corresponding TCP retransmission message has been received from the source station. If the received acknowledgment message matches the a TCP retransmission message in the message queue of the source radio, the TCP retransmission message is removed from the message queue and discarded. Thus, the "peeking" technology of the present invention prevents the retransmission of messages, even though the acknowledgment message has not yet been received at the source station.

[0076] In order to determine if the acknowledgment message corresponds with the TCP retransmit message, TCP filter 204 in the source radio 200 may compare the sequence number, destination address, source address, destination port, source port, and TCP control bits of the messages. In the alternative, any other message identifiers may be compared which would assist in the identification of a TCP retransmit message corresponding to the received acknowledgment message.

[0077] The operation of the TCP filter described with reference to Figure 4. For example, message packet B is sent from a source station 100 through a source radio 200 for transmission to a destination radio 203 for delivery to a destination station 140. Station 100 will wait to receive a TCP acknowledgment message from destination station 140. If the acknowledgment message is not received at source station 100 after a predetermined period of time, source station 100 will send a TCP retransmit message for message packet B to source radio 200. Source radio 200 will store the TCP retransmit message in its queue for retransmission to destination radio 203, and may use the priority management, conglomeration and compression techniques described previously.

[0078] Source radio 200 will "peek" at all messages received from other radios and compare the received messages with the messages in its message queue 205 to determine if a received acknowledgment messages corresponds to a TCP retransmit message. For example, if destination radio 203 transmits a TCP acknowledgment message from station 140 to source radio 200 for delivery to source station 100, the source radio 200 will peek at the acknowledgment message, identify the acknowledgment message as corresponding to the TCP retransmit message in its message queue, and discard the TCP retransmit message.

[0079] If the source radio 200 does not receive a TCP acknowledgment message before it becomes time to transmit the TCP retransmit message, message packet B will be retransmitted to destination.

[0080] The present invention increases the message throughput or capacity of a communications system while conserving bandwidth and transmission time.

[0081] The priority manager considers not only the priority of the messages to be transmitted, but also the time to live of each message, whether the message is voice or data, and the availability of the destination radio to receive.

[0082] Applicant's conglomeration manager conglomerates packets destined to the same destination radio, without regard to the messages destination station thereby increasing the percentage of conglomeration.

[0083] Applicant's conglomeration manager also considers whether compression will reduce or increase the size of the conglomerated assembly, and will bypass the compression algorithm if sufficient reduction in bandwidth is not achieved.

[0084] Applicant's TCP filter reduces unnecessary re-transmissions by reducing the delays associated with the recognition of an acknowledged packet.

[0085] A system and method of increasing message throughput in a communications system utilizing priority management, conglomeration and compression, TCP retransmission filtering and pull transmission. The priority manager ranks the messages in a message queue as a function of the priority and time to live of each mes-
sage. The conglomerator conglomerates messages into assemblies destined for the same destination radio. The TCP filter prevents the retransmission of successfully received messages. The messages are transmitted as a function of the availability of the destination radio to receive.

Claims

1. A method of increasing the message throughput in a radio network comprising the steps:
   a) providing a message queue of message packets (A, B, C, ..., Z) ranked in an order of transmission at a source radio (200; 201; 202; 203), each packet having a destination radio (201; 202; 203; 200) associated therewith;
   b) providing a radio queue (208) of destination radios associated with the message packets in the message queue (205) ranked in order as a function of the ranking of the messages in the message queue; and characterized by the following steps:
   c) monitoring all other radios in the radio network at a source radio to determine the availability of each radio to receive a transmission;
   d) selecting the highest ranked available destination radio from the radio queue;
   e) selecting the messages in the message queue corresponding to the selected destination radio; and
   f) transmitting the selected messages, whereby to allow a message packet ranked lower in the message queue to be transmitted before a message packet ranked higher in the message queue if the destination station associated with the higher ranked message is unavailable.

2. A method as claimed in claim 1 characterized by the step of selecting the messages further includes the steps of conglomerating the selected messages into a conglomerated assembly, in which the step of conglomerating further includes the step of compressing the conglomerated assembly.

3. A method as claimed in claim 1 characterized by the steps c)-f) are repeated until all messages have been transmitted, in which the step of monitoring includes the step of maintaining a database of the availability status of each of the radios in the network.

4. A method as claimed in claim 1 characterized by each message packet has an associated time to live and priority and the step of providing a queue comprises the step of ordering the message packets in the queue as a function of the time to live and urgency of the message packets, and in which steps a)-f) are distributed over the radio network such that each radio of the network is capable of performing steps a)-f).

5. A radio network utilizing means for increasing the message throughput in a radio network comprising:
   a) a message queue (205) comprising message packets (A, B, C, ..., Z) ranked in an order for delivery to destination radios (201, 202, 203, 205);
   b) a radio queue (200) comprising destination radios (201, 202, 203, 205) corresponding to the messages in the message queue, the destination radios ranked as a function of the ranking of the messages in the message queue; and
   c) means (206) for monitoring the availability of the destination radios in the radio queue (208);
   d) means (206) for selecting an available destination radio from the radio queue (208);
   e) means (206) for selecting the messages in the message queue (205) addressed to the selected destination station; and
   f) means for transmitting the selected messages to the selected destination station wherein the messages are transmitted as a function of the highest ranked available destination radio.

6. A radio network as claimed in claim 5 wherein the means for transmitting includes means for conglomerating the selected messages into a conglomerated assembly, and the means for conglomerating includes means for compressing the conglomerated assembly, in which the message queue includes means for ranking the messages in desired order of transmission, and the means for monitoring includes a database containing the availability status of the destination radios.

Patentansprüche

1. Verfahren zur Erhöhung des Nachrichtendurchsatzes in einem Funknetzwerk mit den Verfahrensschritten:
   a) Erstellen einer Nachrichtenwarteschlange aus Nachrichtenpaketen (A, B, C, ..., Z) in einer Übertragungsordnung in einem Quellfunkgerät (200; 201; 202; 203), wobei jedem Nachrichtenpaket ein Bestimmungsfunkgerät (201; 202; 203; 200) zugeordnet ist;
b) Erstellen einer Funkwarteschlange (208) der

5
den Nachrichtenpakete in der Nachrichtenwarteschlange (205) zugeordneten Bestimmungs-

geräten in einer Ordnung, welche eine Funktion der Anordnung der Nachrichten in der

Nachrichtenwarteschlange ist;

gekennzeichnet durch die folgenden Verfahrensschritte:

c) Überwachen aller übrigen Funkgeräte in
dem Funknetzwerk eines Quellfunkgerätes,
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um die Verfügbarkeit jedes Funkgerätes für den

Empfang einer Übertragung festzustellen;

d) Auswahl des an höchster Stelle rangierenden

verfügbaren Bestimmungsfunkgerätes der

Funktatschlange;

e) Auswahl der Nachrichten in der Nachrichten-

warteschlange entsprechend dem ausgewählten

Bestimmungsfunkgerät; und

f) Übertragen der ausgewählten Nachrichten,

wobei ein niedriger in der Nachrichtenwarteschlange rangierendes Nachrichtenpaket vor

einem höher in der Nachrichtenwarteschlange rangierenden Nachrichtenpaket übertragen

wird, wenn das der höher rangierenden Nach-

richt zugeordnete Bestimmungsfunkgerät nicht

verfügbar ist.


2. Verfahren nach Anspruch 1, gekennzeichnet durch die Auswahl der Nachrichten ferner die
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Schritte der Zusammenfassung der ausgewählten Nachrichten in eine zusammengefasste Einheit umfasst, in welcher auch der Schritt der Zusammenfassung die Komprimierung der zusammengefassten Einheit mitumfasst.

3. Verfahren nach Anspruch 1, gekennzeichnet durch die Wiederholung der Schritte c) bis f) bis alle Nachrichten übertragen sind, wobei der Schritt der Überwachung den Schritt der Aufrechterhaltung einer Datenbasis des Verfügbarkeitsstatus jedes Funkgerätes im Netzwerk umfasst.

4. Verfahren nach Anspruch 1, dadurch gekennzeichnet, dass jedem Nachrichtenpaket eine Lebensdauer und eine Priorität zugeordnet ist und der Schritt der Erstellung einer Warteschlange die Anordnung der Nachrichtenpakete in der Warteschlange als Funktion der Lebensdauer und der Eilbedürftigkeit der Nachrichtenpakete bewirkt, und dass die Schritte a) bis f) derart über das Funknetzwerk verteilt sind, dass jedes Funkgerät des Netzwerkes in der Lage ist, die Schritte a) bis f) auszuführen.

5. Funknetzwerk mit Einrichtungen zur Erhöhung des Nachrichtendurchsatzes im Funknetzwerk, umfassend:
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eine Nachrichtenwarteschlange (205) mit Nachrichtenpaketen (A, B, C, ..., Z) in einer Übertragungsordnung an Bestimmungsfunkgeräte (201; 202; 203; 205); eine Funkwarteschlange (200) mit Bestimmungsfunkgeräten (201; 202; 203; 205) entsprechend der Nachrichten in der Nachrichtenwarteschlange, wobei die Bestimmungsfunkgeräte entsprechend der Anordnung der Nachrichten in der Nachrichtenwarteschlange geordnet sind;

gekennzeichnet durch

- Vorrichtungen (206) zum Überwachen der Verfügbarkeit der Bestimmungsfunkgeräte in der Funkwarteschlange (208);
- Vorrichtungen (206) zum Auswählen der verfügbaren Bestimmungsfunkgeräte aus der Funkwarteschlange (208);
- Vorrichtungen (206) zum Auswählen der Nachrichten in der Nachrichtenwarteschlange (205), welche für ausgewählte Bestimmungsstationen adressiert sind;
- und Vorrichtungen (206) zum Übertragen der ausgewählten Nachrichten an ausgewählte Bestimmungsstationen, wobei die Nachrichten als Funktion des höchst rangierenden zur Verfügung stehenden Bestimmungsfunkgerätes übertragen werden.


Revendications

1. Procédé destiné à accroître le débit de messages dans un réseau radio comprenant les étapes consistant à :
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a) fournir une file d’attente de messages de paquets de messages (A, B, C, ..., Z) classés dans un ordre de transmission sur une radio
source (200 ; 201 ; 202 ; 203), chaque paquet ayant une radio de destination (201 ; 202 ; 203 ; 200) y étant associée ;
b) fournir une file d'attente radio (208) de radios de destination associées aux paquets de messages dans la file d'attente de messages (205) classés dans l'ordre en fonction du classement des messages dans la file d'attente de messages ; et caractérisé par les étapes suivantes consistant à :
c) surveiller toutes les autres radios du réseau radio sur une radio source pour déterminer la disponibilité de chaque radio pour recevoir une transmission ;
d) choisir la radio de destination disponible la mieux classée dans la file d'attente de radio ;
e) choisir les messages dans la file d'attente de messages correspondants à la radio de destination choisie ; et
f) transmettre les messages choisis, pour permettre ainsi à un paquet de messages classés de manière inférieure dans la file d'attente de messages si la station de destination associée avec le message classé de manière supérieure n'est pas disponible.

2. Procédé selon la revendication 1, caractérisé en ce que l'étape consistant à choisir les messages comprend, en outre, les étapes consistant à agglomérer les messages choisis dans un assemblage aggloméré, dans lequel l'étape consistant à agglomérer comprend, en outre, l'étape consistant à compresser l'assemblage aggloméré.

3. Procédé selon la revendication 1, caractérisé en ce que les étapes c à f sont répétées jusqu'à ce que tous les messages aient été transmis, dans lequel le procédé consistant à surveiller comprend l'étape consistant à maintenir une base de données des états de disponibilité de chacune des radios du réseau.

4. Procédé selon la revendication 1, caractérisé en ce que chaque paquet de messages comporte une durée de vie et une priorité associées et en ce que l'étape consistant à fournir une file d'attente comprend l'étape consistant à ordonner les paquets de messages de la file d'attente en fonction de la durée de vie et de l'urgence des paquets de messages, et dans lequel les étapes a) à f) sont distribuées sur le réseau radio de sorte que chaque radio du réseau soit capable d'effectuer les étapes a) à f).

5. Réseau radio utilisant un moyen d'augmenter le débit de messages dans un réseau radio comprenant :

une file d'attente de messages (205) comprenant des paquets de messages (A, B, C,..., Z) classés dans un ordre de livraison aux radios de destination (201, 202, 203, 205) ;
une file d'attente de radio (200) comprenant les radios de destination (201, 202, 203, 205) correspondant aux messages de la file d'attente des messages, les radios de destination étant classées en fonction du classement des messages dans la file d'attente des messages ; et caractérisé en ce qu'il comprend :

un moyen (206) destiné à surveiller la disponibilité des radios de destination dans la file d'attente de radio (208) ;
un moyen (206) destiné à choisir une radio de destination disponible à partir de la file d'attente de radio (208) ;
un moyen (206) destiné à choisir les messages de la file d'attente de messages (205) adressés à la station de destination choisie ; et un moyen destiné à transmettre les messages choisis à la station de destination choisie, dans laquelle les messages sont transmis en fonction de la radio de destination disponible la mieux classée.

6. Réseau radio selon la revendication 5, dans lequel le moyen de transmission comprend un moyen destiné à agglomérer les messages choisis dans un assemblage aggloméré, et le moyen destiné à agglomérer comprend un moyen destiné à compresser l'assemblage aggloméré, dans lequel la file d'attente des messages comprend un moyen destiné à classer les messages dans l'ordre de transmission souhaitée, et le moyen destiné à surveiller comprend une base de données contenant l'état de disponibilité des radios de destination.
### Figure 4

**Radio Queue 200**

<table>
<thead>
<tr>
<th>RADIO #</th>
<th># OF MESSAGES</th>
</tr>
</thead>
<tbody>
<tr>
<td>201</td>
<td>2</td>
</tr>
<tr>
<td>202</td>
<td>2</td>
</tr>
<tr>
<td>203</td>
<td>2</td>
</tr>
<tr>
<td>205</td>
<td>1</td>
</tr>
</tbody>
</table>

**Message Queue 205**

<table>
<thead>
<tr>
<th>DEST</th>
<th>TTL</th>
<th>RADIO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>201</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>202</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>203</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MESSAGE #</th>
<th>PRIORITY</th>
<th>TTL</th>
<th>RADIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>10</td>
<td>201</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>2</td>
<td>202,203</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>2</td>
<td>205</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>7</td>
<td>202,203</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>10</td>
<td>201</td>
<td></td>
</tr>
</tbody>
</table>

Z