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Description

[0001] The present invention concerns a memory for information search through a prefix analysis, devoted in particular to the use in building routing tables for high speed communication networks, preferably for the Internet network.

[0002] Communication protocols for modern high speed networks, such as the ATM networks, the Internet network etc., are based on the transmission of information packets containing, in the header, information relating to the destination address of the packet. In a node of the network, when receiving a packet, the routing control units use the address to perform a search inside a suitable table or data base and to locate the output interface to which the packet must be supplied for further forwarding to a successive network unit. Presently, transmission rates of the order of the Gbits/s are common and therefore routing time in a node must be very short to prevent impairing regular traffic flow. To provide a quantitative indication, it must be considered that a 1 Gbit/s transmission with packets of about 1000 bits requires for the nodes to handle about 1 million packets per second; taking into account the switching time, the time necessary for possible packet header processing and possible guard times between consecutive packets, the search in the routing table, which is the longest operation, must be performed in a time somewhat less than 1 µs. The situation becomes more critical with increasing communication speed.

[0003] Referring for simplicity of description and just as an example to the Internet network, there is an exponential growth of both the number of host computers connected to the network and the traffic, as well as of the band requirements, also due to the continuous development of new applications using the Internet network. All this results in an increase in the routing table size, which causes in turn a longer search operation. Now it is well known to the technicians that, while it is easier and easier to have high memory capacity at low cost, reduction of access time to large memories involves considerable technological problems.

[0004] In order to have an easier adaptation to the network expansion, the Internet addresses can be organised according to a hierarchical structure, in the sense that groups of addresses corresponding e.g. to the same geographical region or to the same provider share the most significant address bits (prefix). These prefixes have variable lengths and can in turn constitute the most significant part of other prefixes (prefixes of prefixes). Further details on the structure of the Internet addresses can be found for example in the documents "Das Internet-Protokoll der nächsten Generation" by H. P. Giesiger, Comtec 5, 1998, pages 20 to 26, or "IP Next Generation Overview", by R.M. Hinden, dated 14 May 1995 and available at the Internet site http://playground.sun.com/pub/ipng/html/inet-ipng-paper.html.

[0005] In order to reduce the search complexity, it is taken into account that the routing information in the network is related above all to the address of a subsequent node in the path leading to the destination of the packet being processed. That address is commonly indicated with the term "next hop". Since the possible different next hops in a routing table may be of the order of a hundred, it is possible to extract the relevant information and store it into another data structure. Given the small dimensions, this structure can be accessed by using direct access through an index, designated in literature "TARGET", which is identified starting from the address of the received packet. In practice, in a routing management unit, by using as a search key the packet destination address, access is gained to a forwarding table which is a subset of the complete routing table of a network and where each row contains a prefix (address-mask pair, where the mask indicates the number of significant bits of the address, i.e. the bits constituting the prefix) and a corresponding data (the target, commonly a pointer to the output interface, together with further information). A prefix originates a match for the search key (i.e. it allows reaching a target) if the bit-by-bit AND of the key with the mask associated to the address is equal to the address itself.

[0006] The variability of the prefix lengths causes a further complication since the index search may result in retrieving several targets, since the comparison may give a positive result for several prefixes of different lengths. In these conditions the actual target is that corresponding to the longest prefix, i.e. the most specific one for the destination. This criterion is known as the "longest prefix match".

[0007] Theoretically, the most efficient and fastest method to perform a search based on the longest prefix match is storing the information items (entries) into one or more ternary CAMs (CAM = Content Addressable Memory). In a ternary CAM, each memory bit may assume three values: 0, 1 and ("don't care"). The comparison between the bits of the comparison register and the memory bits set at a "don't care" logic value obviously is always positive; it is therefore possible to implicitly implement the masks associated to a data by simply setting at don't care level the relevant bits of the data itself. The drawback of this type of devices mainly lies in the high price and poor integration capability.

[0008] In order low cost conventional memories can be used, it is therefore necessary to utilise algorithms for searching in data bases which algorithms are both fast and compact. The speed of a search algorithm is strictly connected to the number of memory accesses, whilst the compactness is determined by the quantity of memory needed for storing the data structure being used. The final aim is that of minimising as much as possible both the access number and the memory size required to store the information for the search process.

[0009] The practical implementations of the routing algorithms suitable for satisfying the criterion of the longest prefix match may be both of the software type and of the hardware type. In general, they must meet anyhow a certain number of common requirements such as:
Several solutions were already proposed for solving the problem of the Internet network routing in such a manner as to take into account the need of implementing the longest prefix match.

A first group of solutions is based on an algorithm known as "PATRICIA", which is an algorithm for the storage, indexing and retrieval of information in large files, particularly catalogues of libraries. The principles of this algorithm are described in the article "PATRICIA - Practical Algorithm To Retrieve Information Coded In Alphanumeric", by D. R. Morrison, Journal of the Association for Computing Machinery, Vol. 15., No. 4, October 1968, pages 155 and following, and its application in solving routing problems in the Internet network is widely documented in the relevant technical literature.

The PATRICIA algorithm is substantially an algorithm operating on a prefix tree, built on the address bits, where each bit corresponds to a node. The address bits are examined one at a time. To avoid examining nodes which correspond to non-existing branches, each bit is associated to an indication of the successive bit to be examined. Once the search is over, a check is performed on the real existence of the prefix. Since each node corresponds to one or more memory access, and considering that the memory access is much slower than the data processing, the algorithm provides a real reduction of the total time for retrieving the address.

The essential disadvantage of the solutions based on the PATRICIA algorithm is that a practical implementation is to be calibrated on the worst case (in practice, the passage through all the tree nodes must be accounted for), whilst in the present Internet network it has been noticed that statistically about twenty nodes must be analysed before reaching the target (the address searched for). Therefore, these solutions are intrinsically quite slow and present, in addition, a strong variance between the worst case and the typical case.

To accelerate the search process, some algorithms have been proposed where multiple address bits are taken into consideration at each search step along the tree instead of one bit only. The article "Putting Routing Tables in Silicon", by T. Pei and C. Zukowski, IEEE Network Magazine, January 1992, page 42 and following, discloses how these algorithms can be implemented in hardware by means of the so called "trie memories". The main problem in this case is that the conventional trie memories can be utilised only if no multiple matches are present.

Therefore, many proposals of algorithms intended for performing searches in routing tables for the Internet network in such a manner as to reduce the memory needed for the table or generally to fasten the search process, are based on restructuring the prefixes so as to eliminate the multiple matches: in this way the algorithms could be theoretically implemented with the use of trie memories.


The solution proposed by Degemark et al. leads to a three level tree where each level covers 16, 8 and 8 bits of the address, respectively, and is stored in a particularly compact structure, made possible by a suitable restructuring of prefixes, thanks to which each prefix in the tree locates an interval of addresses. This solution drastically minimises the quantity of memory required and the access times to the memory itself for the search with respect to the solution based on PATRICIA (about 400 ns for the worst case that foresees 12 accesses); yet restructuring the prefixes makes the incremental updating impossible and requires the complete re-writing of the memory at each updating: the updating process then is very slow and may cause problems to the normal network management.

The solution proposed by V. Srinivasan and G. Varghese restructures the prefixes so that they only take a limited number of length values (possibly variable), and expands the shortest prefixes by substituting them with the set of prefixes having the closest predetermined length value. The routing table is transformed into a certain number of sub-tables each storing pointers to the successive sub-table, and the lengths of such sub-tables are optimised so as to obtain a reduction, for a given access number, of the memory needed for that specific set of prefixes. By this arrangement a reduction of the quantity of memory used is in general obtained, even though the table length generally is not predictable and then an optimum exploitation of the physical memory is not obtained. In addition, the resulting data structure is optimised for a specific set of prefixes and therefore it is scarcely general.

The present invention aims to provide a structure which guarantees an optimum exploitation of the physical memory and an incremental updating of the routing table (or in general of the set of entries).

The memory according to the invention comprises:
- a memory element comprising a plurality of rows and columns of memory cells where each cell stores an item belonging to a set of information items, each information item being associated to a mask indicating a number of significant characters of a respective prefix and to a target constituting a data possibly utilisable for accessing a further set of information items, and
- control devices for controlling the search for a specific information item in the memory and for updating the memory, said control devices operating through the comparison between successive portions, of pre-determined lengths, of a string of characters received at the input and corresponding portions of stored prefixes, said prefixes possibly having a variable length which is not a multiple of the length of said portions;

and is characterised in that, for implementing a search criterion based on the longest prefix match:

- each cell is subdivided into an information field, which stores either a successive row address for continuing a search, or an information relating to a reached target, and a pair of flags which specify the contents of the information field, and
- an auxiliary vector is provided, that presents as many cells as are the rows in said memory element and that, when the flags of one of said cells of the memory element indicate the reaching of a target together with the need of prosecuting the search into a successive row, is capable of storing the target information into the cell associated to said successive row, each cell of said auxiliary vector storing an information field and a pair of flags which have the same tasks as those of the cells of said memory element.

The invention concerns also a method for the management of the above mentioned memory.

For a detailed explanation reference is made to the enclosed drawings, where:

- Fig. 1 is a basic diagram of a routing node into the Internet network,
- Fig. 2 is a diagram showing the organisation of the memory according to the invention:
- Figs. 3A to 3C are representations of data organisations in a memory cell;
- Figs. 4, 5 are diagrams concerning search operations within the memory of Fig. 2
- Fig. 6 is a numerical example of search,
- Figs. 7 to 15. are flow charts concerning data insertion and deletion in the memory according to the invention.

With reference to Fig. 1, a router in a node of a network such as the Internet network may be schematised by a set of input interfaces IFa ... IFx and output interfaces IFb ... IFy, each one connected on one side to lines generally indicated with a, x, b, y, and on the other side to a switching unit SW, associated to a control device or network processor PR. In general, the input interfaces comprise buffers for the incoming data (not shown in Figure) and information processing devices designed to manage the routing search in the node, i.e. to locate the output interface to which a packet incoming at an input interface must be forwarded. The processor PR will accomplish all the other processing required for the management of the communications and control of the node. In different router arrangement, the routing search could be assigned to specific processing units. The routing search units are indicated on the whole with FE.

In order to perform this search, the units FE should contain a local replica of the portion of the routing table relating to the prefixes of the destinations which can be reached from the node itself. As mentioned in the introduction, the routing tables may be structured on two levels (and therefore make use of two storage devices): in the first level, starting from the packet address, an index or a target is located corresponding to the longest prefix comprised in the table for that destination address, whilst in the second, by means of such index, access is gained directly to the required information for forwarding the packet. The two devices are represented for the interface IFx and are indicated respectively with M1, M2. Reference CT indicates the processing and control devices which allow searching in the table and table updating as well.

The invention concerns an implementation of memory M1 under the form of a so called multibit trie memory, extended for implementing a search based on the longest prefix match.

In Figure 2 the logical structure of the memory according to the invention is represented, assuming for example that at each search step a maximum of k bits of the prefix is considered. As can be seen, the trie memory is made, in a conventional way, by a matrix with L = 2^k columns, each one corresponding to one of the possible combinations of the address bits, k at a time, and a number R of rows which depends on the number and the distribution of the addresses and on the value of k. Each memory cell may be empty (i.e. it corresponds to combination which is not present in any of the stored addresses) or may contain the address of a successive row to be reached and/or the indication relating to the fact that a target has been reached.

In case the search is based on the longest prefix match, the two indications “target reached” and “passage to the successive row” are not mutually exclusive and this must be accounted for when organising the data. For this
purpose it would be obviously possible to adopt a structure where the cells comprise a field for the address of the successive row and a field for the "target reached" indication. Yet this solution would represent a useless waste of memory since the simultaneous presence of the two indications is an exception and not the rule, so that for almost the totality of the cells one of the fields would be empty. Also the solution described in literature, which considers restructuring or expanding the prefixes so as to eliminate the multiple matches and to shift the targets to the final level of the tree, is not convenient since such a solution requires much greater memory dimensions especially if the number of entries in the table is large, and makes the incremental updating a difficult job.

In order to satisfy the above mentioned requirements, each cell of the memory according to the invention is formed by an only information field and by a pair of flags (GO and TARGET) whose combination defines the meaning of the content of the information field. The information field may comprise for instance 22 bits (in the present case concerning Internet addresses on 32 bits), so that each cell contains on the whole 3 bytes.

The first flag, GO, allows determining whether the search should continue or not, whilst the second flag, TARGET, indicates the existence or not of a valid target. If GO is 1, the 22 bit field contains the indication of the next row to be considered in searching an address, both in the phase of routing a packet and in the phase of inserting and deleting entries into/from the table (field NEXT_ROW). If GO is 0, the 22 bit field does not contain valid information if the flag TARGET is 0; on the contrary it may be interpreted as the indication of a valid target to be supplied at the output as a result of the search. In this case the 22 bit field is composed of the following sub-fields:

| VALUE: 9 bits coding the actual identity of target; |
| MASK: 4 bits coding the mask associated to the target stored in sub-field VALUE. If k is the search step, the MASK value may vary from 0 to k - 1. A value lower than k - 1 indicates a prefix whose length is not a multiple of k. |
| T_BAK: 9 bits coding a so-called "proper target" (or "backup target"): this term denotes a target that can be "covered", i.e. a prefix that has a length non-multiple of the search step and that can be hidden (covered) by a set of longer prefixes. The information on the existence of this shorter target is to be stored to avoid that, after having deleted a prefix of the corresponding row of the memory, a search could provide a non-correct result, as will be explained later. The cell where the information T_BAK is stored is determined by a simple mathematical relation that will be explained later. In case no prefix that can be covered exists, a pre-established value NULL is assigned to T_BAK: e.g. supposing that the table could give access to a maximum of 512 (i.e. 2^9) targets, the value NULL may be 511, i.e. 2^9 - 1. It must be noticed that, in order to store the information T_BAK, the fact is exploited that the fields VALUE, MASK of target have an overall length lower than the length of the information field of the cell, and then a portion of the cell is exploited that otherwise would be left unused. Choosing the dimensions of the subfields VALUE, MASK so as to allow of such feature does not involve a loss of generality for the structure.

The case GO = 1 and TARGET = 1 corresponds to reaching a target and to the simultaneous need of continuing the search operations. Since, as said, a cell must not contemporarily contain the indication of a row to be examined and the longest target associated to the reached level, it is necessary to defer the second information. The target information is common to all the cells in the row indicated by the field NEXT_ROW, therefore it is possible to store it "ideally" on top of the row itself. To keep a number of columns which is a power of 2, according to the invention an auxiliary vector of R cells, indicated by AUX, is associated to the memory M1. Each cell in the vector is associated to a row of the memory M1 and has the same structure as the cells in M1. Such a vector contains, for each row, the target information inherited from a cell of the preceding level owing to the need of storing in such cell a value of the next row to be examined. From now on, the notation AUX[NEXT_ROW(current cell)] will be used to indicate that the target information found in correspondence of a cell is to be stored, in the auxiliary vector, in the row to be reached starting from the cell itself.

For all the other combinations of the flags GO and TARGET the cell AUX[NEXT_ROW(current cell)] is empty.

In conclusion, the meaning of the two flags is:

<table>
<thead>
<tr>
<th>GO</th>
<th>TARGET</th>
<th>22 bit field</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>Next row to be examined</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>Next row to be examined; AUX[NEXT_ROW(current cell)] contains a valid target for the address</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>Most specific valid target for the address in the subfield VALUE (search terminated)</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>Empty cell (search terminated)</td>
</tr>
</tbody>
</table>
Coming back to the information $T_{BAK}$, the position in the memory where this information should be stored is based on the consideration that, for a search step $k$, the number of prefixes that can be covered is

$$
\sum_{j=1}^{k-1} 2^j - 2.
$$

Therefore it is possible to store in a memory row the prefixes that can be covered belonging to the same row, by exploiting the fact that the number of cells in the row is exactly $2^k$. The prefixes of a length multiple of $k$ cannot be covered by other longer prefixes being themselves the longest prefixes storable in the row. In fact a function exists which establishes a one-to-one correspondence between each pair "address portion of $k$ bits, mask of the portion less than $k"$ and a cell in the row. If "index" is the address portion and MASK (less than $k$) the mask corresponding to the portion, the cell in which the target that can be covered is to be stored within the row has a position "offset" identified by the following relation:

$$
\text{offset} = \text{index} \cdot 2^{(k-\text{MASK}-1)} + 1
$$

Use of the "offset" information will result from the description of the insertion and deletion operations.

Now the search, insertion and deletion operations in the memory according of the invention will be described referring also to the enclosed flow charts. There, the following abbreviated terminology has been adapted:

- dest_add, dest_route = destination address or destination output respectively;
- prow = pointer at the row to be reached (current row);
- ptarget = pointer at a possible target (used for keeping trace until the search end of a target potentially to be covered, located during the searching itself);
- t_info = target to be supplied at the output;
- cell.go, cell.target, cell.value, cell.row, cell.mask, cell.t_bak = values of the homonymous flags/fields for a cell (for simplicity of graphic representation and notation, in the diagrams a cell is treated as it would comprehend as many fields as are the information it is to supply);
- maskbit = mask of the address portion being examined.

1) Search (Figures 4 to 6)

During the search phase, the memory receives as an input the destination address looked for. Row 0 of the memory is always the starting row and the search passes from a row to the next one whenever a group of $k$ bits ("index") of the destination has been examined: the analysis starts from the most significant $k$ bits and continues by groups of $k$ bits until the number of mask bits still to be examined becomes less than or equal to the step $k$: the correct cell within the row is that corresponding to the value of the group being examined.

At each row, if the flag GO is 1, the next row to be examined is indicated in the field NEXT_ROW of the current cell. However, before accessing the next row, the flag TARGET must be checked. If it is 1, this means that the next row has inherited the target from the current cell during the inserting phase, as will be better seen later on. Such a target is the most specific one found till now and consequently it must be stored. The use of pointer "ptarget" provides for such storage operation without needing an actual access to the memory for writing an information that could become obsolete during the searching phase.

If the flag GO is 0, the search is over. Anyhow, to determine the information to be supplied at the output, the flag TARGET is to be checked. If this is 1, the current cell contains the most specific target for the address at the input, otherwise the target has been already determined during the search phase and is stored in the cell of AUX indicated by "ptarget". It should be noticed, however, that in this second case the target value in the cell AUX could be NULL, i.e. the search has been unsuccessful since a valid prefix for the destination looked for does not exist in the memory.

The search process has been expressed in vector form in Fig. 5 and is also illustrated by numerical examples in Fig. 6, where for simplicity an 8-bit destination address and a step $k = 2$ has been considered. In this Figure G and T show the flags GO and TARGET.

It is assumed that the following addresses, with relevant masks and targets have been stored:

<table>
<thead>
<tr>
<th>address</th>
<th>mask</th>
<th>target</th>
</tr>
</thead>
<tbody>
<tr>
<td>00100000</td>
<td>4</td>
<td>A</td>
</tr>
</tbody>
</table>
and that a routing for two messages whose addresses are respectively 01101100 and 00100101 is to be looked for.

For the first message the searching path is:
- row 0, cell 01 - next row = 4 (GO=1, TARGET=0)
- row 4, cell 10 - next row = 5 (GO=1, TARGET=0)
- row 5, cell 11: in this cell GO=0 and TARGET=1; the search must end even though the pair of bits 00 is still to be examined: this means that in any case more specific prefixes do not exist in the memory; a target (C, relating to the third stored prefix) has been found and it is outputted; in addition, since the mask of the prefix with which the match has been reached is 5, the prefix (01101) covers both cell 10 and cell 11 and, in the first one the value of the target is stored also in the field T_BAK. It is immediate to see that cell 10 meets the relation indicated above, for the storage of the target in T_BAK.

For the second message the search path is
- row 0, cell 00 - next row = 1
- row 1, cell 10: at this point the search is not concluded (GO=1), but there is also TARGET = 1, since there is a match with the prefix of the first stored address, with target A (the second stored address, even if it has the same initial bit of the first one, has mask 8 and then the match with it may be recognised only after the examination of all the 8 bits); therefore the vector AUX must be used and values of MASK and VALUE of the target found are stored in the row of this vector indicated by the field NEXT_ROW of the cell 10 of row 1 (row 2);
- row 2, cell 01 - next row = 3
- row 3, cell 01: the cell does not contain any data and then the target to be used is that of AUX.

2) Insertion (Figures 7 to 10)

In case of insertion, the entry to be loaded into the memory comprises an address, the mask and the target (output associated to the address). The operations proceed as for the search, starting from the initial row (row 0) of the memory and advancing each time by a row (subroutine I_SEARCH_ROW) until the number of bits not yet examined in the mask becomes less than or equal to step k. The row where this condition is reached represents the row in which the new entry must be stored (subroutine I_MODIFY_ROW).

Considering first the row search (subroutine I_SEARCH_ROW, Fig. 8), the operations to be performed in a row depend on the value of the flag GO. If GO = 1, the row already exists and the next row indicated in the field NEXT_ROW must be accessed without performing any particular operation. If GO = 0 the row must be created. The row to be created is for instance the first of a list of empty rows (HEAD(row_free_list)) which is consequently updated (UPDATE (row_free_list)). The way in which an empty row list associated to a memory can be organised is well known to the technicians and does not make part of the present invention, so that no description is needed. Moreover, if TARGET = 1, the target contained in the cell is copied into the auxiliary vector AUX, at the address corresponding to the new row. In any case, flag GO is set to 1 to indicate that now the current cell contains the indication of the next row to be examined.

Passing now to the operations to be accomplished in the destination row (subroutine I_MODIFY_ROW, Fig. 9), they depend on whether the number of bits to be examined is actually k or is less than k. In the first case, in fact, the cell interested by the insertion is unique, whilst in the second case the operation concerns a group of cells.

If the number of bits to be examined is k, the target cannot be covered and will surely be stored into a cell. The cell to be used depends on the value of flag GO and it will be the cell of the current row of the memory if GO = 0 or the cell of the auxiliary vector addressed by the contents of the current cell if GO = 1. In both cases, the target and the mask are stored in the cell and if GO = 0, the flag TARGET of the cell of the vector AUX is set to 1. Thereafter, the flag TARGET of the cell of the current row is set to 1.

If the number of bits to be examined is less than k, the input address target concerns all the group of adjacent cells in the current row from the "index" column to the column indicated by the "offset" value ("sup" in the diagram) - i. e. all the interval of cells that may be reached in the k preceding steps along the tree. For each of these cells the
For the deletion of an entry, the memory must be scanned until the row containing the requested entry is reached. The final row is indicated, as for the search or the insertion, by the fact that maskbit is less than or equal to k. The deletion consists in deleting from the cell or from a set of cells the values MASK, VALUE of the target and substituting them, if necessary, with the values of a less specific target covered by the one that is to be cancelled.

To correctly perform these operations, keeping trace of the rows examined is needed, and for this purpose we use a vector "STEP", which has as many cells as the memory rows and stores the address of a row examined (prow), and a counter "ACTUAL" counting the rows examined.

The general deletion process is represented in Fig. 11. Whenever a new row is examined, the relevant address is stored in the proper position of the vector "STEP". For every cell reached, the flag GO is also checked; if this is 0, this means that the deletion operation concerns a destination address that in reality is not stored and this obviously causes the end of operations. Once the destination row is reached, the existence of a substitutive target is looked for in the same row (subroutine D_SEARCH_T_BAK), the row where the prefix is inserted is modified by using the substitutive target found, if any, (subroutine D_MODIFY_ROW), and a backward check is effected on the rows which became empty (subroutine D_BACKTRACE) to eliminate them.

In the subroutine D_SEARCH_T_BAK (Fig. 12), there are examined the cells identifying a prefix of an entry to be deleted, which prefix, owing to the memory construction, could be stored in the row of interest: i.e. the cells that could have in T_BAK a possible shorter prefix are examined. This search requires the examination of the cells corresponding to the portion of the search tree that has led from the preceding row to the current one. The search goes on until a valid target is found (in the cell of the memory or in that of the auxiliary vector, according to the value of GO) or until all the cells have been examined without finding the target. If the field T_BAK of the cell of interest has not the NULL value, a substitutive target has been found, which is associated to the respective mask. The retrieval of the target is signalled by setting to 1 a flag "found".

For the row modification (subroutine D_MODIFY_ROW, Fig. 13), as in the case of the insertion, it must be checked whether the bit group has exactly k bits or less than k bits, in order to establish if the mask identifies only one cell or a group of cells.

In the first case, it is necessary to distinguish whether the entry is to be searched for in the vector AUX or in the actual memory cell, according to value GO. If a substitutive target was found with the preceding subroutine (flag "found" at 1), this will substitute the target to be deleted and the operation is over. If no substitutive target was found, once the delete operation is effected, it will be necessary to further verify that the row has not become empty.

In the case of maskbit < k, the possible entry to be deleted is stored in the T_BAK field of the cell with address "offset" in the memory or in the corresponding cell of vector AUX. All the cells corresponding to the "sup" interval (subroutine D_MODIFY_CELL) are checked. If a substitutive target is found, the VALUE and MASK fields of the cell are to be modified; if no target is found both flags GO and TARGET are set to 0 to indicate that the cell is empty and in addition the T_BAK field is set to NULL.

It must be noticed that during the execution of the subroutine D_MODIFY_ROW, there is also checked that the request does not concern a non existing element (which is indicated, for maskbit = k, by TARGET = 0 or by MASK ≠ k-1 or VALUE ≠ t_info, and for maskbit < k, by the absence of the target value in T_BAK field): in these cases obviously the search immediately comes to an end.

Lastly, to eliminate the empty rows (subroutine D_BACKTRACE, Fig. 15), all the rows examined in the search are back traced and for each of them flags GO and TARGET of all the cells are checked. When the flags of all the cells
in a row are 0, the row is empty and it is necessary then to go back to the cell "father" from which the passage to the empty row occurred. For this purpose the counter ACTUAL and the vector STEP are used. If for this cell "father" the TARGET flag is 1, the data of the corresponding cell of AUX must be transferred into such cell. Once this is effected, the identity of the emptied row is queued to the empty row list (prow = TAIL(row_free_list), UPDATE row_free_list) and the next row, i.e. the row containing the cell "father", is examined. Once a row where at least a cell is not empty is reached, the operations come to an end.

[0058] It is deemed useful to make some considerations on the hardware implementation of the memory just described. The architecture is essentially constituted by a state machine (making part of the controller CT in Fig. 1) which controls the access sequence to the data structure stored in an external memory (M1 in Fig. 1), which is advantageously a dynamic RAM memory. The overall architecture operates as a ternary CAM memory. The memory initialisation and updating may be controlled either by another state-machine or by a conventional microprocessor, also embodied in the controller CT for simplicity. The architecture is extremely flexible, since a string of arbitrary length can be received, whilst the output is an index (or compressed identifier) whose meaning is left free and dependent on the application context. In the case considered of the Internet network, the output is usually a pointer to the table M2 containing next hop data (level 2 addresses) needed for forwarding the packets to the destination address supplied as an input identifier. The external data structure is composed by a programmable number of rows each containing 2^k-identical adjacent cells, together with the auxiliary cell containing the target information common to all cells of the row. To obtain the cell addresses by putting side by side a row address plus a cell address, the auxiliary target cells of the row are separately stored - in the same data structure - for instance after the last row containing the actual data. The memory dimensions depend on the prefix distribution and the search step. As an indicative title, an existing forwarding table with about 40,000 entries requires about 14,000 rows (corresponding to about 0.7 Mbytes of memory) if k = 4 and about 3,000 rows (for a total amount of about 2.4 Mbytes of memory) if k = 8. The dimensions are therefore perfectly controllable.

[0059] From what described above the advantages offered by the invention are clear:

- the adoption of the two flags for characterising the contents of the cell and the use of an auxiliary vector for the exceptional cases where a target found before the end of the searching phase is to be stored, make the memory very compact and avoid the waste intrinsic in a possible duplication of the information fields;
- taking into account that the auxiliary vector, in the hardware construction, will simply constitute an additional string of cells for the actual trie memory, the same device can be used also for fixed length masks, when the problem of the longest prefix match does not occur: the only difference is that in this case the auxiliary vector will never be addressed; in this case the structure works as a normal binary CAM, wasting a single bit per cell;
- thanks to the field T_BAK, the existence of possible targets with shorter prefix is directly handled in the insertion and deletion operations and these only require the examination of a limited and predetermined number of cells (k-2, if k is the search step),
- thanks to the use of an explicit end of search flag, the structure is not tied to a particular length of the addresses or the masks and then will be usable, for what concerns the preferred application, also when 128 bit addresses will be adopted;
- lastly, the insertion and deletion mechanism is particularly simple and is localised, i.e. it does not require the complete writing of the memory or parts thereof.

[0060] It is evident that what has been described is only given by way of non limiting example and that variations and modifications are possible without going out from the scope of the invention. In particular, even if reference has been made to the Internet network, the invention is applicable to any communication protocol where routing of the packets is based on fixed or variable length prefix match, for example, identification of ATM connections or MAC addresses (MAC = Medium Access Control, which is a layer in standardised communication protocols). In general the invention is applicable not only to the nodes of communication systems, but also to all the cases in which an information search or retrieval is to be performed starting from a prefix (for instance, information retrieval from data bases not belonging to communication networks), even though, in these applications, in general the speed requirements needed by the communication networks do not exist.

**Claims**

1. Memory for the implementation of an information search based on the analysis of prefixes constituting the most significant part of individual information items, comprising:

   - a first memory element (M1) which stores a set of said information items associated each one to a mask information, indicating the number of significant characters in the respective prefix, and to a target information,
which constitutes a data usable for the access to a set of further information, said information items being stored in respective memory cells organised in rows and columns, and
- control devices (CT) for controlling the search for a specific information item in the memory and the updating of the memory, said control devices operating through the comparison between successive portions, of pre-determined lengths, of an input string of characters and corresponding portions of the stored prefixes, that may have a variable length which is not a multiple of the length of said portions,

characterised in that, for implementing a search criterion based on the longest prefix match, i.e. a search criterion providing as a result the longest prefix matching with the input string:
- each cell comprises an information field that provides either a next row address for the search continuation or an information relating to a target reached, and a pair of flags (GO, TARGET) which specify the contents of the information field, and
- an auxiliary vector (AUX) is provided, which has as many cells as are the memory rows and which, when the flags of said cells in the memory element (M1) indicate that a target has been reached together with the need of continuing search in a next row, is arranged to store the target information into the cell associated to said next row, each cell of said auxiliary vector comprising an information field and a pair of flags identical to those of the cells of said memory element (M1).

2. Memory according to claim 1, characterised in that the information field in said cells of the memory element (M1) and of the auxiliary vector (AUX) is arranged to store, for the information of target reached, the target identity and a value representative of the mask associated to that target.

3. Memory according to claim 2, characterised in that, when the information of target reached is common to a plurality of cells, said information field, in a cell of said plurality, is also arranged to store an auxiliary information relating to a shorter prefix that can be covered by the prefix to which the target reached is associated.

4. Memory according to claim 3, characterised in that said cell is positioned, within the row, at an address that is in one-to-one correspondence with the examined input string portion, with a mask associated to that portion and with the portion length.

5. Memory according to any preceding claim, characterised in that such a memory implements a routing table for a node of a high speed communication network and said prefixes are destination addresses or portions of destination addresses associated to information transmitted in said network.

6. Memory according to claim 5, characterised in that said network is the Internet network.

7. A method of managing a memory for information search based on the analysis of prefixes constituting a most significant portion of individual information items, said information being stored in cells of a memory element (M1) together with a mask information indicative of the number of significant characters in the respective prefix and a target information, used as a pointer to a further set of information, wherein said memory management requires the comparison between successive portions of a received string of characters and corresponding portions of the stored prefixes, that may have a variable length not multiple of the length of said portions, characterised in that, for the implementation of a search criterion based on the longest prefix match:
- each cell of the memory element (M1) is associated with a pair of flags (GO, TARGET) which specify, by their logical values, if a search operation ends at a row to which the cell belongs or must continue in a next row and, in this second case, if a match with a possible prefix has been found in the row of interest and then a target has been reached,
- every row of the memory element (M1) is associated with a cell of an auxiliary vector destined to store information on a target reached in correspondence of a row that is not the row at which the search ends,
- a cell selected within a set of cells corresponding to prefixes of a length multiple of the length of said portions also stores the target information relating to a shorter prefix, not multiple of the length of said portions, which can be covered by said prefixes of multiple length, said cell being a cell of the memory element (M1) or of the auxiliary vector (AUX) according to whether it is the final cell of a search or an intermediate cell during the search.

8. Method according to claim 7, characterised in that, for deleting an information item, when reaching the row con-
taining such information item:

a) a possible substitutive target, represented by a target associated to a shorter prefix, is reached, within said set of cells in the memory or in the auxiliary vector;
b) if such substitutive target exists, it is stored in the location of the prefix to be deleted.

9. Method according to claim 8, characterised in that the identity of all the rows examined during the search of an information item to be deleted is temporarily stored, and, in case of a target deletion without substitution, a backward check in the rows which became empty as a result of an information deletion is effected and the relating identity is stored in a list of empty rows associated to the memory.

Patentansprüche

1. Speicher für die Durchführung einer Informationssuche auf Basis der Analyse von Präfixen, die den Teil höchster Stellenwertigkeit individueller Informationsblöcke bilden, umfassend:

- ein erstes Speicherelement (M1), das eine Gruppe der Informationsblöcke speichert, die jeweils einer Maskeinformation, die die Stellenzahl der höchsten Wertigkeiten im jeweiligen Präfix angibt, sowie einer Zielinformation, die Daten darstellt, die für den Zugang zu einer Gruppe weiterer Informationen verwendbar ist, zugeordnet sind, wobei die Informationsblöcke in jeweiligen Speicherzellen gespeichert sind, die in Zeilen und Spalten organisiert sind, und

- Steuervorrichtungen (CT) für die Steuerung der Suche nach einem spezifischen Informationsblock im Speicher und das Fortschreiben des Speichers, die durch den Vergleich zwischen aufeinanderfolgenden, eine gegebene Länge aufweisenden Teilen einer Eingangskette von Zeichen und entsprechenden Teilen der gespeicherten Präfixe, die eine variable Länge haben können, die nicht ein Vielfaches der Länge dieser Teile sind, arbeiten;

dadurch gekennzeichnet, daß zur Implementierung eines Suchkriteriums, das auf der Übereinstimmung des längsten Präfixes beruht, also eines Suchkriteriums, das als ein Ergebnis das längste Präfix in Übereinstimmung mit der Eingangskette ergibt:

- jede Zelle ein Informationsfeld umfaßt, das entweder eine Adresse einer nächsten Zeile für die Fortsetzung der Suche oder eine auf ein erreichtes Ziel bezogene Information, sowie zwei Kennfelder (GO, TARGET), die den Inhalt des Informationsfelds spezifizieren, liefert, und

- ein Hilfsvektor (AUX) vorhanden ist, der so viele Zellen aufweist, als der Speicher Zeilen hat, und der, wenn die Kennfelder dieser Zellen im Speicherelement (M1) anzeigen, daß ein Ziel erreicht worden ist, zusammen mit dem Erfordernis, die Suche in einer nächsten Zeile fortzusetzen, dazu ausgebildet ist, die Zielinformation in der der nächsten zugeordnete Zelle zu speichern, wobei jede Zelle des Hilfsvektors ein Informationsfeld und zwei Kennfelder, die identisch denen der Zellen des Speicherelements (M1) sind, umfaßt.

2. Speicher nach Anspruch 1, dadurch gekennzeichnet, daß das Informationsfeld in den Zellen des Speicherelements (M1) und des Hilfsvektors (AUX) dazu ausgebildet ist, für die Information, daß das Ziel erreicht ist, die Zielidentität und einen Wert, der die dem Ziel zugeordnete Maske wiedergibt, zu speichern.

3. Speicher nach Anspruch 2, dadurch gekennzeichnet, daß dann, wenn die Information, daß das Ziel erreicht ist, einer Mehrzahl von Zellen gemeinsam ist, das Informationsfeld in einer von diesen Zellen auch dazu ausgebildet ist, eine Hilfsinformation zu speichern, die sich auf ein kürzeres Präfix bezieht, das vom Präfix überdeckt werden kann, dem das erreichte Ziel zugeordnet ist.


6. Speicher nach Anspruch 5, **dadurch gekennzeichnet, daß** das Netzwerk das Internet-Netz ist.

7. Verfahren zum Betrieb eines Speichers für die Informationssuche, basierend auf der Analyse von Präfixen, die einen Teil höchster Stellenwertigkeit individueller Informationsblöcke darstellen, wobei die Informationen in Zellen eines Speicherelements (M1) zusammen mit einer Maskeninformation, die die Stellenzahl der höchsten Wertigkeiten im jeweiligen Präfix angibt, und einer Zielinformation, die als Zeiger für eine weitere Gruppe von Informationen verwendet wird, gespeichert sind und wobei dieser Speicherbetrieb erfordert, daß man aufeinanderfolgende Teile einer empfangenen Kette von Zeichen und entsprechende Teile der gespeicherten Präfixe, die eine variable Länge haben können, welche nicht ein Vielfaches der Länge dieser Teile ist, vergleicht, **dadurch gekennzeichnet, daß** für die Implementierung eines Suchkriteriums, das auf der Übereinstimmung des längsten Präfixes basiert:

   - man jeder Zelle des Speicherelements (M1) zwei Kennfelder (GO, TARGET) zuordnet, die durch ihren logischen Wert spezifizieren, ob ein Suchvorgang an einer Zeile, zu der die Zelle gehört, endet oder in einer nächsten Zeile fortgesetzt werden muß und, in diesem zweiten Fall, ob eine Übereinstimmung mit einem möglichen Präfix in der interessierenden Zeile gefunden wurde und dann ein Ziel erreicht worden ist,
   - man jeder Zeile des Speicherelements (M1) eine Zelle eines Hilfsvektors zuordnet, der dazu bestimmt ist, Informationen über ein erreichtes Ziel in Übereinstimmung mit einer Zeile, die nicht die Zeile ist, an der die Suche endet, zu speichern,
   - eine Zelle, die innerhalb einer Gruppe von Zellen ausgewählt ist, die Präfixen einer Länge entsprechen, die das Vielfache der Länge jener Teile sind, außerdem die sich auf ein kürzeres Präfix, das nicht ein Vielfaches der Länge jener Teile ist, beziehende Zielinformationen speichert, wobei das kürzere Präfix von den Präfixen vielfacher Länge überdeckt werden kann und wobei die Zelle eine Zelle des Speicherelements (M1) oder des Hilfsvektors (AUX) in Abhängigkeit davon ist, ob sie die Schlußzelle einer Suche oder eine Zwischenzelle während der Suche ist.

8. Verfahren nach Anspruch 7, **dadurch gekennzeichnet, daß** zum Beseitigen eines Informationsblocks bei Erreichen der Zeile, die diesen Informationsblock enthält:

   a) man innerhalb der Gruppe von Zellen im Speicher oder im Hilfsvektor ein mögliches Ersatzziel erreicht, das wiedergegeben wird durch ein einem kürzeren Präfix zugeordnetes Ziel;
   b) man, wenn ein solches Ersatzziel existiert, es an der Stelle des zu beseitigenden Präfixes speichert.

9. Verfahren nach Anspruch 8, **dadurch gekennzeichnet, daß** man die Identität sämtlicher während der Suche eines Informationsblocks, der beseitigt werden soll, geprüfter Zeilen vorübergehend speichert und im Fall einer Zielbeseitigung ohne Ersatz eine Rückwärtsüberprüfung in den Zeilen, die als Ergebnis einer Informationsbeseitigung leer wurden, durchführt, und daß man die betreffende Identität in einer dem Speicher zugeordneten Liste von leeren Zeilen speichert.

**Revendications**

1. Mémoire pour la mise en œuvre d'une recherche d'informations d'après l'analyse de préfixes constituant la partie la plus significative d'éléments d'informations individuels, comprenant :

   - un premier élément de mémoire (M1), stockant un jeu desdits éléments d'information, associés chacun à une information de masque, indiquant le nombre de caractères significatifs dans le préfixe respectif, et une information cible, constituant des données utilisables pour l'accès à un jeu d'une autre information, lesdits éléments d'information étant stockés dans des cellules mémoires respectives, organisées en lignes et en colonnes, et des dispositifs de commande (CT), commandant la recherche, pour un élément d'information spécifique dans la mémoire, et la mise à jour de la mémoire, lesdits dispositifs de commande fonctionnant par comparaison entre des parties successives, ayant des longueurs prédéterminées, d'une chaîne de caractères d'entrée et des parties correspondantes des préfixes stockés, pouvant avoir une longueur variable, qui ne soit pas un multiple de la longueur desdites parties,

   **caractérisée en ce que**, pour mettre en œuvre un critère de recherche d'après la concordance de préfixe de longueur maximale, c'est-à-dire un critère de recherche fournissant en résultat un préfixe de longueur maximal concordant avec la chaîne d'entrée :
- chaque cellule comprend un champ d'information, fournissant soit une adresse de ligne suivante pour la continuité de la recherche, soit une information concernant une cible atteinte, et une paire de drapeaux (GO, TARGET) spécifiant les contenus du champ d'information, et

- un vecteur auxiliaire (AUX) est prévu, ayant un nombre de cellules égal au nombre de lignes mémoires et qui, lorsque les drapeaux desdites cellules dans l'élément de mémoire (M1) indiquent qu'une cible a été atteinte, conjointement avec le besoin de continuer la recherche dans une ligne suivante, est agencé pour stocker l'information cible dans la cellule associée à ladite ligne suivante, chaque cellule dudit vecteur auxiliaire comprenant un champ d'information et une paire de drapeaux, identiques à ceux des cellules dudit élément de mémoire (M1).

2. Mémoire selon la revendication 1, caractérisée en ce que le champ d'information, dans lesdites cellules de l'élément de mémoire (M1) et du vecteur auxiliaire (AUX), est agencé pour stocker, pour l'information de cible atteinte, l'identité de la cible et une valeur représentative du masque associé à ladite cible.

3. Mémoire selon la revendication 2, caractérisée en ce que, lorsque l'information de la cible atteinte est commune à une pluralité de cellules, ledit champ d'information, dans une cellule de ladite pluralité, est également agencé pour stocker une information auxiliaire concernant un préfixe plus court que ce qui peut être couvert par le préfixe auquel la cible atteinte est associée.

4. Mémoire selon la revendication 3, caractérisée en ce que, ladite cellule est positionnée, dans la ligne, à une adresse qui est en correspondance de un à un avec la partie de chaîne d'entrée examinée, un masque étant associé à cette partie et à la longueur de partie.

5. Mémoire selon l'une quelconque des revendications précédentes, caractérisée en ce qu'une telle mémoire met en œuvre une table d'acheminement, pour un noeud d'un réseau de communication à haute vitesse, et lesdits préfixes sont des adresses de destination ou des parties d'adresses de destination, associées à de l'information transmise dans ledit réseau.

6. Mémoire selon la revendication 5, caractérisée en ce que, ledit réseau est le réseau Internet.

7. Un procédé de gestion d'une mémoire pour une recherche d'informations basée sur l'analyse de préfixes constituant une partie la plus significative d'éléments d'information individuels, ladite information étant stockée dans des cellules d'un élément de mémoire (M1), conjointement avec une information de masque indicative du nombre de caractères significatifs dans le préfixe respectif et une information cible, utilisée en tant que pointeur d'un autre jeu d'informations, dans lequel ladite gestion de mémoire demande la comparaison entre des parties successives d'une chaîne de caractères ayant été reçue et de parties correspondantes de préfixes stockés, pouvant avoir une longueur variable qui ne soit pas un multiple de la longueur desdites parties, caractérisé en ce que, pour la mise en œuvre d'un critère de recherche d'après la concordance de préfixe de longueur maximale :

- chaque cellule de l'élément de mémoire (M1) est associée à une paire de drapeaux (GO, TARGET) qui, par leur valeur logique, spécifient si une opération de recherche s'achève à une ligne à laquelle la cellule appartient ou doit continuer à une ligne suivante et, dans le deuxième cas, si une concordance avec un préfixe possible a été trouvée dans la ligne d'intérêt et, ensuite, si une cible a été atteinte,

- chaque ligne de l'élément de mémoire (M1) est associée à une cellule d'un vecteur auxiliaire, destiné à stocker de l'information au sujet d'une cible atteinte en correspondance d'une ligne qui n'est pas la ligne à laquelle la recherche s'achève,

- une cellule, sélectionnée dans un jeu de cellules, correspondant à des préfixes d'un multiple de la longueur desdites parties, stocke également l'information cible concernant un préfixe plus court, qui ne soit pas un multiple de la longueur desdites parties, qui peut être couvert par lesdits préfixes de longueur multiple, ladite cellule étant une cellule de l'élément de mémoire (M1) ou du vecteur auxiliaire (AUX), selon qu'il s'agit de la cellule finale d'une recherche, ou d'une cellule intermédiaire durant la recherche.

8. Procédé selon la revendication 7, caractérisé en ce que, pour supprimer un élément d'information, lors de l'atteinte de la ligne contenant un tel élément d'information :

a) une cible substitutive possible, représentée par une cible associée à un préfixe plus court, est atteinte dans ledit jeu de cellules, dans la mémoire ou dans le vecteur auxiliaire;

b) si une telle cible substitutive existe, elle est stockée à l'emplacement du préfixe devant être supprimé.
Procédé selon la revendication 8, caractérisé en ce que l'identité de la totalité des lignes, examinées durant la recherche d'un élément d'information à supprimer, est stockée temporairement et, en cas de suppression de cible sans substitution, un contrôle arrière, dans les lignes qui étaient devenues vides en résultat d'une suppression d'information, est accompli et l'identité afférente est stockée dans une liste de lignes vides, associée à la mémoire.
dest_add \rightarrow \text{SEARCH\_ROUTE}

prow=0;
t\_info=NULL;
ptarget=0;

index=dest\_add >> (N - k);
cell=Trie(prow, index)

\text{cell.go}=1 \quad \text{yes} \\
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  - **no**: \(\text{Aux[cell.row].value = target_bak; Aux[cell.row].mask = mask_bak; cell.target = found; Aux[cell.row].target = found; return}\)

  - **yes**: \(\text{cell.value = t_bak; cell.mask = mask_bak; cell.target = found; return}\)
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