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Description

FIELD OF THE INVENTION

[0001] The present invention relates to implementing intelligent telecommunication services. More specifically, the present invention relates to a method for implementing self-sustaining, fault-tolerant object driver software within a telecommunications network.

BACKGROUND

[0002] Current advanced telecommunication services are composed of huge program instructions that are disjointedly distributed across various telecommunication platforms. The ever increasing end-user demand for intelligent services has forced the telecommunication providers to rapidly offer intelligent services that have resulted in complex, costly, and inflexible software architectures. These current software architectures are driven by individual service needs and quite often a number of capabilities are duplicated across multiple services. Furthermore, these current complex software architectures can introduce a subtle, unwarranted interaction between different services. Elaborate testing must be undertaken to ensure that a new service does not adversely affect existing services.

[0003] Consequently, these service program instructions suffer several shortcomings. They are difficult to maintain while a call is active, difficult to port onto a new platform and costly to develop. Offering customers bundled services is very difficult due to the lack of correlation of capabilities across various platforms. Furthermore, also due to the lack of correlation, as several services are to be activated for a given call, the service program instruction sets can only be performed consecutively, rather than simultaneously. Thus, they consume an enormous amount of the real-time and memory resources of the actual network elements, i.e., switches, databases, etc. Consequently, these telecommunication services are very complex and inflexible, and customers are forced to buy stand alone service offerings.


CROSS-REFERENCE TO A RELATED PATENT APPLICATION

[0005] This patent application is related to a commonly assigned U.S. Patent number 6,002,756 issued 14 December 1999 from an application filed 18 April 1997, entitled METHOD AND APPARATUS FOR PROVIDING A MULTI-NETWORK GLOBAL VIRTUAL TRANSIT SERVICE, by the same inventors.

SUMMARY OF THE INVENTION

[0006] The present invention relates to a method for implementing intelligent telecommunication services by utilizing modular, self-sustaining, fault-tolerant object driver software.

The present invention allows software for telecommunication services to be modified easier without the risk of adversely affecting existing services, reused among different physical locations, and developed faster to reduce the time of bringing new products to market. Thus, the present invention provides improved reliability and flexibility.

[0007] The present invention implements intelligent telecommunication services between a calling party making a call request and a called party, within a telecommunication network. The present invention receives a trigger based on the call request from a source. The trigger activates a service-specific object driver. The object driver is built by interacting with service objects. Once the object driver is built, the call is formatted with call processing information based on the newly built object driver. During the entire process, network management functions are executed in a fault-tolerant fashion to ensure reliability. Once the call is formatted, the call can be forwarded to a next switching platform based on the call processing information. The present invention can be performed by a database or by at least one network element.

[0008] The network management functions can identify and recover an object driver not received. The network management functions can also monitor several service objects simultaneously and more than once. The network management functions can include generic network management of call recovery.

[0009] The trigger actuating a service-specific object driver can be initiated by the source or by the network.

[0010] The object driver can be built from many service objects simultaneously.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011]
Fig. 1 illustrates the configuration and operation of a contemporary telecommunications network. The following terms, commonly known to those of ordinary skill in the art, are discussed throughout the detailed description and are provided here in glossary form for convenience:

BB: Broadband
CdPN: Called Party Number
CgPN: Calling Party Number
CXR ID: Carrier ID
FAI: Foreign Administration ID
GUG: GVNS User Group
GVNS: Global Virtual Network Service
ISDN: Integrated Services Digital Network
OPSP: Originating Participating Service Provider
POTS: Plain Old Telephone Service
RDB: Routing Data Block
SI: Service ID
TNRN: Terminating Network Routing Number
TPSP: Terminating Participating Service Provider
UCC: Unassigned Country Code
VPN: Virtual Private Network
WZ1: World Zone 1

Fig. 1 illustrates the configuration and operation of a contemporary telecommunications network. Network 10 comprises a plurality of switching platforms 20 and links 30. Each of the switching platforms 20 also is connected to at least one adjunct platform 50. An adjunct platform can be connected to a single switching platform, or can be shared by two or more switching platforms or databases. Note that the depiction of a network comprising only five switching platforms is for convenience of illustration; an operating network can have a much larger number of switching platforms and associated connecting links. Similarly, although Fig. 1 shows a specific arrangement of adjunct platforms and switching platforms, any number of arrangements are possible.

Various switching platforms are shown illustratively connected to communications devices 40. It should be understood that the individual communications devices shown connected to the switching platforms in the figure are used for simplicity of illustration, and that an actual implementation of such a network would ordinarily have a number of communications devices connected at such switching platforms. Note, as well, that the communications devices shown in Fig. 1 can also represent another network or network devices, such as a LEC or PBX, which is connected to network 10.

Each communications device 40 can generate information for use by, or receive information from, other communications devices in the network. The term "information" as used herein is intended to include text, graphics, voice, and/or video. Communications device 40 also transmit call request data that can identify the source, the destination and other data related to services available to manage the call.

The present invention illustrated in Fig. 2, introduces a set of multidimensional capabilities which allow service-related data to be exchanged among and operate with different hardware platforms and software programs. Fig. 3 shows a flowchart of a process according to an embodiment of the present invention; Table 1 summarizes the functional components of the present invention and non-exhaustively lists the elements associated with each functional component.
The process begins at step 100 when a call request is received by a switching platform 20. Several elements of the call request can be used by a switching platform 20 as triggers to prompt the switching platform to take specific actions. Triggers are instructions or application service elements that direct a switching platform to suspend basic call processing control and invoke the service logic control. For example, the source’s number or Calling Party Number (CgPN) can be used as a trigger. The first column of Table 1 lists other possible parameters that can be used as triggers. Triggers can prompt specific actions by the switching platform 20 during call setup or while a call is already established and the source or the network wants to perform a new action (e.g., a sequence call).

A combination of one or more triggers, either network specific and/or user specific, can be used to prompt a specific action by the switching platform 20. For example, the Called Party Number (CdPN) and the Calling Party Number (CgPN) have the unique characteristics of a public or customized dialing plan sequence and can meet the criteria for a trigger. The CdPN may be different from the user dialed number (DN), therefore accommodating instructions from database dips. Similarly, the CgPN can be different than the Automatic Number Identification (ANI) but the same as the billing number (BN), therefore the call can be billed properly. Similarly, when a call is already active, a trigger like *288 (*ATT) could be perceived as a network trigger, which means the user wants to go back to the network functions for additional capabilities or communication, e.g., third party calling.

Upon recognition of the type of action needed based upon the trigger, the process continues to step 110. At step 110 the switching platform 20 assigns a specific object driver for the call. Object drivers are service-specific application elements that can dynamically invoke specific service objects as will be discussed below. All object drivers have the unique capability to control all call functions in a multitasking fashion when an application is executed. For example, an object driver can communicate with the user or network at any point during the processing of a call without necessarily interrupting the service logic, e.g., call transfer, call sequence or third party call control. The second column of Table 1 lists some possible object drivers.

If the trigger is initiated by the user, the assigned object driver will look for specific capabilities to which the user has subscribed and try to correlate the necessary information before continuing to step 120, the next step in the process. If the switching platform 20 cannot recognize the user or the call, it can assign a “pseudo object driver” and all the information is correlated and the user’s request is categorized. Then, for network purposes, the “pseudo object driver” can be overwritten for easier processing of the call (e.g., bill the call to the right system).

Once the appropriate object driver has been assigned in step 110, the process proceeds to step 120. At step 120, service objects are activated based on the contents of the object driver assigned in step 110. Service objects are sets of service-specific instructions that define the call processing segments of a call. A service object can exist for each type of network function; see, for example, the third column of Table 1. Table 2 non-exhaustively illustrates several service objects organized by function: Application, Resource, Service Group, Routing, User Interface, Network Transport Type, and Management. Table 2 also illustrates several members of each illustrated service object.
Service objects can interact/exchange information with each other to create the correct call processing segments, consistent with user-subscribed capabilities and the available network resources. Some of these instructions could be used as unique "pointers" to drive a chain of call processing segments. These pointers (e.g., a country code) could derive both user and network instructions for a particular call. The collection of these service objects can then assist in forming the appropriate communication agents or call processing structures, as will be described below in connection with step 130.

The Management service object ensures proper handling of the other service object drivers; in other words, the Management service object provides the needed reports, responds to failures by communicating with the user and with the network call maintenance systems (OA&M). The Management service object detects the occurrence of any possible errors when building each object driver. The management service object can check multiple times during the processing of the other service objects, even though all of the service objects are being processed simultaneously. If an error occurs during processing of one of the other service objects, the Management service object can recover from the error by reinitializing the processing, rather than allowing the call to fail. This recovery can occur at all call levels including when the switching platform is prompted by a trigger, when the object driver is being built, when the service object drivers are being executed or even when the call processing information is being formatted.

Once all service objects are determined in step 120, the process proceeds to step 130. At step 130 switching platform 20 must identify and execute call processing structures. Call processing structures are stored program instructions responsible for initiating a "call session" that manages the association of interconnections in various media, based on specific service object instructions. Once the call processing structures have been identified, a communication software module resident at switching platform 20 provides the necessary network-specific instructions (internal and external) on how to execute the call processing structures. In other words, the communication module builds and then processes the necessary protocol structure that incorporates the instructions from the service object’s call processing segments. This includes instructions to add or delete information based on the required interworking functions between networks/elements (e.g., switch to database, switch to adjunct/peripheral or switch to switch) and to form the correct signaling messages and information elements (e.g., Call Setup Message). The fourth column of Table 2 shows possible types of protocol structures for the call processing structures.

Once the call processing structures are identified and executed, the switching platform 20 has to format all the data according to the required protocol. The switching platform 20 builds the appropriate primitives for the external communications protocol and forwards the information to the next element or network.

The software associated with the functional components of the present invention can physically reside across various elements in a telecommunications network, i.e., switches, databases, and peripherals/adjuncts. Alternatively, the functional components of the present invention can be integrated into one network element, e.g., a database.

For illustrative purposes, the following example briefly describes how the present invention can implement a specific telecommunication service: a VPN transit service call from U.K. to Japan, via AT&T’s domestic network. Fig. 4 shows a network configuration through which a call utilizing the VPN transit service can flow according to an embodiment of the present invention. Switching platform 200, a gateway switch located in the U.K., is connected to switching platform 210, a AT&T gateway switch. Switching platform 210 is connected to switching platform 220, a gateway switch located in Japan, and to an adjunct platform 230. The connections between the switching platforms can be through public facilities or dedicated facilities. Although Fig. 4 shows only a few network elements for convenience of illustration, any number of additional network elements can be present.

In this example, the AT&T gateway switching platform 210 receives a transit call via a CCITT #7 ISUP signaling message. Because this call is intended to be a VPN transit call, the incoming signaling message includes the network destination code (CXR ID) which identifies the terminating service provider. In this example, the CXR ID would refer to a terminating service provider in Japan.

Fig. 5 illustrates the functional components of the present invention as the VPN transit service call of Fig. 4 is implemented. The switching platform 210 recognizes the CXR ID as a trigger 300 and then assigns an object driver 310; in this example the service ID object driver 310 is assigned the specific value of 22.
objects, such as POTS; resources service objects, such as call monitoring and customized announcements; and service
group service objects, such as GUG. Other service objects can also be used to process the call from a network perspective
including routing, network transport, and perhaps billing recording among others.

[0032] Switching platform 210 executes the service objects 320. It can use specific pointers, such as "routing codes"
within a routing table to speed the execution process, as illustrated in Table 3. A routing code be used to obtain the
complete information needed to construct the call processing structure 330.

[0033] As illustrated in Table 3, the switching platform 210 can use a routing code to generate the call processing
structure 330 (e.g., outgoing trunk information, network routing information, overflow indicator.)

Table 3

<table>
<thead>
<tr>
<th>Routing Code</th>
<th>Network Routing Info</th>
<th>Outgoing Trunk Info</th>
<th>Overflow Indicator</th>
<th>OPSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>XXX</td>
<td>CdPN</td>
<td>XXX-XXX*</td>
<td>1-456-28X</td>
<td></td>
</tr>
</tbody>
</table>

[0034] In the case where an entry is found in the routing table, the switching platform 210 populates the CdPN parameter
and constructs the Forward GVNS parameter in the call processing structure 330. The switching platform 210 then
routes the call to switching platform 220 via public facilities or dedicated facilities. If no match is found for the routing
code in the routing table, the call is terminated.

[0035] It should, of course, be understood that while the present invention has been described in reference to a
particular network configuration, different network configurations are possible. For example, the functional components
of the present invention can physically reside across various elements in a communication network. Similarly, the func-
tional components of the present invention can be integrated into a single network element.

Claims

1. A method for implementing intelligent telecommunication services between a source (40) making a call request and
a destination, within a telecommunication network (10), comprising the steps of:

   (a) receiving (100), from the call request, a trigger parameter (300) for suspending basic call processing and
   invoking service logic control;
   (b) assigning (110) a service-specific object driver (310) based on the trigger parameter (300), the object driver
dynamically invoking a plurality of predefined service objects (320) each having service-specific instructions;
   (c) building the object driver by invoking (120) the plurality of service objects;
   (d) formatting call processing information based on the object driver; and
   (e) executing (130) network management functions during said steps (a), (b), (c) and (d) to enhance reliability.

2. The method of claim 1, further comprising:

   (f) forwarding the call request to a switching platform based on call processing information.

3. The method of claim 1, wherein said executing step (e) includes recovering the object driver identified as not received
by a management service object of said plurality of service objects.

4. The method of claim 1, wherein said executing step (e) monitors the plurality of service objects simultaneously.

5. The method of claim 3, wherein said executing step (e) monitors at least one of the plurality of service objects more
than once.

6. The method of claim 3, wherein said executing step (e) includes generic network management of call recovery.

7. The method of claim 1, wherein the trigger parameter received in said step (a) is initiated by the source.

8. The method of claim 1, wherein the trigger parameter received in said step (a) is initiated by the network.

9. A system for implementing intelligent telecommunication services between a source (40) making a call request and
a destination, within a telecommunication network (10), comprising:
a switching platform (210) connected within the network between the source (40) and the destination, said
switching platform receives (100), from the call request, a trigger parameter (300) for suspending basic call
processing and invoking service logic control (100); said switching platform assigns (110) a service-specific
object driver based on the trigger parameter (110), the object driver dynamically invoking (120) a plurality of
predefined service objects each having service-specific instructions (120), said switching platform formats call
processing information based on the object driver, said switching platform executes (130) network management
functions to enhance reliability (130); and

an adjunct platform (230) connected to said switching platform (220), said adjunct platform builds the object driver
by invoking (320) the plurality of predefined service objects (320).

10. The system of claim 9, wherein said switching platform forwards the call request to a next switching platform based
on call processing information.

11. The system of claim 9, parameter received by said initiated by the source, wherein the trigger switching platform is
initiated by the source.

12. The system of claim 9, wherein the trigger parameter received by said switching platform is initiated by the network.

Patentansprüche

1. Verfahren zum Implementieren von intelligenten Telekommunikationsdiensten zwischen einer Quelle (40), die eine
Anrufaufrufung durchführt, und einem Zielort, innerhalb eines Telekommunikationsnetzes (10), umfassend die
folgenden Schritte:

(a) Empfangen (100), von der Anrufaufrufung, eines Triggerparameters (300) zum Unterbrechen einer grund-
legenden Anrufverarbeitung und Aktivieren einer Dienststeuerlogik;
(b) Zuweisen (110) eines Dienst-spezifischen Objekttreibers (310) auf Grundlage des Triggerparameters (300),
wobei der Objekttreiber dynamisch eine Vielzahl von vordefinierten Dienstobjekten (320) aktiviert, die jeweils
Dienst-spezifische Befehle aufweisen;
(c) Bauen des Objekttreibers durch Aktivieren (120) der Vielzahl von Dienstobjekten;
(d) Formattieren der Anrufverarbeitungsinformation auf Grundlage des Objekttreibers; und
(e) Ausführen (130) von Netzverwaltungsfunktionen während der Schritte (a), (b), (c) und (d), um die Zuverläs-
sigkeit zu erhöhen.

2. Verfahren nach Anspruch 1, ferner umfassend:

(f) Weiterleiten der Anrufaufrufung an eine Vermittlungsplattform auf Grundlage von Anrufverarbeitungsin-
formation.

3. Verfahren nach Anspruch 1, wobei der Ausführungsschritt (e) eine Wiederherstellung des Objekttreibers umfasst,
der durch ein Verwaltungsdienstobjekt der Vielzahl von Dienstobjekten als nicht empfangen identifiziert wird.

4. Verfahren nach Anspruch 1, wobei der Ausführungsschritt (e) die Vielzahl von Dienstobjekten gleichzeitig überwacht.

5. Verfahren nach Anspruch 3, wobei der Ausführungsschritt (e) wenigstens eines der Vielzahl von Dienstobjekten
mehr als einmal überwacht.

6. Verfahren nach Anspruch 3, wobei der Ausführungsschritt (e) eine generische Netzverwaltung der Anrufwiederher-
stellung einschließt.

7. Verfahren nach Anspruch 1, wobei der Triggerparameter, der in dem Schritt (a) empfangen wird, durch eine Quelle
initiiert wird.

8. Verfahren nach Anspruch 1, wobei der Triggerparameter, der in dem Schritt (a) empfangen wird, durch das Netz
initiiert wird.
9. System zum Implementieren von intelligenten Telekommunikationsdiensten zwischen einer Quelle (40), die eine Anrufauforderung durchführt, und einem Ziel, innerhalb eines Telekommunikationsnetzes (10), umfassend:

- eine Vermittlungsplattform (210), die innerhalb des Netzes zwischen der Quelle (40) und dem Ziel verbunden ist, wobei die Vermittlungsplattform, von der Anrufauforderung, einen Triggerparameter (300) zum Unterbrechen einer grundlegenden Anrufverarbeitung und ein Aktivieren einer Dienstlogiksteuerung (100) empfängt (100), wobei die Plattform einen Dienst-spezifischen Objektreiber auf Grundlage des Triggerparameters (110) zuweist (110), wobei der Objektreiber eine Vielzahl von vordefinierten Dienstobjekten, die jeweils Dienst-spezifische Anweisungen (120) aufweisen, aktiviert (120), wobei die Vermittlungsplattform Anrufverarbeitungsinformation auf Grundlage des Objektreibers formatiert, wobei die Vermittlungsplattform Netzverwaltungsfunktionen ausführt (130), um die Zuverlässigkeit (130) zu verbessern; und
- eine Zusatz-Plattform (230), die mit der Vermittlungsplattform (220) verbunden ist, wobei die Zusatz-Plattform den Objektreiber durch Aktivieren (320) der Vielzahl von vordefinierten Dienstobjekten (320) baut.

10. System nach Anspruch 9, wobei die Vermittlungsplattform die Anrufauforderung an eine nächste Vermittlungsplattform auf Grundlage von Anrufverarbeitungsinformation weiterleitet.

11. System nach Anspruch 9, Parameter empfangen durch den initiierten durch die Quelle, wobei die Triggervermittlungsplattform durch die Quelle initiiert wird.

12. System nach Anspruch 9, wobei der Triggerparameter, der durch die Vermittlungsplattform empfangen wird, durch das Netz initiiert wird.

Revendications

1. Procédé pour implémenter des services de télécommunication intelligents entre une source (40) effectuant une demande d’appel et une destination, dans un réseau de télécommunication (10) comprenant les étapes de :

   (a) réception (100), à partir de la demande d’appel, d’un paramètre de déclenchement (300) pour suspendre le traitement d’appel de base et invoquer une commande logique de service ;
   (b) assignation (110) d’un pilote d’objet de service spécifique (310) sur la base du paramètre déclencheur (300), le pilote d’objet invoquant dynamiquement une pluralité d’objets de service prédéfinis (320) chacun ayant des instructions spécifiques de service ;
   (c) construction du pilote d’objet en invoquant (120) la pluralité d’objets de service ;
   (d) formatage des informations de traitement d’appel sur la base du pilote d’objet ; et
   (e) exécution (130) des fonctions de gestion de réseau pendant lesdites étapes (a), (b), (c) pour améliorer la fiabilité.

2. Procédé selon la revendication 1, comprenant en outre :

   (f) l’envoi de la demande d’appel à la plate-forme de commutation sur la base des informations de traitement d’appel.

3. Procédé selon la revendication 1, dans lequel ladite étape d’exécution (e) comprend la récupération du pilote d’objet identifié comme non reçu par un objet de service de gestion de ladite pluralité d’objets de service.

4. Procédé selon la revendication 1, dans lequel l’étape d’exécution (e) contrôle la pluralité d’objets de service simultanément.

5. Procédé selon la revendication 3, dans lequel l’étape d’exécution (e) contrôle au moins une de la pluralité des objets de service plus qu’une fois.

6. Procédé selon la revendication 3, dans lequel ladite étape d’exécution (e) comprend une gestion de réseau générique de récupération d’appel.

7. Procédé selon la revendication 1, dans lequel le paramètre déclencheur reçu dans ladite étape (a) est initié par la source.
8. Procédé selon la revendication 1, dans lequel le paramètre déclencheur reçu dans ladite étape (a) est initié par le réseau.

9. Système pour implémenter des services de télécommunication intelligents entre une source (40) faisant une demande d’appel et une destination, dans un réseau de télécommunication (10), comprenant :

   une plate-forme de commutation (210) raccordée dans le réseau entre la source (40) et la destination, ladite plate-forme de commutation reçoit (100), à partir de la demande d’appel, un paramètre déclencheur (300) pour suspendre le traitement d’appel basique et invoquer une commande logique de service (100), ladite plate-forme de commutation assigne (110) un pilote d’objet spécifique de service sur la base du paramètre déclencheur (110), un pilote d’objet invoquant dynamiquement (120) une pluralité d’objets de service prédéfinis ayant chacun des instructions spécifiques de service (120), ladite plate-forme de commutation formate des informations de traitement d’appel sur la base du pilote d’objet, ladite plate-forme de commutation exécute (130) des fonctions de gestion de réseau pour améliorer la fiabilité (130) ; et

   une plate-forme auxiliaire (230) raccordée à ladite plate-forme de commutation (220), ladite plate-forme auxiliaire construit le pilote d’objet en invoquant (320) la pluralité d’objets de service prédéfinis (320).

10. Système selon la revendication 9, dans lequel ladite plate-forme de commutation envoie la demande d’appel à une plate-forme de commutation suivante sur la base des informations de traitement d’appel.

11. Système selon la revendication 9, le paramètre reçu par ladite initié par la source, dans lequel la plate-forme de commutation déclencheur est initiée par la source.

12. Système selon la revendication 9, dans lequel le paramètre déclencheur reçu par ladite plate-forme de commutation est initié par le réseau.
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