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Field of the Invention

[0001] The invention relates generally to satellite communication systems, and is particularly directed to earth station terminals configured to provide full mesh, multimedia, bi-directional communication with other terminals in a network. Further, the invention relates to satellite communication systems having dynamic bandwidth allocation, broadcast and multicast capability, and voice, data and video integration using a plurality of protocols.

Background of the Invention

[0002] Recent technological advances have made satellite technology a viable option for inter-office communications. Satellite communication systems provide several advantages over terrestrial communications systems for networking applications. Terrestrial based communication systems are typically subject to the "last mile" problem, wherein circuits providing increased bandwidth for terrestrial communication are not compatible with existing, and typically analog, circuits available at most commercial facilities. Satellite communication avoids this problem by allowing transmission directly to and from the roof tops, for example, of commercial facilities within a network. Satellite communication systems are characterized by distance insensitivity within the coverage area of the satellite and are not subject to interference as are terrestrial communication systems. Satellite communication systems also have an inherent broadcast capability which simplifies routing in a full mesh network and facilitates multi-party videoconferencing. These benefits make satellite communications a preferred choice for multi-national, multimedia networks, especially where some or all of the sites are located remotely from a reliable communications infrastructure.

[0003] Until recently, however, most low cost satellite solutions, which supported full mesh connectivity between ground stations, required ground stations to be configured in a star topology. A master or hub station in a star network is typically too expensive for implementation in smaller networks. The star topology is also disadvantageous because it requires two satellite hops to obtain full connectivity. The resultant delays and reduced voice quality can be unacceptable in some applications. A double hop also makes less efficient use of the space segment.

[0004] The advent of low cost time division multiple access (TDMA) earth stations, which can operate in a network without a hub station, allows diverse sites to communicate with each other using only one satellite hop. Thus, the benefits of satellite communication can be extended to smaller networks and sites that do not have access to terrestrial communication services.

[0005] A prior art system as disclosed in US patent 5,197,125 for assigning access to time slots of a TDMA-system includes in each terminal means for storing a plurality of message-access requests from different given user terminals; means for processing the stored message-access requests to schedule the identified messages for transmission in accordance with predetermined group related priority constraints, in accordance with information contained in the message-access requests identifying transmission parameters of the respective identified messages and in accordance with the number of available time slots to thereby select a set of the respective messages for access-assignment to the available time slots; and means for processing the message-access requests for the selected set of messages to assign access to different combinations of the time slots for respectively transmitting the different messages of the selected set of messages.

[0006] Despite the complexity of such a system, it is not able to transmit information, if the identified messages of a terminal comprises more information, as slots per frame for this terminal are available. In such a case the identified messages will not be transmitted. The system, as described in US patent 5,197,125, is using priorities to build terminal groups, not to differentiate end user data delay requirements or even ensure guaranteed bandwidth as is required to transport video or voice data with committed quality of service. Assignment of free slots to any terminal that did not request slots is not foreseen. Furthermore, there is no possibility to change bandwidth when the demand changes from low bit rate to higher bit rate.

Summary of the Invention

[0007] To avoid these disadvantages is the object of the invention.

[0008] In accordance with an embodiment of the present invention, a satellite communication system is provided which uses TDMA/DAMA (time division multiple access/demand assigned multiple access) switching technology to efficiently transmit voice, video and bursty data. TDMA/DAMA switching provides significant cost benefits due to shared use of the space segment. Demanding real time transmissions, such as voice and video data, share bandwidth with bursty data streams from local area networks. Users can order low bit rate services for most of the day, and acquire and pay for higher rate channels only when they are needed. Video channels can be acquired on-demand, and paid for only as long as they are used. Voice calls are connected as needed. Since voice is digitized and packetized, silence
periods can be used for the transmission of lower priority data file transfers. The system of the present invention provides services for data, and dial-up services for voice and video. Multi-user video conferencing can also be provided.

The system of the present invention can provide hub-less, full mesh connectivity, both fixed and dynamic bandwidth allocation, voice, video and data integration, support for frame relay and voice, support for protocols such as SNA, TCP/IP, and binary synchronous (BSC), and broadcast and multicast transmission capability, while being relatively less expensive than other fully meshed satellite communication systems.

A satellite communications system in accordance with an embodiment of the present invention provides full mesh connectivity between a number of earth terminals via a satellite link. The earth terminals are connected to user access devices to receive and transmit voice, video and data. The earth terminals are operable to generate bursts to transmit user data via a satellite, to process data received from the satellite, and to transmit received data to the addressed user access devices.

The terminals each comprise a programmable computing device (PCD), which can be either a special purpose computer, or a general purpose computer programmed to support a variety of functions, to implement computing requirements for providing full mesh networking communications. The PCD processes input data in the form of frames. These frames can conform to any of several formats such as Ethernet and frame relay.

The PCD can operate as a switch which prioritizes data into bursts using a fragmentation protocol. The switch organizes bursts in at least one of a plurality of slots constituting a time division multiple access (TDMA) frame in accordance with a burst plan. In accordance with an embodiment of the present embodiment, the slots are of fixed duration. However, systems can be built wherein the slots are of variable duration. Each terminal has access to a guaranteed number of the slots. The allocation of the remaining slots among the terminals varies dynamically to increase or decrease the burst transmission rates of the terminals as needed. Dynamic assignment of slots depends on the committed information rates (CIR) of the terminals and the lengths of data queues in the terminals. Terminals need not be assigned consecutive ones of the dynamically assignable slots.

Detailed Description of the Drawings

These and other features and advantages of the present invention will be more readily apprehended from the following detailed description when read in connection with the appended drawings, which form a part of this original disclosure, and wherein:

Fig. 1 illustrates a full mesh, satellite-based, multimedia network constructed in accordance with an embodiment of the present invention;
Fig. 2 depicts a number of different user access devices which can communicate with each other via a satellite link in accordance with an embodiment of the present invention;
Fig. 3 depicts an exemplary hardware configuration in accordance with an embodiment of the present invention;
Fig. 4 depicts the logical flow of information and the major processing functions of the PCD constructed in accordance with an embodiment of the present invention and operable to communicate with other terminals via a satellite link;
Fig. 5 illustrates the multiplexing of TDMA bursts onto a carrier;
Fig. 6 illustrates a number of frames which constitute a TDMA superframe for use in the system depicted in Fig. 1 in accordance with an embodiment of the present invention;
Fig. 7 illustrates a burst which is configured in accordance with an embodiment of the present invention for transmission in a TDMA frame by an terminal;
Fig. 8 illustrates the use of committed information rates in the system depicted in Fig. 1 in accordance with an embodiment of the present invention;
Fig. 9 is a schematic block diagram illustrating a billing system for use with the system depicted in Fig. 1 and constructed in accordance with an embodiment of the present invention; and
Figs. 10, 11 and 12 illustrate exemplary portions of an invoice generated by the billing system depicted in Fig. 9 in accordance with an embodiment of the present invention.

Detailed Description of Preferred Embodiments

Fig. 1 depicts a communications system 10 comprising a number of earth stations or terminals 12 configured to provide packet-based communication via a satellite 14. The terminals 12 provide full mesh connectivity among multiple user sites, that is, each terminal 12 can communicate with all other terminals 12 using only a single satellite hop. The terminals 12 are programmed to perform specialized functions, including operating as a manager terminal (MT) and as a gateway terminal (GT). The MT controls the allocation of bandwidth in the system 10. The GT provides an interface between all terminals and a Network Management Center (NMC) 13. As will be described below, each of
the terminals 12 is programmed to be designated as the MT, but preferably only one terminal 12 operates as the MT at one time, in accordance with an embodiment of the present invention. The satellite 14 is preferably a geosynchronous earth orbit satellite which operates in conjunction with on-board, networked transponders to provide a one hop, full mesh network on, for example, more than one continent.

With reference to Fig. 2, each terminal 12 is adapted to interface with voice, video and data access devices to transmit and receive voice, video and data across the satellite link, indicated at 16. A terminal 12 can be connected to a number of computers or workstations 18 via a number of communications services, operating in accordance with a protocol such as SNA/SDLC, HDLC, CCITT X.25, CCITT X.75, or Ethernet. Telephones 26 can be connected to a terminal 12 via a private branch exchange (PBX) 28 or other subscriber link. Video equipment 30 and frame relay access devices (FRADs) 32 can also be connected to a terminal 12, as well as digital access devices via an asynchronous transfer mode (ATM) network 34 and an integrated services digital network (ISDN) 36.

An exemplary terminal 12 constructed in accordance with an embodiment of the present invention is depicted in Fig. 3. The terminal 12 comprises a number of ports (indicated generally at 40) for interfacing with a number of user access devices 42 such as telephones, videoconference equipment, stand-alone computers and computer networks (e.g., a LAN). In addition to the ports 40, each terminal 12 comprises a PCD 52, a TDMA modem 54, a radio frequency transceiver (RFT) unit 56, an antenna 58, and appropriate interconnecting cables indicated generally at 60.

Fig. 4 describes processing data flow and functions performed within the PCD 52. Data received at the terminal 12 from locally attached devices such as LANs, frame relay switches, voice multiplexers and the like generally arrive either as frames or bit streams. If the data is in bit streams, each bit stream is converted into frames within the terminal 12. The frames can be generated from data, voice or video sources 42. If the sources 42 are video or voice, a device is generally provided to the terminal 12 to convert the input video or voice into frames. For example, a voice multiplexer 62 can convert analog voice into compressed data, and then encapsulate the data in a frame relay frame. The voice multiplexer 62 has processing capability to associate a unique identification number with each frame that can be used for routing purposes within the system 10.

A data frame, from one of a number of different sources, is transmitted from the local user access device 42 to a port 40 connected to the PCD 52. The port 40 is programmed to support the frame format used in the user access device, that is, a Frame Handler module 64 in the PCD 52 processes the frame, accordingly. The information identifying the destination of the frame is provided in the frame in accordance with the frame format. There can be multiple Frame Handler modules 64 to support different formats and a multiplicity of communication ports 40, as shown in Fig. 4. The Frame Handler module 64 performs error checking. Invalid frames are discarded, and a record is preferably kept of all errors for network management purposes. Valid frames are transmitted to the Fragment Assembler/Disassembler (FAD) 66. The FAD 66 preferably creates an outgoing data queue 63 corresponding to each user access device 42 for storing data received therefrom via a corresponding Frame Handler module. The FAD 66 also creates preferably multiple incoming data queues indicated generally at 65 for storing data received via the satellite 14 and addressed to user access devices 42 connected to that terminal 12.

The FAD 66 can break each frame into smaller data segments called fragments. The FAD 66 stores as many fragments as possible in a burst buffer 68. The FAD 66 can create several burst buffers 68, depending on the amount of data received from the user access devices 42 via the Frame Handler modules 64. The collection of fragments is called the payload 108 (Fig. 7). The burst buffer 68 also stores a payload header 106 (Fig. 7) which identifies the location of each fragment in a payload. The payload header 106 also provides a corresponding fragment identifier for each fragment in a payload, as described below in connection with Fig. 7. The fragment identifier relates a fragment to the frame from which it was derived. The burst buffer 68 also stores bandwidth requests for transmission in, for example, the header 106. The size of the burst buffer 68 is set by a network-wide parameter (i.e., the parameter “packet length” listed in Table I).

If there are insufficient fragments to fill a burst buffer 68, the buffer 68 is padded with null characters. If there are more fragments available than can be stored in a burst buffer 68, a priority scheme is used to determine which fragments are to be stored in the buffer 68. In accordance with an embodiment of the present invention, the priority scheme preferably provides at least two primary levels of priority, and a number of sublevels of priority. The first primary priority level is for real time data. The second primary priority level is for non-real time data. The classification of real and non-real time is arbitrary, and can be assigned using the NMC 13. Real time data is usually time-dependent data such as voice and video. Priority can be assigned by the port, or by the address of a virtual circuit. Non-real time data priority levels can be further determined by assigning CIRs to the port or virtual circuit.

In accordance with one embodiment of the invention, the FAD 66 stores real time data from the outgoing data queues 63 associated with ports configured to receive real time data in a single first in, first out (FIFO) data queue 70. Non-real time data from outgoing data queues 63 associated with ports configured to receive non-real time data are stored in multiple FIFO queues indicated generally at 72. One data queue 72 is preferably provided for each virtual circuit. Ethernet fragments from the outgoing data queues 63 corresponding to ports connected to sources 42 of Ethernet frames are stored in a single queue 74, as if all fragments belonged to the same virtual circuit. The Ethernet
fragment data queue 74 is preferably assigned its own CIR. The FAD 66 is programmed to first examine the real time data queue 70. The FAD 66 selects all real time fragments available until either the burst buffer 68 is full, or the real time data queue 70 has been depleted. In the latter case, the FAD 66 fills the remaining buffer space in the payload of the burst buffer 68 with non-real time fragments and Ethernet fragments in proportion to the CIRs of the respective virtual circuits and the Ethernet fragment data queue 74. For example, the virtual circuit having the highest CIR has the most fragments transferred from its non-real time data queue 72 to the burst buffer 68. This process is illustrated in Fig. 7 wherein all fragments (indicated generally at 80) derived from two frame relay frames 82 and 84 resulting from, for example, two voice calls are all transferred from the real time data queue 70 to the burst buffer 68. The fragments derived from exemplary Ethernet frames 88 and 90; however, are not all transferred into the burst buffer 68 because of insufficient space following the real time data from the queue 70.

The FAD 66 has access to a burst plan created by the terminal 12 currently operating as the MT. The burst plan determines when the FAD 66 can send bursts to a TDMA modem controller (TMC) 76. The FAD 66 also sends a timing indicator to the TMC 76 indicating the precise time that it can transmit a burst to the TDMA modem 54. Substantially precise burst timing ensures that only one terminal transmits during a burst duration or slot in a TDMA frame.

The FAD 66 monitors the size of the outgoing data queues 63 and looks for stream requests or releases in every frame received from user access devices 42. A stream request is a request for a guaranteed amount of bandwidth. Stream requests are usually made on behalf of voice or video calls. The FAD is programmed to recognize stream requests from a variety of sources and products. The FAD is also programmed to recognize the termination of such requests, so that it can notify the MT that the bandwidth is no longer needed. The FAD generates bandwidth requests using stream requests, releases and queue sizes for transmission to the terminal 12 designated to be the MT. The bandwidth requests do not request a specific amount of bandwidth, but rather reports the stream requests, releases and queue sizes to the MT. The terminal 12 operating as the MT, in turn, determines how to allocate bandwidth among all of the terminals 12 based on their collective bandwidth requests. The FAD also creates records of the length and type of each stream request, and the calling and called parties, for use by the NMC 13 and an associated billing system described below in connection with Figs. 9-12.

As stated previously, each terminal 12 can request more bandwidth when needed from the terminal 12 operating as the MT, as well as to inform the MT via a stream release message when all or part of the additional bandwidth is no longer needed. The FAD 66 examines each frame in accordance with the high level application protocol corresponding to the source 42 of that frame to determine if a stream request or release is present. For example, if establishment of a voice call is desired on a port at a terminal 12, the FAD 66 of the terminal 12 determines whether or not an encoded message requesting connection from the voice multiplexer 62 is present in the frame received at the port. Once the FAD 66 identifies the encoded message, the FAD performs a table look-up operation to obtain an address of the called party corresponding to dial digits of the call. The address is inserted into the frame. The FAD 66 then requests additional bandwidth from the terminal 12 operating as the MT in preferably the header 106 (Fig. 7) of the next burst 98 sent from the terminal 12 to the satellite 14 during an assigned TDMA frame slot 96 (Fig. 6). The FAD 66 formats queue size information, as well as stream request information, into bandwidth requests. The FAD subsequently monitors frames received at the port for a hang-up message from the voice multiplexer 62 and, accordingly, transmits a stream release message to the MT via the satellite 14 once the hang-up message is received. Similarly, the FAD 66 can monitor frames at ports configured to receive video and Ethernet frames, for example, and determine whether or not a stream request or release message is contained therein in accordance with the high level application protocol or signal format used by the corresponding user access devices 42. The MT receives all bandwidth requests and releases transmitted by the terminals 12 and determines the most efficient burst plan, as described below.

The TMC 76 sends bursts to the TDMA modem 54 at specified times for transmission during assigned TDMA frame slots. The TDMA modem 54 encodes each burst to improve the reliability of transmission, and modulates an intermediate carrier for transmission of bursts to the RFT unit 56. The RFT unit 56 amplifies the modulated signal and converts the frequencies that comprise the signal into an appropriate band for transmission to the antenna 58, and from there the signal is radiated in the direction of the satellite 14.

In summary, data frames directed towards a terminal 12 by local user access devices 43 are fragmented for transmission efficiency, multiplexed according to a priority scheme, and stored in burst buffers 68 for burst transmission at a prescribed time. TDMA bursts are transmitted to a satellite 14, where they are broadcast on a downlink to all other terminals 12 tuned to the carrier.

The downlink flow proceeds as follows. Each terminal 12 whose modem 54 is tuned to the carrier receives all bursts transmitted onto the carrier, as illustrated in Fig. 5. The burst consists of the contents of the burst buffer 68, that is, a payload 108 and a header 106 (Fig. 7) which contains information to facilitate the recovery of the burst by the receiving terminals 12. The system 10 of the present invention, however, can work with any one of a number of TDMA schemes insofar as the part of the system 10 that is responsible for the reliable transmission and reception of TDMA bursts.

Referring to Fig. 4, a burst is demodulated in the TDMA modem 54. The demodulated burst is transmitted to
the TMC 76 in the PCD 52. The TMC 76 decodes the burst and validates its checksums. If the burst contains a detectable but not correctable error, the burst is discarded, and an error message is recorded. The TMC 76 passes the payload portion 108 of valid bursts to the incoming data queue(s) 65 in the FAD 66.

[0029] The FAD 66 preferably performs two levels of filtering on the incoming data from the satellite 14. The FAD 66 incorporates a first level or group filter which classifies the burst into one of three categories: (1) a burst plan received from the terminal 12 operating as the MT; (2) data fragments from a member of its group, wherein a group is a set of terminals 12 that are permitted to communicate with each other; and (3) data fragments from a terminal 12 that is not a member of the group. The terminals 12 can be divided into a number of different groups. Terminals 12 in multiple groups can transmit information to other terminals 12 belonging to their respective groups using the same carrier. To facilitate secure communications between terminals 12 belonging to different groups, the FAD 66 in each terminal stores a table of terminal identification numbers corresponding to those terminals 12 with which that particular terminal is permitted to communicate. As described below, the TDMA overhead bytes 116 in the header 106 of a burst 98 comprises bits for specifying a terminal identifier which uniquely identifies a terminal 12 within the system 10. Thus, when a burst is received via satellite 14 and demodulated, the FAD 66 performs a table look-up operation to determine if the burst is from a sending terminal 12 that is in the same group as the receiving terminal 12, or is from the terminal 12 currently operating as the MT.

[0030] The burst plan is stored in each terminal 12 for controlling the creation and output of TDMA bursts. Data in a burst from a group member is retained by a terminal 12 for further processing by the FAD 66. Data in a burst from a terminal 12 outside the receiving terminal’s group is discarded.

[0031] The FAD 66 assembles the fragments in the payloads 108 of bursts retained by the terminal 12 into the frames from which the fragments were derived using fragmentation overhead bytes. The fragmentation overhead bytes are described in further detail below in connection with Fig. 7. Incomplete frames are discarded, and an error report is generated by the FAD 66 for use by the NMC 13. Each complete frame contains an address, whose form is dependent upon the nature of the frame, as stated previously. In accordance with a second level of filtering, the address is analyzed to determine if it is associated with one of the communications ports 40 attached to the terminal 12. If so, the frame is forwarded by the FAD 66 to the appropriate Frame Handler module (FHM) 64. If the address is not associated with one of the communication ports 40 or the NMM 78 (Fig. 4), the frame is discarded. The FHM 64, using priority queuing, transmits the frame to the appropriate communications port 40. For example, a frame containing time critical information such as voice or video is transmitted to the appropriate port 40 before a frame containing, for example, data that is not time critical. The FHM 64 records statistics regarding the volume of data transmitted by a virtual circuit and a port which are also used by the NMC 13.

[0032] Referring to Fig. 4, a network management module (NMM) 78 is connected to the FAD 66 in the PCD 52 of each terminal 12 to provide monitoring, control and accounting functions. The NMM 78 communicates with the NMC 13, which is usually remotely located. Each terminal 12 in a system 10 is preferably managed by the same NMC 13. The NMC 13 preferably uses the Simple Network Management Protocol (SNMP) to communicate with the terminals 12. Communications can be effected over the TDMA link 16, with the NMC 13 operating as one of the terminals 12 in the system 10, or can be effected by a dial-up telephone call over the Public Switched Telephone Network (PSTN).

[0033] The NMM 78 receives commands and inquiries from the NMC 13 and transmits messages to the NMC 13. Commands are used to change the state of the system 10 and the terminal 12. For example, one such command can change the value of the CIR at the terminal 12. The NMM 78 decodes the command and sends it to the TMC 76 of that terminal 12, which creates a request for the bandwidth needed to satisfy the CIR. The TMC 76 inserts the request into a portion of the payload reserved for requests for transmission in the next burst allocated to the terminal 12.

[0034] With reference to Figs. 1 and 4, the NMM 78 in each terminal 12 collects statistics based on the error messages and traffic reports generated by the NMMs 78 in other terminals 12, and periodically transmits statistics reports to the NMC 13 via the GT. The GT can be the same terminal 12 as the MT, or it can be a different terminal. The NMM 54 in each terminal 12 can also receive commands and inquiries from a local personal computer (PC) to facilitate system checkout by an onsite technician.

[0035] The NMM 78 performs the monitor and control functions for the terminal 12 components shown in Fig. 4 via software modules called agents. Each function or duty executed by the NMM 78 is defined in an agent. For example, agents are provided to support device monitor and control functions such as collecting status, configure and set parameters for the TDMA modem 54 and the RFT unit 56, configuring port 40 speed and routing tables, collecting alarms, resetting the NMM 78 microcontroller and collecting statistics from the PCD 52, and monitoring and controlling customer equipment connected to the terminal 12. The NMM 78 also supports download loads of new software from the NMC 13.

[0036] With reference to Fig. 3, the PCD 52 preferably comprises of number of central processing unit (CPU) boards (not shown). Each CPU board supports different functions. In accordance with an embodiment of the present invention, the frame relay Frame Handler module 42 is supported by a communications CPU board with at least 2.5 Megabytes (M) of digital memory (i.e., 2M for storing incoming and outgoing data streams or bursts, 256 kilobytes (K) for storing downloaded software, and configuration and control data, and 128K for resident software). Other CPU boards support
fragment assembly and disassembly, burst buffer assembly and so on. The functions of the CPU boards can vary from implementation to implementation.

The TDMA modem 54 comprises a modulator for modulating a burst onto an intermediate carrier frequency (e.g., 70 Mhz or L-band). QPSK modulation is preferably used, and FEC rates such as R1/2, R3/4 can be selected. The RFT unit 56 comprises an up converter for converting the burst to a satellite carrier in the C-band or Ku-band. In addition, the RFT unit 56 comprises a down converter for converting signals received from the satellite (e.g., 950-1450 Mhz or 11.45-11.95 Gigahertz (Ghz) signals) into the intermediate carrier signal (e.g., 70 Mhz or L-band). The TDMA modem 54 also comprises a demodulator that demodulates a TDMA frame from the intermediate frequency carrier and provides the TDMA frame to a PCD port for storage in an incoming data queue 65.

The burst plan described below operates using a single carrier to transmit bursts. In accordance with another embodiment of the present invention, the burst plan can be expanded in the space domain. A modem can be provided at each terminal 12 to tune to multiple carriers located across the entire satellite link 16. This provides an advantage over single carrier systems by increasing the total TDMA bandwidth available for a system 10, without having to increase carrier bit rate.

The operation of the PCD 52, and the terminal 12 operating as the MT, when implementing the burst plan and the fragmentation protocol will be described with reference to Figs. 6 and 7. A TDMA frame 96, as shown in Fig. 6, shall be distinguished from a burst 98 (Fig. 7).

The basic unit of time in a TDMA frame 96 is a time slot 99 for carrying network control information or user application data. The duration of a slot 99 can be chosen for the system 10 and stored as a variable network parameter at the NMC 13 (see Table I). In one embodiment of the invention, the length of an individual slot 99 remains constant during network operation, but can be changed by a network management action. The new value for the parameter can be downloaded, for example, from the NMC 13 to each terminal 12 via the satellite link 16, and the system 10 reinitialized to operate in accordance with slots 99 having a new duration.

A selected number of slots 99 constitute a TDMA frame 96 and this number is also stored as a network parameter at the NMC 13 and incorporated into the PCD 52 program code at each terminal 12. A TDMA frame 96 comprises a small fixed assignment subframe 100 and a larger dynamic assignment subframe 102, as shown in Fig. 6. Alternatively, the fixed assignment subframe 100 can be placed before the dynamic assignment subframe 102 in a TDMA frame 96. In the fixed assignment subframe 100, the slots 99 are dedicated to respective terminals 12, that is, a terminal 12 is assigned a particular slot 99 in a frame 96 during which to transmit signals to the satellite 14. The number of TDMA frames 96 required for assigning one slot 99 in the subframe 100 to each terminal 12 in a network 10 is called a TDMA superframe 104. The time duration of the superframe 104 determines the longest possible time it takes a terminal 12 to acquire additional bandwidth. In accordance with one embodiment of the present invention, the terminal 12 operating as the MT is allocated one burst in each fixed assignment subframe 100, preferably the first, so that it can transmit the burst plan once per frame time. The other terminals 12 are each preferably assigned at least one burst per superframe 104 in which to send a bandwidth request and/or a payload with data.

Since the burst plan is transmitted from the MT once per frame, and burst requests can be transmitted from the other terminals 12 at least once per superframe, the system 10 is robust. If the most recent burst plan devised by the MT is not successfully received by a terminal 12, the terminal 12 steps transmission for a relatively short period of time (i.e., typically only the duration of one frame) until the next burst plan is received. Similarly, if transmission of a bandwidth request from a terminal 12 is not successful, the terminal 12 operates with what perhaps is not an optimal amount of bandwidth for a relatively short period of time, that is, until the terminal 12 can generate another bandwidth request within the next superframe, if not sooner.

In the illustrated example in Fig. 6, there are 45 terminals 12, and the dedicated part 100 of a TDMA frame 96 has 10 slots. Thus, five TDMA frames 96 comprising a total of 500 slots constitute a superframe 104. The dynamic assignment subframe 102 comprises a number of slots 99 designated by a network parameter (e.g., 90 dynamically assignable slots per frame) which can be changed. The terminals 12 can acquire these slots 99 by requests sent to the terminal 12 operating as the MT.

With reference to Fig. 7, a burst 98 generated by a terminal 12 comprises overhead bytes 106 and a payload 108, as shown. Following guard bytes 110 and a preamble 112, a burst 98 contains a unique word 114 which supports the synchronization process, TDMA overhead bytes 116 to transmit bandwidth requests, and fragmentation overhead bytes 118. The TDMA overhead bytes preferably comprise the following data:

<table>
<thead>
<tr>
<th>Field</th>
<th>Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terminal identifier</td>
<td>8</td>
</tr>
<tr>
<td>Master flag indicator</td>
<td>1</td>
</tr>
<tr>
<td>Indication for data/burst plan</td>
<td>1</td>
</tr>
<tr>
<td>Stream request</td>
<td>8</td>
</tr>
<tr>
<td>Queue request</td>
<td>8</td>
</tr>
</tbody>
</table>
In accordance with an embodiment of the invention, bandwidth is typically returned associated with permanent throughput. The released bandwidth is returned to the releasing terminal when the allocated to other terminals. This release of bandwidth is in contrast with the permanent retention of bandwidth. The terminal releases the bandwidth when it is not needed so that the bandwidth can be associated with the MT. The MT broadcasts the burst plan to all other terminals once per frame. The system, however, can generate a request for more bandwidth based on the detection of a voice call, the detection of an outgoing data service which releases bandwidth that is not being used, as described below. A terminal acquires its permanent service class or priority is based on the port or the permanent virtual circuit from which the frame was received. Accordingly, when payloads are received at the receiving terminal, the fragments are placed in priority queues by the FAD in accordance with their service class, and subsequently into the frames from which they were derived, using the fragment length and frame position information.

Frames in the payload are fragmented to ensure that the burst payload can be efficiently packed (i.e., the payload contains as few null characters as possible), and to prevent oversized fragments from delaying transmission of higher priority fragments such as voice. The fragment size is a system parameter, and is typically set at 64 or 128 bytes.

The burst rate associated with a terminal determines its collective throughput to the other terminals in the system. Thus, the more bursts a terminal transmits per second, the higher the throughput. This is illustrated by the following example. Assuming a terminal has a 64 kbps CIR, a burst payload consists of 200 bytes or 1600 bits per burst. The terminal is guaranteed the ability to use 40 of these bursts per second for transmitting voice, video and/or data from its user access devices. A terminal with a larger CIR such as 256 kbps is able to transmit 160 bursts of the 955 burst per second capacity of the system. The 40 bursts per second rate transmission guaranteed to the terminal with the 64 kbps CIR does not necessarily occur in one TDMA frame but can be spread among several TDMA frames. For example, the terminal operating as the MT can allocate 8 bursts per frame in each of the five frames of a TDMA superframe to allow the terminal with the 64 kbps CIR to transmit its 40 bursts. Alternatively, the MT can transmit 20 of the 40 bursts each 0.5 seconds or 20 bursts per second. The assignment of bursts within a TDMA frame is determined by the burst plan. The burst plan is based on the collective needs of the terminals in the system. Thus, the burst plan is dynamic, that is, a terminal can request more slots during which to transmit bursts if more bandwidth is required. A terminal can generate a request for more bandwidth based on the detection of a voice call, the detection of an outgoing data queue of data frames awaiting transmission whose size exceeds a threshold, or the receipt of a command from the NMC. As stated previously, the burst plan is preferably implemented by one of the terminals which is designated to be the MT. The MT broadcasts the burst plan to all other terminals once per frame. The system, however, can operate under distributed and decentralized control, as described in further detail below.

The bandwidth reservation process determines how the slots in the dynamic assignment subframe are allocated among the requesting terminals. This process, which takes place once per frame, is based on requests for two types of bandwidth, that is, permanent throughput and guaranteed throughput.

Permanent throughput of a terminal is the transmission capacity provided by the number of slots per frame which the terminal has permanently reserved, that is, the slots cannot be reassigned unless the terminal releases them. Permanent throughput is preferably dimensioned such that all non-jitter-tolerant applications are covered. These applications include voice, video and the enhanced CIR (ECIR) for virtual circuits. The ECIR is a premium service which assures that the required bandwidth is always available, in distinction to the conventional CIR service which releases bandwidth that is not being used, as described below. A terminal acquires its permanent throughput by issuing a stream request to the terminal operating as the MT.

Guaranteed throughput supports conventional CIRs, that is, a terminal is assured a specified amount of bandwidth. The terminal, however, releases the bandwidth when it is not needed so that the bandwidth can be allocated to other terminals. This release of bandwidth is in contrast with the permanent retention of bandwidth associated with permanent throughput. The released bandwidth is returned to the releasing terminal when the releasing terminal needs it. In accordance with an embodiment of the invention, bandwidth is typically returned...
The sum of the guaranteed and the permanent throughputs of all terminals 12 in the system 10 preferably does not exceed the channel or carrier capacity. By entering an associated parameter, a network manager can set the limit for the total channel capacity available for guaranteed and permanent throughput below the maximum channel capacity. A list of guaranteed throughput for every terminal 12 in the system 10 is stored at the MT.

Permanent throughput is assigned in discrete increments (i.e., stream units), depending on the selected size of the slot 99 and length of the frame 96. A given slot 99 size and frame 96 length together result in a certain data rate per slot 99 assignment. If, for instance, one slot 99 contains 200 bytes of user data, and the frame 96 length is 100 ms, then 2000 byte/s or 16 kbit/s can be carried by one slot 99 per frame 96. This value (i.e., streams.per.slot in Table I) is selected by the network manager or operator. A value of 4 in the above example results in a stream unit of 4 kbit/s.

Dynamic throughput is assigned based on the cumulative traffic requests made by the terminals 12. Based on these requests, the terminal 12 operating as the MT creates a burst plan for the TDMA frame 96, in which each slot 99 is associated with one terminal 12, and the slot is classified as either a stream slot, a guaranteed slot, a preemptable slot or a free slot. A stream slot provides a constant throughput for real-time applications, such as voice and video, or for an enhanced CIR. The MT preferably assigns stream slots to the terminals 12 for transmitting real-time data before assigning slots for transmitting less time-sensitive data. A guaranteed slot provides a guaranteed minimum throughput, which can be 0 kbps, corresponding to a CIR. When a terminal 12 is assigned the required number of slots to empty its queue 63, provided the terminal 12 does not exceed its guaranteed throughput, the slots are designated as guaranteed slots. These guaranteed slots cannot be preempted until the slots are released by the terminal 12. A preemptable slot, if available, is assigned to a terminal 12 which has a demand that exceeds its CIR or ECIR. Preemptable slots can be reassigned by the MT in later frames, if needed, to satisfy requests for stream and guaranteed slots made by other terminals 12. Free slots are the slots which remain after the other three types of slots have been assigned.

Free slots are preferably assigned equitably to terminals, that is, the MT sequentially provides each terminal 12 with an opportunity to use a number of the free slots. Assigning free slots to terminals 12 is advantageous because it improves terminal access time for making bandwidth requests and minimizes the time delay in acquiring new bandwidth. These free slots can be reassigned by the MT in later frames, if needed, to satisfy requests for stream slots and guaranteed slots, and requests beyond the CIR or ECIR assigned to a terminal 12. In accordance with alternative embodiments, the MT can assign free slots to terminals 12 in proportion to their current number of assigned slots, or in inverse proportion to their current number of assigned slots.

The number of guaranteed slots together with the number of stream slots preferably cannot exceed the number of slots in the dynamic assignment subframe 102. Requests for additional stream slots or guaranteed slots that exceed this limit are rejected by the terminal 12 operating as the MT.

In accordance with the software provided in each terminal 12 for generating a burst plan when that terminal 12 is designated to be the MT, a terminal 12 operating as an MT first assigns as many slots to each terminal 12 as required to empty that terminal's outgoing data queue 63 within one TDMA frame 96. At a minimum, the guaranteed slots are assigned. If the queue 63 length is greater than the number of guaranteed slots, free slots are also assigned. If there are not enough free slots to satisfy the totality of requests made by the terminals 12, the MT assigns the available free slots, as well as preemptable slots on a pro rata basis, in proportion to the queue length of each terminal 12.

The burst plan is preferably transmitted in a burst 98 generated by the terminal 12 operating as the MT during the first slot 99 of the fixed assignment subframe 100 of every TDMA frame 96. The payload 108 of the burst containing the burst plan can be formatted, for example, to have one or more bytes corresponding to each slot 99 in the dynamic assignment subframe 102 which are arranged sequentially. These byte(s) comprise the terminal identification number of the terminal 12 to which the slot is assigned, and a number of bits to identify the classification of the slot (i.e., whether or not it is a stream slot, a guaranteed slot, a preemptable slot or a free slot). The TDMA overhead bytes 116 in the header 106 of the burst 98 containing the burst plan comprises master flag and data/burst plan bits to indicate that the burst is from the terminal 12 designated as the MT, is intended for use by all of the other terminals 12, and contains the burst plan. Thus, when the other terminals receive the burst with the burst plan, the terminals can store the burst plan. The new burst plan is executed N frames after its transmission from the MT, where N is sufficient large to cover the burst plan. The new burst plan is executed N frames after its transmission from the MT, where N is sufficient large to cover the burst plan. Thus, when the other terminals receive the burst with the burst plan, the terminals can store the burst plan. The new burst plan is executed N frames after its transmission from the MT, where N is sufficient large to cover the burst plan.

Bandwidth request messages sent by the terminals 12 and burst plans transmitted by the terminal 12 designated as the MT are supported by a cyclical redundancy check (CRC). Thus, the receiving terminal 12 can determine whether or not the transmission was error free. If an error occurred, the request or burst plan message is ignored. Because a terminal 12 can transmit bandwidth request and release messages at each burst 98, it is not necessary for the sending terminal 12 to be specifically aware of the MT having not received its message. The impact of a lost bandwidth message is minimal since a new bandwidth message is transmitted in the next burst 98 assigned to that terminal 12. Since the complete burst plan is transmitted by the MT in every TDMA frame 96, the impact of a lost burst plan is temporary, that is, usually only one frame 96 time. However, if a terminal 12 does not receive a burst plan
correctly, it ceases transmission for one frame to eliminate the possibility that it will transmit a burst at the wrong time.

[0061] The terminal 12 designated as the MT monitors when the other terminals 12 became inactive, among other functions. If, after a specified number of frames 96, no burst 98 from a terminal 12 is received, the terminal 12 is declared to be malfunctioning and its reserved slots 99 are released for use by other terminals 12.

[0062] The significant parameters used in the generation of a burst plan are listed below. The type of each parameter is indicated according to the following categories: selectable by the operator (sel); derived from selected parameters (der); changes dynamically during runtime (run); a parameter used by the terminal 12 operating as the manager terminal (mgr); a network parameter that is the same for every terminal 12 in the system or network 10 (net); and a terminal 12 parameter that is unique to a particular terminal or earth station (sta). In addition, Table I indicates for each parameter whether or not it is a management information base (MIB) parameter (i.e., readable only (r), readable/writable (r/w), or is not a MIB parameter at all (no)), and whether or not the parameter needs to be initialized from a parameter file (yes/no). A MIB is preferably stored at each terminal 12. Some parameters, which are noted in parentheses, are elements of a list which uses the terminal identifier described above in connection with the TDMA overhead bytes 116 as an index.

---

**TABLE I**

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Type</th>
<th>MIB</th>
<th>Init</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>network.size</td>
<td>sel/mgr</td>
<td>r/w</td>
<td>yes</td>
<td>number of terminals 12 in the network 10</td>
</tr>
<tr>
<td>2</td>
<td>frame.length</td>
<td>sel/mgr</td>
<td>r/w</td>
<td>yes</td>
<td>number of slots 99 per frame 96</td>
</tr>
<tr>
<td>3</td>
<td>super.frame</td>
<td>sel/mgr</td>
<td>r/w</td>
<td>yes</td>
<td>number of frames 96 per superframe 104</td>
</tr>
<tr>
<td>4</td>
<td>stream.max</td>
<td>sel/mgr</td>
<td>r</td>
<td>yes</td>
<td>maximum number of stream slots per frame 96</td>
</tr>
<tr>
<td>5</td>
<td>guar.thrp</td>
<td>sel/mgr</td>
<td>r</td>
<td>yes</td>
<td>guaranteed throughput of each terminal 12 (slots 99 per frame 96)</td>
</tr>
<tr>
<td>6</td>
<td>packet.length</td>
<td>sel/net</td>
<td>r</td>
<td>yes</td>
<td>slot 99 length expressed in number of user bytes</td>
</tr>
<tr>
<td>7</td>
<td>streams.per. slot</td>
<td>sel/net</td>
<td>r</td>
<td>yes</td>
<td>number of stream units per slot</td>
</tr>
<tr>
<td>8</td>
<td>modulation</td>
<td>sel/net</td>
<td>r</td>
<td>yes</td>
<td>BPSK or QPSK modulation</td>
</tr>
<tr>
<td>9</td>
<td>coded</td>
<td>sel/net</td>
<td>r</td>
<td>yes</td>
<td>forward error correction</td>
</tr>
<tr>
<td>10</td>
<td>data.rate</td>
<td>sel/net</td>
<td>r</td>
<td>yes</td>
<td>user data rate</td>
</tr>
<tr>
<td>11</td>
<td>unique.word</td>
<td>sel/net</td>
<td>r</td>
<td>yes</td>
<td>unique word</td>
</tr>
<tr>
<td>12</td>
<td>assemble.delay</td>
<td>sel/net</td>
<td>r</td>
<td>yes</td>
<td>time span to announce slot before transmission</td>
</tr>
<tr>
<td>13</td>
<td>MCT</td>
<td>sel/sta</td>
<td>r/w</td>
<td>yes</td>
<td>selects MT role</td>
</tr>
<tr>
<td>14</td>
<td>own.address</td>
<td>sel/sta</td>
<td>r/w</td>
<td>yes</td>
<td>own station address</td>
</tr>
<tr>
<td>15</td>
<td>rtt</td>
<td>sel/sta</td>
<td>r</td>
<td>yes</td>
<td>satellite 14 round trip time</td>
</tr>
<tr>
<td>16</td>
<td>uw.threshold</td>
<td>sel/sta</td>
<td>r/w</td>
<td>yes</td>
<td>unique word detection threshold</td>
</tr>
<tr>
<td>17</td>
<td>slot.empty.th</td>
<td>sel/sta</td>
<td>r/w</td>
<td>yes</td>
<td>slot 99 empty threshold</td>
</tr>
<tr>
<td>18</td>
<td>fix.ass. subframe</td>
<td>der/mgr</td>
<td>r</td>
<td>no</td>
<td>number of slots 99 per fixed assignment subframe 100</td>
</tr>
<tr>
<td>19</td>
<td>dyn.ass. subframe</td>
<td>der/mgr</td>
<td>r</td>
<td>no</td>
<td>number of slots 99 per dynamic assignment subframe 102</td>
</tr>
<tr>
<td>20</td>
<td>guar.thrp.tot</td>
<td>der/mgr</td>
<td>r</td>
<td>no</td>
<td>total sum of guaranteed throughput (slots per frame)</td>
</tr>
<tr>
<td>21</td>
<td>busy.tot</td>
<td>der/mgr</td>
<td>r</td>
<td>no</td>
<td>total sum of reserved slots per frame 96</td>
</tr>
<tr>
<td>22</td>
<td>tx.rx.delay</td>
<td>der/net</td>
<td>r</td>
<td>no</td>
<td>number of frames 96 between transmission of burst plan and transmission of corresponding frame 96</td>
</tr>
<tr>
<td>23</td>
<td>slot.length</td>
<td>der/net</td>
<td>r</td>
<td>no</td>
<td>slot length expressed in fs</td>
</tr>
<tr>
<td>24</td>
<td>data.rate. data_rate. per.slot</td>
<td>der/net</td>
<td>r</td>
<td>no</td>
<td>data rate per slot assignment</td>
</tr>
<tr>
<td>25</td>
<td>actual.thrp</td>
<td>run/mgr</td>
<td>r</td>
<td>no</td>
<td>number of slots currently reserved by each terminal 12</td>
</tr>
<tr>
<td>26</td>
<td>stream.slots</td>
<td>run/mgr</td>
<td>r</td>
<td>no</td>
<td>current number of stream slots per terminal 12</td>
</tr>
<tr>
<td>27</td>
<td>site.up</td>
<td>run/sta</td>
<td>r</td>
<td>no</td>
<td>status of terminal 12 (up / down)</td>
</tr>
<tr>
<td>28</td>
<td>queue.length</td>
<td>run/sta</td>
<td>no</td>
<td>no</td>
<td>current length of data queues 63</td>
</tr>
<tr>
<td>29</td>
<td>crc.error</td>
<td>run/sta</td>
<td>r</td>
<td>no</td>
<td>header CRC error</td>
</tr>
<tr>
<td>30</td>
<td>slot.synch</td>
<td>run/sta</td>
<td>r</td>
<td>no</td>
<td>slot synchronization acquired / lost</td>
</tr>
</tbody>
</table>
As mentioned previously, the slot 99 assignment procedure and scheduling for the next transmit frame 96 is performed by the terminal 12 currently operating as the MT; however, in an alternative embodiment of the present invention, the slot assignment procedure can be performed under distributed and decentralized control by each terminal 12. Bandwidth messages with requests for additional bandwidth, releases of slots and data queue information are broadcast by each terminal 12 to all other terminals 12. Each terminal 12 determines the burst plan. The burst or transmission plan is processed by the PCD 52 in each terminal 12 frame-by-frame, that is, one complete received frame 96 is evaluated and, based on this information, the next frame 96 to be transmitted is computed. Every terminal 12 preferably applies the same rules as described above such that all of the terminals 12 create the same burst plan, provided they receive the same information (i.e., no byte errors occur).

If a terminal 12 in a distributed and decentralized control-type system receives a burst with an error in the portion containing a request, or a terminal 12 has completely failed to detect a burst 98 in a slot 99 which is assumed to be not empty, then the terminal 12 is potentially out of synchronization. There is an uncertainty period of one satellite delay. After this time period, the terminal 12 detects whether it has missed slot requests or releases and adjusts its scheduling, accordingly. During this uncertainty period, the terminal 12 which has missed reservation information could cause data collisions amongst slots 99 in a frame 96. Collisions are minimized by the terminal 12 indicating in its header 106 whether or not it transmitted a slot reservation change in its previous slot. If a terminal 12 misses a burst and receives the next burst from the related terminal 12 correctly, it can at least determine whether it has missed a reservation change. As a consequence, the terminal 12 refrains from transmitting those slots which may cause data collision. Collisions generally only occur in slots for which the terminal 12 has no reservation, or has made reservations which have been received during the time the terminal 12 is out of synchronization.

In accordance with the illustrated embodiment, every terminal 12 has the software necessary to operate as the MT when designated to do so. The software designates which of the terminals 12 is to be the MT in accordance with a rule such as, for example, designating the terminal 12 with the lowest terminal identifier to be the MT. If the terminal 12 with the next highest terminal identifier does not receive bursts from the MT after a predetermined period of time has elapsed, this other terminal 12 assumes the role of MT by broadcasting a message to all of the terminals 12. The terminal 12 formerly operating as the MT can send a message acknowledging the terminal 12 currently operating as the MT, and synchronize to this terminal, provided the old terminal 12 is still functional.

The system 10 is advantageous because it employs statistical multiplexing within each terminal 12 and between terminals 12 to provide cost effective sharing of the satellite link 16. The burst buffer 68 in each terminal 12 allows bandwidth sharing within a terminal 12. All data streams share the burst buffer 68 regardless of whether they contain voice, video or data. As stated previously, the system 10 uses a priority scheme to fill the burst buffer 68 to capacity as much as possible. Statistical multiplexing occurs within a terminal 12 because not all permanent virtual circuits (PVCs) and voice calls are constantly busy. Thus, the system 10 uses silence intervals in voice conversations, which are detected by the voice multiplexer 62, to transmit lower priority data packets, thereby increasing the effective bandwidth available for data. The system 10 also takes advantage of the bursty nature of data in a multi-LAN environment. A terminal 12 can multiplex data from one Ethernet LAN and a number of router-based LANs. The data frames can, in turn, be statistically multiplexed with voice frames in the burst buffer 68.

Bandwidth sharing also occurs among terminals 12 since a common pool of network bandwidth potentially available for use by every terminal 12 is maintained by the terminal designated to be the burst plan manager terminal. A terminal 12 uses virtual circuits of differing data rates and quality of service to support voice, including analog facsimile, video and data applications. A terminal provides the capability to assign a fixed and guaranteed bandwidth (i.e., a CIR) to a PVC, port 40 or a terminal 12. The PVC CIR is analogous to the CIR service offered by terrestrial providers. It defines bandwidth available on a point-to-point connection defined by the PVC. The only limit to achieving throughput equal to the CIR is the capability of the receiving user applications to support the data rate.

Port and terminal CIRs are distinguished from a conventional PVC CIR in that they define point-to-multipoint throughput. The port CIR is a guaranteed bandwidth from the port 40 of a terminal 12 to any set of compatible ports 40 in the system 10. A terminal CIR is a guaranteed bandwidth from a terminal 12 to any set of terminals 12 in the

### BURST PLAN PARAMETERS

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Type</th>
<th>MIB</th>
<th>Init</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>frame.synch</td>
<td>run/sta</td>
<td>r</td>
<td>no</td>
<td>frame synchronization acquired / lost</td>
</tr>
<tr>
<td>32</td>
<td>myself.heard</td>
<td>run/sta</td>
<td>r</td>
<td>no</td>
<td>own bursts received</td>
</tr>
<tr>
<td>33</td>
<td>dispatcher. slow</td>
<td>run/sta</td>
<td>r</td>
<td>no</td>
<td>dispatcher failed to respond within assemble.delay</td>
</tr>
<tr>
<td>34</td>
<td>tx.mod.slow</td>
<td>run/sta</td>
<td>r</td>
<td>no</td>
<td>burst late for transmission</td>
</tr>
<tr>
<td>35</td>
<td>rx.mod.slow</td>
<td>run/sta</td>
<td>r</td>
<td>no</td>
<td>receiver too slow</td>
</tr>
</tbody>
</table>
system 10. As with the PVC CIR, the collective recipients of the data need to be capable of receiving data at the transmitted rates. CIRs are typically available between 16 Kbps and 512 Kbps. A terminal CIR is offered at two levels of quality of service. A standard terminal CIR guarantees that bandwidth is available when needed, but is released when not needed. The released bandwidth is available for use by other terminals 12. The enhanced CIR (ECIR) guarantees bandwidth to always be available whether the user needs it or not. The ECIR service is useful for applications in which no delay or delay variation can be tolerated.

[0069] A terminal 12 with relatively low bandwidth demand can release its bandwidth for use by other terminals 12 requiring more capacity. If standard CIR service is used, even the bandwidth associated with a constant bit rate (CBR) service can be released to the common pool maintained by the terminal 12 operating as the MT if the CBR service terminal 12 is not using the bandwidth. In such cases, a terminal 12 with lower priority, but momentarily demanding throughput needs, can borrow the bandwidth from the common pool. The borrowed bandwidth is subsequently returned to the lending terminal 12 when needed. Thus, a user can achieve higher burst rates without having to pay for a CBR service equal to the desired burst rate.

[0070] Each terminal 12 in the system 10 employs the fragmentation protocol and burst plan described above, as well as the PVC, port and terminal CIRs, to control the access of user access devices 42 to the satellite link 16. For example, three users 174, 176 and 178 in Fig. 8 can purchase 64 kbps CBR service, 32 kbps CBR service and 32 kbps CBR service, respectively. The users can be connected to three respective terminal ports 180, 182 and 184 using, for example, 256 kbps physical links. The terminal CIR for the terminal can be 128 kbps for illustrative purposes. The PCD 52 in the terminal 12 controls the access of these users to the satellite link 16 via their respective ports. If the user 174 needs additional bandwidth beyond its 64 kbps CIR, the terminal 12 can allow the user 174 to transmit bursts at 128 kbps because of its ability to ensure that the other input generators (i.e., users 176 and 178) do not transmit bursts at the same time. This function of the system 10 is advantageous over conventional frame relay systems which are not able to prevent congestion when users require greater bandwidth. When the user 174 transmits more than the conventional, assigned PVC CIR in a conventional frame relay system, the user can receive congestion flags in return packets indicating data was lost due to congestion created by other users’ demands on the network.

[0071] In accordance with yet another aspect of the present invention, a billing procedure is used to bill users for voice or video based on the number of minutes on a PVC, for data based on the number of bytes actually sent over the subscribed information rate, as well as for the basic fee for the subscribed rate. Further, the system 10 provides users with a number of different services including a CIR, an ECIR, an excess information rate (EIR), an available bit rate (ABR), also known as a Zero CIR, a scheduled CIR, and a scheduled ECIR, although other services can be offered.

[0072] As stated previously, CIR service guarantees a user a fixed data rate to transmit information via a terminal 12 over the satellite link 16 at all times. The CIR can be allocated to the terminal 12 itself, to the port 40 to which the user access device 42 is connected, or to the PVC the user uses to communicate with the terminal 12. The user pays a CIR service fee based on the data rate. An EIR service can be purchased to obtain additional bandwidth to transmit traffic in excess of the CIR, subject to the availability of bandwidth within the system 10 as determined by the burst plan. Excess traffic is billed by the number of excess traffic bytes transmitted, in addition to the CIR service fee. The definition of excess traffic can be set as a system parameter, identifying the time frame over which the EIR measurement is made.

[0073] Voice and video can be transmitted over the satellite link 16 via a terminal 12. Unlike known frame relay systems, the system 10 accommodates voice within the CIR. The user is billed a fixed price for the CIR. The system 10 does not assign bandwidth outside of the terminal CIR to accommodate telephone calls. In all cases generally, a voice data stream is given priority over data, an advantage not available in known frame relay systems which use voice multiplexers connected to the frame relay and do not give voice data streams priority.

[0074] Video channels typically require 64 to 384 Kbps. In the system 10, video can be provided over the satellite link 16 via a PVC, port 40 or terminal 12 with sufficient ECIR to ensure that video quality is preserved. Video channel services can also be provided as a scheduled ECIR service. Unlike terrestrial systems, the system does not require additional bandwidth to support multi-party video conferences. The inherent broadcast nature of the satellite 14 enables the data stream from each party to be seen by each other party in the system 10. There is no need to replicate the data stream, or to use a multiparty conferencing unit (MCU), as is necessary in more conventional implementations of video conferencing.

[0075] If the user selects an ABR, the user is not guaranteed any bandwidth on the system 10, that is, the requested data rate is allocated based on the availability of network bandwidth. The terminal 12 operating as the MT is programmed to provide an ABR service user with the requested bandwidth, or at least part of it, within a predetermined time period. The user is billed by the number of bytes which were actually transmitted through the network. This data service is also called a Zero-CIR service. Billing rates can be established on a time of day or other basis, incorporating volume discounts.

[0076] A billing system 190 for the system 10 comprises a customer database 192 for storing customer account information, rate tables 194 to store standard and special rate information, call detail records (CDR) files 196 and a
5 portion 216 of an invoice for voice channel identifies the voice channel using an identification number for a multiplexer
10 Ethernet port is identified by its NUI, and terminal and port identification numbers. As shown in Fig. 12, the usage
15 shown in Fig. 11. The usage portion 214 of an invoice for an Ethernet port is similar to that of a frame relay PVC. The
20 and EIR details such as date, prime and non-prime hour kilo- characters sent, as well as prime and non-prime hour
25 number, interface port and DLCI), the subscribed CIR service, the CIR price calculated according to the CIR rate tables
30 according to the block of kilo-characters (Kchar) transmitted provided bandwidth was available. For example, EIR rates
35 for a 9.6 Kbps CIR differ from that of a T1 CIR for the same amount of access bandwidth used. The access bandwidth
40 is billed based on blocks of kilo-characters. The EIR rates also take into account the time of day (i.e., prime and non-
45 prime hours). Video services are specified on a bill in terms of minutes and factor in time of day. Customized rate tables
50 can be created by operators to accommodate operating costs in different countries or to extend advantages to preferred
55 customers. Customized rate tables reflecting promotional rates can also be used in lieu of default rate tables.

0078] Regarding the billing system 190, the customer database 192 is a repository for maintaining customer account
5 information including general account information, such as customer name, address, customer contact and other in-
10 formation regarding preferred language and currency, customer network configuration information and subscription
15 information. A customer network generally comprises two or more terminals 12, and each terminal 12 therein is con-
20 figured with several user access ports 40 (e.g., voice, video, frame relay, asynchronous/synchronous data and Ether-
25 net). A user access port 40 is preferably uniquely identified by a network user identifier (NUI). The NUI can be an end
30 point of a PVC identified by a terminal identification number, a port identification number and, for example, a data link
35 connection identifier (DLCI), an Ethernet port identified by the terminal and port identification numbers, or a voice or
data port identified by terminal, port and multiplexer port identification numbers. Subscription information generally
40 includes services subscribed for by the customer, such as CIR on a PVC, EIR on a PVC, data by bytes on Ethernet, PVC or auxiliary data ports, voice by minutes across a port or terminal or PVC, among other services described above.

0079] The rate tables 194 comprise flat rates, usage rates for voice data and video services, promotional rates and
5 customized rate tables according to countries or customer accounts. Flat rates can include, for example, access fees
10 for a terminal or port, installation fees, maintenance fees, administration fees, or other services for which a flat rate is
15 charged. Rates for voice calls are preferably specified in minutes on a bill. Two sets of rates for voice calls are provided
20 based on the quality of calls such as calls using 8 or 16 Kbps circuits. The rates also vary, depending on whether voice
25 calls are prime or non-prime time calls. Data services are billed by CIR and EIR. Rate tables for CIR services support
30 multiple data rates between 0 Kbps to T1 rates. The EIR rates are based on the CIR as a base price, and then vary
35 according to the block of kilo-characters (Kchar) transmitted provided bandwidth was available. For example, EIR rates
40 for a 9.6 Kbps CIR differ from that of a T1 CIR for the same amount of access bandwidth used. The access bandwidth
45 is billed based on blocks of kilo-characters. The EIR rates also take into account the time of day (i.e., prime and non-
50 prime hours). Video services are specified on a bill in terms of minutes and factor in time of day. Customized rate tables
55 can be created by operators to accommodate operating costs in different countries or to extend advantages to preferred
60 customers. Customized rate tables reflecting promotional rates can also be used in lieu of default rate tables.

0080] The NMC 13 is programmed to collect call accounting data from terminals 12 and to prepare CDRs containing
5 actual network usage information for each user access port 40. CDRs preferably contain source NUI identified using
10 terminal, port and multiplexer port identification numbers, time of day, destination NUI identified by terminal port and
multiplexer port identification numbers, call duration in minutes, as well as number of EIR bytes sent where applicable.
For an Ethernet port, CDRs also contain source NUI identified by terminal and Ethernet port identification numbers,
15 as well as time of day and number of bytes sent.

0081] The billing system 190 uses the customer database 192, the rate tables 194 and the CDR files 196 to generate
5 customer invoices 202. Customer invoices prepared by the network provider or a separate billing services provider
10 preferably comprise a fixed portion and an usage portion. The fixed portion includes recurring access fees based on
15 the number of customer sites and carrier rate, an installation fee, a maintenance fee and any other optional service
20 fee of the provider. The usage portion 212 lists detailed call information for each of the user access ports. For frame
25 relay PVCs, the usage portion of an invoice contains the NUI, source and destination end point identification (e.g., site
30 number, interface port and DLCI), the subscribed CIR service, the CIR price calculated according to the CIR rate tables
35 and EIR details such as date, prime and non-prime hour kilo- characters sent, as well as prime and non-prime hour
40 prices and the total price.

0082] An example of a frame relay portion of an invoice is depicted in Fig. 10. An Ethernet portion on an invoice is
5 shown in Fig. 11. The usage portion 214 of an invoice for an Ethernet port is similar to that of a frame relay PVC. The
10 Ethernet port is identified by its NUI, and terminal and port identification numbers. As shown in Fig. 12, the usage
15 portion 216 of an invoice for voice channel identifies the voice channel using an identification number for a multiplexer
A satellite communication system (10) providing full mesh connectivity among a number of earth terminals (12) via a satellite (14), the earth terminals (12) being connected to user access devices (42) to receive and transmit at least one of voice, video and other data, each of said terminals (12) comprising a processor (52) having a digital memory device and a plurality of ports (40) for connecting to said user access devices (42), said processor (52) being operable to generate bursts (98) using data received from said user access devices (42) for transmission via said satellite (14), and to process data received via the satellite (14) and addressed to one of said user access devices (42) for transmission to said user access device (42); a modem (54) connected to said processor (52) for modulating said bursts (98) onto radio frequency modulated signals and demodulating downlink carrier signals received from said satellite (14); and a radio frequency transceiver (56) connected to said modem (54) for converting said modulated signals to an uplink carrier signal for broadcast to each of said earth terminals (12) via the

Claims

1. A satellite communication system (10) providing full mesh connectivity among a number of earth terminals (12) via a satellite (14), the earth terminals (12) being connected to user access devices (42) to receive and transmit at least one of voice, video and other data, each of said terminals (12) comprising a processor (52) having a digital memory device and a plurality of ports (40) for connecting to said user access devices (42), said processor (52) being operable to generate bursts (98) using data received from said user access devices (42) for transmission via said satellite (14), and to process data received via the satellite (14) and addressed to one of said user access devices (42) for transmission to said user access device (42); a modem (54) connected to said processor (52) for modulating said bursts (98) onto radio frequency modulated signals and demodulating downlink carrier signals received from said satellite (14); and a radio frequency transceiver (56) connected to said modem (54) for converting said modulated signals to an uplink carrier signal for broadcast to each of said earth terminals (12) via the
A satellite communication system (10) as claimed in claim 1, wherein one of said terminals (12) is programmable to operate as a manager terminal and the remaining ones of said terminals (12) are each programmable to generate and transmit bandwidth messages to said manager terminal relating to the bandwidth required by said terminal, said manager terminal being programmed to generate said burst plan for assigning said slots (99) in said frame (96) to respective ones of said terminals (12) in accordance with said bandwidth messages.

2. A satellite communication system (10) as claimed in claim 1, wherein one of said terminals (12) is programmable to operate as a manager terminal and the remaining ones of said terminals (12) are each programmable to generate and transmit bandwidth messages to said manager terminal relating to the bandwidth required by said terminal, said manager terminal being programmed to generate said burst plan for assigning said slots (99) in said frame (96) to respective ones of said terminals (12) in accordance with said bandwidth messages.

3. A satellite communication system (10) as claimed in claim 1, wherein each of said terminals (12) is programmable to dynamically classify each slot (99) as one of first and second slot classes, said first and second slot classes allowing for at least first and second levels, respectively, of prioritization for assigning said slots (99) to said terminals (12) and wherein said manager terminal is programmable to classify as many of said slots (99) in said first slot class as necessary to transmit said bursts (98) comprising data requiring transmission with minimal delay and wherein said manager terminal is programmable to assign said slots (99) in said second slot class to guarantee a minimum amount of data is transmitted in said frame (96) for corresponding ones of said terminals (12) and wherein said manager terminal is programmable to classify a number of said slots (99) in said frame (96) for corresponding ones of said terminals (12) and wherein said manager terminal is programmable to classify said slots (99) which remain unassigned to said first slot class or said second slot class as free slots and to selectively assign said free slots to said terminals (12) and wherein said manager terminal is programmable to classify said free slots to said terminals (12) in accordance with a method selected from the group consisting of assigning said free slots equally among said terminals (12), assigning said free slots in proportion to said number of said slots currently assigned to each of said terminals (12), and assigning said free slots in inverse proportion to said number of said slots currently assigned to each of said terminals (12).

4. A satellite communication system (10) as claimed in claim 1, wherein said manager terminal is programmable to classify said slots (99) which remain unassigned to said first slot class or said second slot class as free slots and to selectively assign said free slots to said terminals (12) and wherein said manager terminal is programmable to assign said free slots to said terminals (12) in accordance with a method selected from the group consisting of assigning said free slots equally among said terminals (12), assigning said free slots in proportion to said number of said slots currently assigned to each of said terminals (12), and assigning said free slots in inverse proportion to said number of said slots currently assigned to each of said terminals (12).

5. A satellite communication system (10) as claimed in claim 1, wherein said manager terminal is programmable to classify said slots (99) which remain unassigned to said first slot class or said second slot class as free slots and to selectively assign said free slots to said terminals (12) and wherein said manager terminal is programmable to assign said free slots to said terminals (12) in accordance with a method selected from the group consisting of assigning said free slots equally among said terminals (12), assigning said free slots in proportion to said number of said slots currently assigned to each of said terminals (12), and assigning said free slots in inverse proportion to said number of said slots currently assigned to each of said terminals (12).

6. A satellite communication system (10) as claimed in claim 1, wherein said manager terminal is programmable to classify said slots (99) which remain unassigned to said first slot class or said second slot class as free slots and to selectively assign said free slots to said terminals (12) and wherein said manager terminal is programmable to assign said free slots to said terminals (12) in accordance with a method selected from the group consisting of assigning said free slots equally among said terminals (12), assigning said free slots in proportion to said number of said slots currently assigned to each of said terminals (12), and assigning said free slots in inverse proportion to said number of said slots currently assigned to each of said terminals (12).

7. A satellite communication system (10) as claimed in claim 1, wherein said manager terminal is programmable to classify said slots (99) which remain unassigned to said first slot class or said second slot class as free slots and to selectively assign said free slots to said terminals (12) and wherein said manager terminal is programmable to assign said free slots to said terminals (12) in accordance with a method selected from the group consisting of assigning said free slots equally among said terminals (12), assigning said free slots in proportion to said number of said slots currently assigned to each of said terminals (12), and assigning said free slots in inverse proportion to said number of said slots currently assigned to each of said terminals (12).

8. A satellite communication system (10) as claimed in claim 1, wherein said manager terminal is programmable to assign said released slots assigned to a first one of said terminals (12) to a second one of said terminals (12) when said second one of said terminals (12) needs to send data in excess of said guaranteed amount of data.
9. A satellite communication system (10) as claimed in claim 1, wherein data received from respective ones of said user access devices (42) is formatted into frames (96), said processor (52) being programmable to divide said frames into fragments (80) and to place said fragments (80) in different ones of said bursts (98).

10. A satellite communication system (10) as claimed in claim 9, wherein said processor (52) is programmable to prioritize said frames (96) from different ones of said user access devices (42) for placement in said bursts (98), and to generate said bursts (98) by filling said burst (98) with said fragments (80) from said frame (96) having the highest priority before filling in the remainder of said burst (98) with said fragments (80) from said frames (96) having less priority.

11. A method for use in a satellite communications system (10) for providing full mesh connectivity among a number of earth terminals (12) via a satellite link (16), the earth terminals (12) being connected to user access devices (42) to receive and transmit at least one of voice, video and other data, according to claims 1 to 10, characterized by the following steps:

   for dynamically assigning bandwidth on the satellite link (16) to a terminal (12), dividing slots (99) which constitute a time division multiple access frame (96) into a first group of slots and a second group of slots;

   assigning each of said terminals (12) a predetermined number of said slots (99) in said first group of slots to provide a predetermined minimum bandwidth, and reserving a predetermined number of said slots (99) in said second group of slots for dynamic allocation among said terminals (12) in accordance with a burst plan, each of said terminals (12) being operable to generate and transmit bursts (98) in said slots assigned thereto from said slot first group of slots and allocated thereto from said second group of slots such that said slots need not be consecutive within said frame (96);

   assigning each of said terminals (12) a variable number of slots (99) from said second group of slots in said time division multiple access frame (96) in accordance with said burst plan wherein said assigned slots assigned to respective said terminals (12) from said first group of slots and said second group of slots need not be consecutive within said frame (96), each of said terminals (12) being operable to generate and transmit bursts (98) during said assigned slots (99);

   storing said burst plan in a digital memory device in each of said terminals (12);

   monitoring data received from said user input devices (42) connected to said terminals (12) to determine when more bandwidth is needed at each of said terminals (12), each of said terminals (12) being operable to generate bursts (98) to transmit said data via the satellite (14) using said assigned slots (99);

   requesting additional ones of said second group of slots reserved for dynamic allocation for at least one terminal (12) to increase the burst transmission rate thereof when more bandwidth is needed;

   modifying said burst plan to reassign selected ones of said second group of slots reserved for dynamic allocation to said terminal (12); and

   storing said modified burst plan in said digital memory device in each of said terminals (12).

12. A method as claimed in claim 10, wherein each of said terminals (12) comprises data queues (63) for storing said data from said user access devices (42), said monitoring step comprising the step of determining the length of said queues (63).

13. A method as claimed in claim 10, wherein each of said terminals (12) is assigned a committed information rate corresponding to at least one of said terminal, one of a plurality of ports (40) thereon for connecting to said user access devices (42), and a virtual circuit connection associated with one of said plurality of ports (40), said requesting step comprising the step of generating a bandwidth message for requesting bandwidth comprising data relating said committed information rate, the amount of data received at each of said plurality of ports (40), and the type of data, said data type selected from the group consisting of voice, video and data.

14. A method as claimed in claim 10, wherein one of said terminals (12) is a manager terminal, and said requesting step further comprises the steps of generating bandwidth messages at each of said terminals (12), and transmitting
said messages to said manager terminal via the satellite (14), said manager terminal being operable to reassign said slots in said second group of slots in response to said messages.

15. A method of as claimed in claim 10, wherein said modifying step further comprises the step of determining that a portion of the bandwidth for at least one of said terminals (12) is not required.

16. A method as claimed in claim 10, further comprising the steps of generating a message to said manager station from said terminal indicating that a number of said slots are not being used by said terminal, adjusting said burst plan by reassigning said unused slots to other ones of said terminals (12) and transmitting a modified burst plan to said terminals (12) via the satellite link (16).

17. A method as claimed in claim 10, wherein data received from respective ones of said user access devices (42) is formatted into frames (96), and further comprising the steps of: dividing said frames (96) into fragments (80) and placing said fragments (80) in different ones of said bursts (98).

Patentansprüche

1. Satellitenkommunikationssystem (10), das völlig verknüpfte Konnektivität unter einer Anzahl von Erdendgeräten (12) über einen Satelliten (14) bereitstellt, wobei die Erdendgeräte (12) mit Benutzerzugangsgeräten (42) verbunden sind, um mindestens einen der Datentypen Sprach-, Video- und sonstige Daten zu empfangen und zu senden, wobei jedes der Endgeräte (12) umfasst: einen Prozessor (52), der ein digitales Speichergerät und mehrere Ports (40) zum Verbinden mit dem Benutzerzugangsgerät (42) aufweist, wobei der Prozessor (52) betriebsbereit ist, Bursts (98) unter Verwendung von Daten zu generieren, die von den Benutzerzugangsgeräten (42) zur Übertragung über den Satelliten (14) empfangen werden, und Daten, die über den Satelliten (14) empfangen werden und an eines der Benutzerzugangsgeräte (42) adressiert sind, zur Übertragung an das Benutzerzugangsgerät (42) zu verarbeiten; ein Modem (54), das mit dem Prozessor (52) verbunden ist, zum Modulieren der Bursts (98) auf hochfrequenzmodulierte Signale und Demodulieren von Abwärtsrichtungs-Trägersignalen, die vom Satelliten (14) empfangen werden; und einen Hochfrequenz-Sendeempfänger (56), der mit dem Modem (54) verbunden ist, zum Umwandeln der modulierten Signale in ein Aufwärtsrichtungs-Trägersignal zur Rundsendung an jedes der Endgeräte (12) über den Satelliten (14) bzw. zum Umwandeln der Abwärtsrichtungs-Trägersignale in entsprechende modulierte Signale; dadurch gekennzeichnet, dass der Prozessor (52) programierbar ist, die Bursts (98) in mindestens einen von mehreren Zeitschlitzen (99) zu ordnen, wobei der Prozessor (52) programmierbar ist, die Bursts (98) in mindestens einen von mehreren Zeitschlitzen (99) zu ordnen, wobei der Prozessor (52) programmierbar ist,

2. Satellitenkommunikationssystem (10) nach Anspruch 1, wobei eines der Endgeräte (12) programmierbar ist, als ein Leitendgerät zu arbeiten, und die übrigen der Endgeräte (12) jeweils programmierbar sind, Bandbreitenmeldungen bezüglich der Bandbreite, die von dem Endgerät gefordert wird, an das Leitendgerät zu generieren und zu übertragen, wobei das Leitendgerät programmiert ist, den Burstplan zum Zuweisen der Zeitschlitze (99) im Rahmen (96) an jeweilige der Endgeräte (12) basierend auf ihren jeweiligen Bandbreitenanforderungen zugewiesen werden.

3. Satellitenkommunikationssystem (10) nach Anspruch 1, wobei jedes der Endgeräte (12) programmierbar ist, Bandbreitenmeldungen an alle anderen der Endgeräte (12) zu generieren und zu übertragen und den Burstplan zu generieren, um zu ermitteln, welche der Zeitschlitze (99) im Frame (96) dem Endgerät unter Verwendung der Bandbreitenmeldungen von allen der Endgeräte (12) zugewiesen sind, und wobei jedes der Endgeräte (12) programmierbar ist, mit dem Burstplan unter Verwendung der gespeicherten Daten ermittelt wird.

4. Satellitenkommunikationssystem (10) nach Anspruch 2, wobei das Leitendgerät programmierbar ist, jeden Zeitschlitz (99) dynamisch als einen erster und zweiter Zeitschlitzzzlassen zu klassifizieren, wobei die ersten und zwei-

5. Satellitenkommunikationssystem (10) nach Anspruch 2, wobei das Leitendgerät programmierbar ist, einen Zeitschlitzzzlassen mindestens erste bzw. zweite Priorisierungsebenen zum Zuweisen der Zeitschlitze (99) zu
5. Satellitenkommunikationssystem (10) nach Anspruch 4, wobei das Leitendgerät programmierbar ist, die Zeitschlitze (99) zu klassifizieren, die als der ersten Zeitschlitzklasse oder der zweiten Zeitschlitzklasse nicht zugewiesene freie Zeitschlitze verbleiben, und die freien Zeitschlitze den Endgeräten (12) selektiv zuzuweisen, wobei das Leitendgerät programmierbar ist, die freien Zeitschlitze den Endgeräten (12) gemäß einem Verfahren zuzuweisen, das aus der Gruppe ausgewählt wird, die sich zusammensetzt aus: gleichem Zuweisen der freien Zeitschlitze unter den Endgeräten (12), Zuweisen der freien Zeitschlitze proportional zur Anzahl der Zeitschlitze, die gegenwärtig jedem der Endgeräte (12) zugewiesen sind, und Zuweisen der freien Zeitschlitze umgekehrt proportional zur Anzahl der Zeitschlitze, die gegenwärtig jedem der Endgeräte (12) zugewiesen ist.

6. Satellitenkommunikationssystem (10) nach Anspruch 4, wobei das Leitendgerät programmierbar ist, eine Anzahl der Zeitschlitze in der zweiten Zeitschlitzklasse zuzuweisen, um die Datenwartefelder (70, 72 und 74) zu leeren, ohne die garantierte Datenmenge zu überschreiten, und wobei das Leitendgerät programmierbar ist, jeden Zeitschlitz (99) dynamisch als einen der ersten und zweiten Zeitschlitzklassen und einer dritten Klasse zu klassifizieren, und die Zeitschlitze in der dritten Klasse den Endgeräten (12) zuzuweisen, wenn die Endgeräte (12) Daten über die garantierte Datenmenge hinaus senden müssen.

7. Satellitenkommunikationssystem (10) nach Anspruch 7, wobei das Leitendgerät programmierbar ist, die freigegebenen Zeitschlitze, die einem ersten der Endgeräte (12) zugewiesen sind, einem zweiten der Endgeräte (12) zuzuweisen, wenn die freigegebenen Zeitschlitze dem Endgerät vom Leitendgerät neu zugewiesen werden, wenn diese benötigt werden.

8. Satellitenkommunikationssystem (10) nach Anspruch 7, wobei das Leitendgerät programmierbar ist, die freigegebenen Zeitschlitze, die einem ersten der Endgeräte (12) zugewiesen sind, einem zweiten der Endgeräte (12) zuzuweisen, wenn das zweite der Endgeräte (12) Daten über die garantierte Datenmenge hinaus senden muss.

9. Satellitenkommunikationssystem (10) nach Anspruch 1, wobei Daten, die von jeweiligen der Benutzerzugangsgeräte (42) empfangen werden, in Rahmen (96) formatiert werden, wobei der Prozessor (52) programmierbar ist, die Rahmen in Fragmenten (80) zu unterteilen und die Fragmenten (80) in unterschiedlichen der Bursts (98) zu platzieren.

10. Satellitenkommunikationssystem (10) nach Anspruch 9, wobei der Prozessor (52) programmierbar ist, die Rahmen (96) von unterschiedlichen der Benutzerzugangsgeräte (42) zur Platzierung in den Bursts (98) zu priorisieren und die Bursts (98) durch Füllen des Bursts (98) mit den Fragmenten (80) vom Rahmen (96) zu generieren, die die höchste Priorität aufweisen, bevor der Rest des Bursts (98) mit den Fragmenten (80) der Rahmen (96) gefüllt wird, die geringere Priorität aufweisen.

11. Verfahren zur Verwendung in einem Satellitenkommunikationssystem (10) zum Bereitstellen völlig verknüpfter Konnektivität unter einer Anzahl von Erdendgeräten (12) über eine Satellitenverbindung (16), wobei die Erdendgeräte (12) mit Benutzerzugangsgeräten (42) verbunden sind, um mindestens einen der Datentypen Sprach-, Video- und sonstige Daten zu empfangen und zu senden, nach Anspruch 1 bis 10, gekennzeichnet durch die folgenden Schritte:

zum dynamischen Zuweisen von Bandbreite auf der Satellitenverbindung (16) zu einem Endgerät (12) erfolgendes Unterteilen von Zeitschlitzen (99), die einen Rahmen des Zeitmultiplexes mit Vielfachzugriff (96) bilden, in eine erste Gruppe von Zeitschlitzen und eine zweite Gruppe von Zeitschlitzen;

Zuweisen einer vorgegebenen Anzahl der Zeitschlitze (99) in der ersten Gruppe von Zeitschlitzen zu jedem der Endgeräte (12), um eine vorgegebene minimale Bandbreite bereitzustellen, und Reservieren einer vor-
gegeben Anzahl der Zeitschlitze (99) in der zweiten Gruppe von Zeitschlitzen zur dynamischen Zuteilung unter den Endgeräten (12) gemäß einem Burstplan, wobei jedes der Endgeräte (12) betriebsbereit ist, Bursts (98) in den Zeitschlitzen zu generieren und zu übertragen, die derart diesem aus der ersten Gruppe von Zeitschlitzen zugewiesen und diesem aus der zweiten Gruppe von Zeitschlitzen zugeteilt sind, dass die Zeitschlitze nicht innerhalb des Rahmens (96) aufeinander folgend sein müssen;

Zuweisen einer veränderlichen Anzahl von Zeitschlitzen (99) aus der zweiten Gruppe von Zeitschlitzen im Rahmen des Zeitmultiplexes mit Vielfachzugriff (96) zu jedem der Endgeräte (12) gemäß dem Burstplan, wobei die zugewiesenen Zeitschlitze, die den jeweiligen Endgeräten (12) aus der ersten Gruppe von Zeitschlitzen und der zweiten Gruppe von Zeitschlitzen zugewiesen sind, nicht innerhalb des Rahmens (96) aufeinander folgend sein müssen, wobei jedes der Endgeräte (12) betriebsbereit ist, Bursts (98) während der zugewiesenen Zeitschlitze (99) zu generieren und zu übertragen;

Speichern des Burstplans in einem digitalen Speichergerät in jedem der Endgeräte (12);

Überwachen von Daten, die von den Benutzeroberflächen (42) empfangen werden, die mit den Endgeräten (12) verbunden sind, um zu ermitteln, wenn mehr Bandbreite an jedem der Endgeräte (12) benötigt wird, wobei jedes der Endgeräte (12) betriebsbereit ist, Bursts (98) zu generieren, um die Daten über den Satelliten (14) unter Verwendung der zugewiesenen Zeitschlitze (99) zu übertragen;

Anfordern zusätzlicher der zweiten Gruppe von Zeitschlitzen, die für dynamische Zuordnung mit mindestens ein Endgerät (12) reserviert sind, um die Burstübertragungsraten desselben zu erhöhen, wenn mehr Bandbreite benötigt wird;

Modifizieren des Burstplans, um ausgewählte der zweiten Gruppe von Zeitschlitzen neu zuzuweisen, die für dynamische Zuteilung zum Endgerät (12) reserviert sind; und

Speichern des modifizierten Burstplans im digitalen Speichergerät in jedem der Endgeräte (12).


13. Verfahren nach Anspruch 10, wobei jedem der Endgeräte (12) eine verbindliche Informationsrate, die mindestens einem der Endgeräte zugeordnet ist, einer von mehreren Ports (40) darauf zum Verbinden mit dem Benutzerzugangsgerät (42) und eine virtuelle Verbindung zugewiesen ist, die einem der mehreren Ports (40) zugewiesen ist, wobei der Anforderungs-Schritt den Schritt des Generierens einer Bandbreiteninformation zum Anfordern von Bandbreite umfasst, die Daten bezüglich der verbindlichen Informationsrate, der Datenmenge, die an jedem der mehreren Ports (40) empfangen wird, und des Datentyps umfasst, wobei der Datentyp aus der Gruppe ausgewählt ist, die sich aus Sprache, Video und Daten zusammensetzt.


15. Verfahren nach Anspruch 10, wobei der Modifizierungs-Schritt ferner den Schritt des Ermitteln umfasst, dass ein Abschnitt der Bandbreite für mindestens eines der Endgeräte (12) nicht erforderlich ist.


17. Verfahren nach Anspruch 10, wobei Daten, die von jeweiligen der Benutzerzugangsgeräte (42) empfangen werden, in Rahmen (96) formatiert werden, ferner umfassend die Schritte des Unterteilens der Rahmen (96) in Fragmente (80) und Platzierung der Fragmente (80) in unterschiedlichen der Bursts (98).
Revendications

1. Système de communication par satellite (10) fournissant une connectivité totalement maillée parmi plusieurs terminaux terrestres (12) par le biais d'un satellite (14), les terminaux terrestres (12) étant connectés à des dispositifs d'accès d'utilisateur (42) afin de recevoir et de transmettre au moins des données parmi des données voix, des données vidéo ou d'autres données, chacun desdits terminaux (12) comprenant :

   un processeur (52) ayant un dispositif de mémoire numérique et une pluralité de ports (40) à des fins de connexion aux dits dispositifs d'accès d'utilisateur (42), ledit processeur (52) étant utilisable pour générer des rafales (98) utilisant des données reçues desdits dispositifs d'accès d'utilisateur (42) à des fins de transmission par le biais dudit satellite (14) et pour traiter des données reçues par le biais du satellite (14) et adressées à un desdits dispositifs d'accès d'utilisateur (42) à des fins de transmission au dit dispositif d'accès d'utilisateur (42) ;
   un modem (54) connecté au dit processeur (52) afin de moduler lesdites rafales (98) sur des signaux modulés par une radiofréquence et afin de démoduler des signaux de porteuse de liaison descendante reçus dudit satellite (14) ; et
   un émetteur-récepteur de radiofréquences (56) connecté au dit modem (54) afin respectivement de convertir lesdits signaux modulés en un signal de porteuse de liaison montante à des fins de diffusion à chacun desdits terminaux terrestres (12) par le biais du satellite (14) et de convertir lesdits signaux de porteuse de liaison descendante en des signaux modulés correspondants ; caractérisé en ce que ledit processeur (52) est programmable afin d'organiser lesdites rafales (98) dans au moins un intervalle d'une pluralité d'intervalles (99) constituant une trame d'accès multiple par répartition dans le temps (96), un desdits terminaux (12), auquel correspond ledit processeur (52), ayant accès à un nombre sélectionné desdits intervalles (99) afin d'augmenter ou de diminuer le débit auquel ledit un terminal parmi lesdits terminaux (12) transmet lesdites rafales (98) par le biais du satellite (14), ledit nombre sélectionné d'intervalles (99) étant dynamiquement variable selon un plan de rafales stocké dans ladite mémoire numérique afin d'attribuer lesdits intervalles (99) dans ladite trame (96) dans ladite trame à chacun desdits terminaux (12), lesdits intervalles (99) étant dynamiquement attribuables parmi lesdits terminaux (12) selon ledit plan de rafales, lesdits intervalles dynamiquement attribuables (99) étant attribués à des terminaux respectifs parmi lesdits terminaux (12) sur la base de leurs besoins respectifs en largeur de bande.

2. Système de communication par satellite (10) selon la revendication 1, dans lequel un desdits terminaux (12) est programmable afin de servir de terminal administrateur et les terminaux restants parmi lesdits terminaux (12) sont chacun programmables afin de générer et de transmettre des messages de largeur de bande au dit terminal administrateur concernant la largeur de bande requise par ledit terminal, ledit terminal administrateur étant programmé afin de générer ledit plan de rafales afin d'attribuer lesdits intervalles (99) dans ladite trame (96) aux terminaux respectifs parmi lesdits terminaux (12) selon lesdits messages de largeur de bande.

3. Système de communication par satellite (10) selon la revendication 1, dans lequel chacun desdits terminaux (12) est programmable afin de générer et de transmettre des messages de largeur de bande à tous les autres terminaux parmi lesdits terminaux (12), et afin de générer ledit plan de rafales pour déterminer lesquels desdits intervalles (99) dans ladite trame (96) sont attribués au dit terminal utilisant lesdits messages de largeur de bande provenant de tous lesdits terminaux (12) et dans lequel chacun desdits terminaux (12) est programmable afin de stocker des données, relatives à la quantité de données reçues par chaque port de ladite pluralité de ports (40), et le type des données sélectionnées parmi le groupe constitué de données voix, de données vidéo et d'autres données, ledit plan de rafales étant déterminé en utilisant lesdites données stockées.

4. Système de communication par satellite (10) selon la revendication 2, dans lequel ledit terminal administrateur est programmable afin de classer dynamiquement chaque intervalle (99) en tant qu'intervalles de première et de seconde classes d'intervalles, lesdites première et seconde classes d'intervalles permettant respectivement pour au moins des premier et second niveaux d'hierarchisation d'attribuer lesdits intervalles (99) aux dits terminaux (12), et dans lequel ledit terminal administrateur est programmable afin de classer autant desdits intervalles (99) dans ladite première classe d'intervalle que cela est nécessaire pour transmettre lesdites rafales (98) comprenant les données exigeant une transmission avec un délai minimal, et dans lequel ledit terminal administrateur est programmable afin d'attribuer lesdits intervalles (99) dans ladite seconde classe d'intervalle pour garantir qu'une quantité minimale de données soit transmise dans ladite trame (96)
afin de correspondre à des terminaux parmi lesdits terminaux (12), et dans lequel ledit terminal administrateur est programmable afin de classer un nombre desdits intervalles (99) dans ladite trame (96), qui ne sont pas dans ladite première classe d'intervalle, dans ladite seconde classe d'intervalle afin de transmettre lesdites rafales (98) comprenant des données qui sont moins sensibles au délai de transmission que lesdits intervalles (99) dans ladite première classe d'intervalle.

5. Système de communication par satellite (10) selon la revendication 4, dans lequel ledit terminal administrateur est programmable afin de classer lesdits intervalles (99) qui demeurent non attribués à ladite première classe d'intervalle ou à ladite seconde classe d'intervalle en tant qu'intervalles libres et afin d'attribuer de manière sélective lesdits intervalles libres aux dits terminaux (12) et dans lequel ledit terminal administrateur est programmable afin d'attribuer lesdits intervalles libres aux dits terminaux (12) selon un procédé sélectionné parmi le groupe comprenant l'attribution desdits intervalles libres de manière égale parmi lesdits terminaux (12), l'attribution desdits intervalles libres proportionnellement au dit nombre desdits intervalles couramment attribués à chacun desdits terminaux (12), et l'attribution desdits intervalles libres de manière inversement proportionnelle au dit nombre desdits intervalles couramment attribués à chacun desdits terminaux (12).

6. Système de communication par satellite (10) selon la revendication 4, dans lequel ledit terminal administrateur est programmable afin d'attribuer un nombre desdits intervalles dans ladite seconde classe d'intervalle pour vider lesdites files d'attente de données (70, 72 et 74) sans dépasser ladite quantité garantie de données et dans lequel ledit terminal administrateur est programmable afin d'attribuer lesdits intervalles intercalés dans ladite troisième classe aux dits terminaux (12) lorsque lesdits terminaux (12) doivent envoyer des données excédentaires à ladite quantité garantie de données.

7. Système de communication par satellite (10) selon la revendication 4, dans lequel chacun desdits terminaux (12) est programmable afin de libérer un nombre sélectionné desdits intervalles dans ladite deuxième classe d'intervalle et attribués au dit terminal (12) en vue d'une attribution par ledit terminal administrateur à d'autres terminaux parmi lesdits terminaux (12) lorsque lesdits intervalles libérés ne sont pas nécessaires pour vider lesdites files d'attente de données (70, 72 et 74), lesdits intervalles libérés étant ré-attribués au dit terminal par ledit terminal administrateur en cas de besoin.

8. Système de communication par satellite (10) selon la revendication 7, dans lequel ledit terminal administrateur est programmable afin d'attribuer lesdits intervalles libérés, attribués à un premier terminal parmi lesdits terminaux (12), à un deuxième terminal desdits terminaux (12) lorsque ledit deuxième terminal desdits terminaux (12) a besoin d'envoyer des données excédentaires à ladite quantité garantie de données.

9. Système de communication par satellite (10) selon la revendication 1, dans lequel des données reçues de dispositifs d'accès d'utilisateur respectifs parmi lesdits dispositifs d'accès d'utilisateur (42) sont formatées en des trames (96), ledit processeur (52) étant programmable afin de diviser lesdites trames en des fragments (80) et de placer lesdits fragments (80) en différentes rafales parmi lesdites rafales (98).

10. Système de communication par satellite (10) selon la revendication 9, dans lequel ledit processeur (52) est programmable afin de donner un ordre de priorité aux dites trames (96) provenant de différents dispositifs d'accès d'utilisateur parmi lesdits dispositifs d'accès d'utilisateur (42) à des fins de placement dans lesdites rafales (98), et afin de générer lesdites rafales (98) en remplissant ladite rafale (98) avec lesdits fragments (80) provenant de ladite trame (96) ayant la plus haute priorité avant le remplissage dans le reste de ladite rafale (98) avec lesdits fragments (80) provenant desdites trames (96) ayant une moindre priorité.

11. Procédé destiné à être utilisé dans un système de communications satellitaire (10) afin de fournir une connectivité complètement maillée parmi plusieurs terminaux terrestres (12) par le biais d'une liaison satellitaire (16), les terminaux terrestres (12) étant connectés aux dispositifs d'accès d'utilisateur (42) afin de recevoir et de transmettre au moins des données parmi des données voix, des données vidéo et d'autres données, selon les revendications 1 à 10, caractérisé par les étapes suivantes :

   attribuer dynamiquement une largeur de bande sur la liaison satellitaire (16) à un terminal (12), diviser des
intervalles (99) qui constituent une trame d'accès multiple par répartition dans le temps (96) en un premier groupe d'intervalles et un second groupe d'intervalles ;
attribuer à chacun desdits terminaux (12) un nombre prédéterminé desdits intervalles (99) dans ledit premier groupe d'intervalles afin de fournir une largeur de bande minimale prédéterminée, et réserver un nombre prédéterminé desdits intervalles (99) dans ledit second groupe d'intervalles à des fins d'allocation dynamique parmi lesdits terminaux (12) selon un plan de rafales, chacun desdits terminaux (12) étant utilisable afin de générer et de transmettre des rafales (98) dans lesdits intervalles lui étant attribués à partir dudit premier groupe d'intervalles et lui étant alloués à partir dudit deuxième groupe d'intervalles de sorte que lesdits intervalles ne doivent pas être consécutifs dans ladite trame (96) ;
attribuer à chacun desdits terminaux (12) un nombre variable d'intervalles (99) à partir dudit deuxième groupe d'intervalles dans ladite trame d'accès multiple par répartition dans le temps (96) selon ledit plan de rafales dans lequel lesdits intervalles attribués aux dits terminaux (12) respectifs à partir dudit premier groupe d'intervalles et dudit deuxième groupe d'intervalles ne doivent pas être consécutifs dans ladite trame (96), chacun desdits terminaux (12) étant utilisable afin de générer et de transmettre des rafales (98) durant lesdits intervalles attribués (99) ;
stocker ledit plan de rafales dans un dispositif de mémoire numérique dans chacun desdits terminaux (12) ;
surveiller des données reçues desdits dispositifs d'entrée d'utilisateur (42) connectés aux dits terminaux (12) afin de déterminer quand chacun desdits terminaux (12) a besoin d'une plus grande largeur de bande, chacun desdits terminaux (12) étant utilisable afin de générer des rafales (98) pour transmettre lesdites données par le biais du satellite (14) en utilisant lesdits intervalles attribués (99) ;
demander des intervalles supplémentaires dudit deuxième groupe d'intervalles réservés à l'allocation dynamique à au moins un terminal (12) afin d'augmenter le débit de transmission de rafales de celui-ci lorsqu'il a besoin d'une plus grande largeur de bande ;
stocker ledit plan de rafales dans un dispositif de mémoire numérique dans chacun desdits terminaux (12) ;
stocker ledit plan de rafales modifié dans ledit dispositif de mémoire numérique dans chacun desdits terminaux (12) ;
surveiller des données reçues desdits dispositifs d'accès d'utilisateur (42) connectés aux dits terminaux (12) afin de déterminer la longueur desdites files d'attente (63) ;
surveiller des données reçues desdits dispositifs d'accès d'utilisateur (42) connectés aux dits terminaux (12) afin de déterminer qu'une partie de la largeur de bande n'est pas requise pour au moins un desdits terminaux (12) ;
stocker ledit plan de rafales modifié dans ledit dispositif de mémoire numérique dans chacun desdits terminaux (12) ;
stocker ledit plan de rafales modifié dans ledit dispositif de mémoire numérique dans chacun desdits terminaux (12) ;
surveiller des données reçues desdits dispositifs d'accès d'utilisateur (42) connectés aux dits terminaux (12) afin de déterminer la longueur desdites files d'attente (63) ;
surveiller des données reçues desdits dispositifs d'accès d'utilisateur (42) connectés aux dits terminaux (12) afin de déterminer la longueur desdites files d'attente (63) ;
surveiller des données reçues desdits dispositifs d'accès d'utilisateur (42) connectés aux dits terminaux (12) afin de déterminer la longueur desdites files d'attente (63) ;
surveiller des données reçues desdits dispositifs d'accès d'utilisateur (42) connectés aux dits terminaux (12) afin de déterminer la longueur desdites files d'attente (63) ;
surveiller des données reçues desdits dispositifs d'accès d'utilisateur (42) connectés aux dits terminaux (12) afin de déterminer la longueur desdites files d'attente (63) ;
étapes de : diviser lesdites trames (96) en des fragments (80) et de placer lesdits fragments (80) dans différentes rafales parmi lesdites rafales (98).
FIG. 8
FIG. 10

NUI: XYZ549
SOURCE: TERMINAL: WDC1(WASHINGTON,D.C.)
PORT: 1
DLCL: 32
CR: 64Kbps
DESTINATION: TERMINAL: LON1(LONDON)
PORT: 2
DLCL: 24
CR: 64Kbps

<table>
<thead>
<tr>
<th>DATE</th>
<th>PRIME HOUR KILO-CHARACTERS SENT</th>
<th>NON-PRIME HOUR KILO-CHARACTERS SENT</th>
<th>PRIME_HOUR_PRICE</th>
<th>NON-PRIME_HOUR_PRICE</th>
<th>PRICE</th>
</tr>
</thead>
<tbody>
<tr>
<td>11-NOV</td>
<td>320</td>
<td>890</td>
<td>$28.00</td>
<td>$45.00</td>
<td>$63.00</td>
</tr>
<tr>
<td>12-NOV</td>
<td>350</td>
<td>1020</td>
<td>$28.90</td>
<td>$53.20</td>
<td>$82.10</td>
</tr>
</tbody>
</table>

FIG. 11

NUI: LA9901
SOURCE: TERMINAL: WDC1(WASHINGTON,D.C.)
PORT: 4

<table>
<thead>
<tr>
<th>DATE</th>
<th>PRIME HOUR KILO-CHARACTERS SENT</th>
<th>NON-PRIME HOUR KILO-CHARACTERS SENT</th>
<th>PRIME_HOUR_PRICE</th>
<th>NON-PRIME_HOUR_PRICE</th>
<th>PRICE</th>
</tr>
</thead>
<tbody>
<tr>
<td>11-NOV</td>
<td>1020</td>
<td>2200</td>
<td>$34.00</td>
<td>$40.20</td>
<td>$74.20</td>
</tr>
</tbody>
</table>

FIG. 12

NUI: VC101
SOURCE: TERMINAL: WDC1(WASHINGTON,D.C.)
VISN PORT: 1
MUX PORT: 8

<table>
<thead>
<tr>
<th>DATE</th>
<th>TIME</th>
<th>CALL MADE TO:</th>
<th>DURATION (in minutes)</th>
<th>RATE</th>
<th>PRICE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NUI TERMINAL ID</td>
<td>VISN PORT</td>
<td>MUX PORT</td>
<td></td>
</tr>
<tr>
<td>11-NOV</td>
<td>9:30</td>
<td>VC987 WAT1</td>
<td>1</td>
<td>1</td>
<td>23</td>
</tr>
</tbody>
</table>