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Description

[0001] The invention relates to a telecommunication exchange for switching through telecommunication links, the exchange comprising a processor system for controlling the telecommunication exchange, the processor system comprising a plurality of modules each including a processor, the processors being arranged for mutually synchronous operation in a working mode of the processor system and the processor system utilizing a fault-tolerant code, and the processor system is further arranged for operating in a software load mode in which the processor system is subdivided into a first and a second group of modules, the processors of the modules of the first group operating mutually synchronously and the processors of the modules of the second group operating mutually synchronously but independently of the processors of the modules of the first group, and in which the first and second groups of modules use a first and a second code section respectively, to operate.

[0002] The invention further relates to a processor system comprising a plurality of modules each including a processor, the processors being arranged for mutually synchronous operation in a working mode of the processor system and the processor system utilizing a fault-tolerant code.

[0003] A processor system to be used in a telecommunication exchange as defined in the opening paragraph is known from "The '(4,2) concept' fault-tolerant computer" by Th. Krol, Philips Technical Review, Vol. 41, 1983/84, No. 1. The processor system described in that document utilizes a (4,2) fault-tolerant code which belongs to the general class of (N,K) codes. The result of the use of the fault-tolerant code is that certain faults in the modules can be detected and corrected. This provides that even if certain faults in the modules occur, the processor system as a whole will continue to function properly. This is extremely important, especially if the processor system is used for controlling a telecommunication exchange, because such a telecommunication exchange is permitted to have only a very small breakdown rate. A telecommunication exchange as defined in the opening paragraph is known from document US-A 5327418. This document discloses a telecommunication exchange with duplicate processors and duplicate switching matrices. In each section a processor sets up the switching matrix in an identical way. In case of the failure of one section the telecommunication exchange for switching through telecommunication links, the exchange comprising a processor system for controlling the telecommunication exchange, the processor system comprising a plurality of modules each including a processor, the processors being arranged for mutually synchronous operation in a working mode of the processor system and the processor system utilizing a fault-tolerant code, and the processor system is further arranged for operating in a software load mode in which the processor system is subdivided into a first and a second group of modules, the processors of the modules of the first group operating mutually synchronously and the processors of the modules of the second group operating mutually synchronously but independently of the processors of the modules of the first group, and in which the first and second groups of modules use a first and a second code section respectively, to operate.

[0004] A problem of such a telecommunication exchange is that it has to be put out of order for a rather long period of time when the new software is to be loaded in the processor system. This is extremely detrimental, especially in such a telecommunication exchange which is designed to have a very low breakdown rate.

[0005] It is an object of the invention to provide a telecommunication exchange as defined in the opening paragraph which need not be put out of order when new software is loaded.

[0006] Thereto, a telecommunication exchange as defined in the opening paragraph is characterized in that the fault-tolerant code is an (N,K) code of the Maximum Distance Separable type, where N = 2K and K = 2,3,... and in that the first group and the second group comprise an equal number of modules. The mutually independent operation of the two groups provides that the modules of either of the two groups can be loaded with new software, while the modules of the other group continue to monitor the working tasks of the system. As a result, the system need not be put out of order, in principle, when the new software is loaded. The software load mode may also be used for temporarily increasing the processor capacity of the system. In that case either group takes over working tasks of the system independently of each other.

[0007] An embodiment for the telecommunication exchange according to the invention is characterized in that the fault-tolerant code is an (N,K) code of the Maximum Distance Separable type, where N = 2K and K = 2,3,... and in that the first group and the second group comprise an equal number of modules. Such a system is based on the recognition that when an (N,K) Maximum Distance Separable code is used, the code can be decoded based upon the code section generated by a random combination of K modules, provided that no faults occur in this part. Since N = 2K, this creates the possibility of having two groups of K modules each operate independently of each other, while either group takes only the section generated by that particular group into consideration. In the individual groups, however, no fault redundancy occurs any longer.

[0008] A further embodiment for the system according to the invention is characterized in that the modules comprise decoders for decoding the code, the decoders comprising converter means designed each for decoding the code in response to a code section coming from K specific modules, the decoders of the modules of the first group and the second group being arranged for utilizing in the software load mode the converter means that operate in response to the first code section generated by modules of the first group and the second code section generated by modules of the second group, respectively. In the working mode there is established in the decoders which modules operate faultlessly. The converter means that works in response to the code section generated by K faultless modules is used for the decoding. In the software load mode is indicated the converter means that works in response to the code generated by the modules of that particular group. This means that the decoders can be easily switched over from working mode to software load mode.

[0009] A further embodiment of the system according to the invention is characterized in that the decoders comprise fault localizing-cum-evaluation means for transferring faults in the working mode, the fault localiz-
modules are all connected to a fault-tolerant bus. A property of a (4,2) Maximum Distance Separable code is that the original data word can be decoded from any combination of 2 faultless symbols. When the processor system operates in the fault-tolerant mode, the decoders take all the symbols (thus the complete code word) into consideration. The decoders decode the code word into the original data word.

[0014] The processor system utilizes a (4,2) Maximum Distance Separable code. An example of such a code is given in "The '4(2) concept' fault-tolerant computer" by Th. Krol, Philips Technical Review, Vol. 41, 1983/84, No. 1, pp. 5 to 8. The coding rule thereof can be laid down by means of a generator matrix. For finding the code word it is sufficient to perform only a matrix multiplication of the generator matrix by a column vector which consists of 2 information symbols which together form the data word. The encoders all separately perform multiplications of a sub-matrix of the generator matrix by the column vector to determine the symbol to be produced by them.

[0015] The decoders are supplied with the complete code word, as observed before. The decoders of all the modules are identical. A decoder is shown in more detail in Fig. 3. A decoder suitable for operating in a processor system which works according to the coding rule as described in "The '4(2) concept' fault-tolerant computer" by Th. Krol, Philips Technical Review, Vol. 41, 1983/84, No. 1, is described in paragraph 6 of "(N,K) Concept Fault Tolerance" by Thijl Krol, IEEE Transactions on Computers, Vol. C-35, No. 4, April 1986. The decoder comprises a converter arrangement 401. A fault localizing-cum-evaluation means is being arranged for not indicating faults in the software load mode. In response to information produced by these fault localizing-cum-evaluation means, there is determined in the working mode which converter means is used. This has already been determined in the software load mode, so that the information coming from the fault localizing-cum-evaluation means is not necessary.

[0010] The invention will be further described with reference to a drawing in which:

Fig. 1a shows a telecommunication exchange comprising a processor system, Fig. 1b shows a processor system operating in accordance with the (4,2) fault-tolerant concept together with input/output devices, Fig. 2 shows this processor system in more detail, Fig. 3 shows a decoder, Fig. 4a shows the processor system in the situation in which two groups of modules operate mutually independently, Fig. 4b shows the processor system in the situation in which it operates in a so-called single mode, and Fig. 5 shows a flow chart for loading the processor system with software.

[0011] Fig. 1a shows a simplified block diagram of a telecommunication exchange 1. The telecommunication exchange comprises a plurality of line cards 2-1...2-N which may be connected both to the subscriber lines A and to another telecommunication exchange (PABX). Such line cards 2 form the interface between incoming and outgoing lines in a switching network 3. The switching network provides the proper switching between subscriber lines mutually and the subscriber lines and other telecommunication exchanges. A control section 4 is used, for example, for controlling the switching network. This control section 4 comprises a processor system 5 which utilizes a fault-tolerant code.

[0012] Fig. 1b shows a processor system 5 working according to the (4,2) fault-tolerant concept. The processor system comprises modules 10,20,30,40 running synchronously under normal conditions. The modules 10,20,30,40 are all connected to a first bus 80 via first gates 15,25,35,45 and to a second bus 90 via second gates 16,26,36,46. The input/output devices 120,121,140,141 are connected to these buses. Two buses are used to avoid total system breakdown as a result of a fault on one bus. The two buses comprise four lines each. So-termed voters 110,111,130,131 are inserted between the input/output devices and the buses 80,90. These voters drive all the lines of the bus when the appropriate input/output device sends a message. The voters make a majority decision based upon the condition of the 4 lines and transfer the result to the input/output device. The modules have each a third gate 17,27,37,47 intended for mutual communication and the modules are all connected to a fault-tolerant bus 50.

[0013] Fig. 2 shows the processor system according to the (4,2) concept in more detail. Each module 10,20,30,40 comprises a processor 11,21,31,41, a memory 12,22,32,42, an encoder 13,23,33,43 and a decoder 14,24,34,44. Under normal conditions all the processors operate synchronously. 8-bit data words d, which may be formed by two 4-bit information symbols, are fed to the memories by the processors. These data words are encoded into 4-bit symbols C1,C2,C3,C4 by encoders before they are accommodated in the memory. The modules have mutually different encoders. The 4 symbols together form a 16-bit code word. When the processors read the symbols from the memory, all these symbols are transported to the fault-tolerant bus 50. The fault-tolerant bus 50 comprises 4 lines 51,52,53,54. One symbol is accommodated on each line, as is shown. When the processor system operates in the fault-tolerant mode, the decoders take all the symbols (thus the complete code word) into consideration. The decoders decode the code word into the original data word.

Fig. 3 shows a decoder, Fig. 4a shows the processor system according to the (4,2) fault-tolerant concept in more detail. Each module 10,20,30,40 comprises a processor 11,21,31,41, a memory 12,22,32,42, an encoder 13,23,33,43 and a decoder 14,24,34,44. Under normal conditions all the processors operate synchronously. 8-bit data words d, which may be formed by two 4-bit information symbols, are fed to the memories by the processors. These data words are encoded into 4-bit symbols C1,C2,C3,C4 by encoders before they are accommodated in the memory. The modules have mutually different encoders. The 4 symbols together form a 16-bit code word. When the processors read the symbols from the memory, all these symbols are transported to the fault-tolerant bus 50. The fault-tolerant bus 50 comprises 4 lines 51,52,53,54. One symbol is accommodated on each line, as is shown. When the processor system operates in the fault-tolerant mode, the decoders take all the symbols (thus the complete code word) into consideration. The decoders decode the code word into the original data word.

Fig. 4a shows the processor system according to the (4,2) fault-tolerant concept in more detail. Each module 10,20,30,40 comprises a processor 11,21,31,41, a memory 12,22,32,42, an encoder 13,23,33,43 and a decoder 14,24,34,44. Under normal conditions all the processors operate synchronously. 8-bit data words d, which may be formed by two 4-bit information symbols, are fed to the memories by the processors. These data words are encoded into 4-bit symbols C1,C2,C3,C4 by encoders before they are accommodated in the memory. The modules have mutually different encoders. The 4 symbols together form a 16-bit code word. When the processors read the symbols from the memory, all these symbols are transported to the fault-tolerant bus 50. The fault-tolerant bus 50 comprises 4 lines 51,52,53,54. One symbol is accommodated on each line, as is shown. When the processor system operates in the fault-tolerant mode, the decoders take all the symbols (thus the complete code word) into consideration. The decoders decode the code word into the original data word.
a parity check matrix. From the value of this syndrome vector there may be detected in what symbols faults occur and (in the circumstances) what kind of faults they are. This also establishes which symbols are faultless. The main data of a fault are stored in the fault register 403. If one symbol continues to contain faults, there may be decided that the fault localizing-cum-evaluation means 402 are to discard this symbol. This is written in the mode register. The converter arrangement 401 is informed of which symbols are faultless. Based on this information there may be decided which converter means is used for feeding the data word to the processor. The exact procedure of the conversion from symbols to data words and the fault localization and fault evaluation is described in said paragraph 6 of "(N,K) Concept Fault Tolerance" by Thijs Krol, IEEE Transactions on Computers, Vol. C-35, No. 4, April 1986.

**[0016]** Examples of faults that may be detected and corrected by the processor system working according to the 4,2 concept are:

- The occurrence of a random number of bit faults in a single symbol,
- The occurrence of single bit faults in two different symbols,
- The occurrence of a single bit fault in a symbol if another symbol is known to be completely wrong.

**[0017]** In the following there will be discussed how the processor system operates when new software is loaded. The processor system is then subdivided into two groups. The first group is formed by the first two modules 10,20 and the second group is formed by the other two modules 30,40. The first group is supplied with software through an input/output device 120. The second group takes over the working tasks. The independent operation of the groups is called the software load mode. The second group communicates with input/output devices connected to the second bus 90. The modules are supplied via an input/output device with a command to be given by an operator. This command is fed to the mode register of all the decoders. It denotes that the fault localizing-cum-evaluation means are not to indicate any faults any longer, and it further denotes which symbols are to be taken into consideration by the decoder for recovering the original data word. Fig. 4a shows the processor system in the situation in which the first group of modules 10,20 and the second group of modules 30,40 operate independently of each other. The processors of the two groups generate different data words d1,d2. The symbols c1,c2 are generated by the encoders of the first group based upon the first data word d1 and the symbols c3,c4 are generated by the encoders of the second group based upon the other data word d2. These data words are recovered by the decoders in that the symbols coming from their own groups are taken into consideration. Fig. 4a diagrammatically shows by means of solid lines from the fault-tolerant bus to a decoder the decoder that takes symbols into consideration and by means of dashed lines a decoder that does not take symbols into consideration.

**[0018]** The command sets the decoders 14,24 of the first group to take only the symbols on the first two lines 51,52 of the fault-tolerant bus 50 into consideration. In these decoders the data word to be fed to the processors is computed by the converters means 410 working on the basis of the symbols c1 and c2. The command sets the decoders 34,44 of the second group to take only the symbols on the other two lines 53,54 of the fault-tolerant bus 50 into consideration. Thus in these decoders the data word to be supplied is computed by the converter means 415 based upon the symbols c3 and c4. In neither group does fault tolerance occur any longer.

**[0019]** Also the input/output devices are set to let the processor system operate in the software load mode. The first group of modules loaded with software communicates with the input/output device 120 on the first bus 80 through the first gates 15,25 of these modules. The second group of modules taking over the working tasks communicates with the input/output devices 140,141 on the second bus 90 through the second gates 16,26 of these modules. The modules of the first group ignore messages arriving at their second gates 16,26. They do not send any messages through these second gates. The modules of the second group ignore messages arriving at their first gates 15,25. They do not send any messages through these first gates. The voters are set by the command given by the operator, so that they pass on to the appropriate input/output devices the voltage level on the lines of the group of modules with which the appropriate input/output devices communicate.

**[0020]** The processor system can also operate in a so-called single mode. In this mode all the modules operate in synchronism. The decoders of all the modules use the same two symbols for recovering the data word. The other two symbols are discarded by all the decoders. As a result, there is no fault tolerance either in the single mode. Fig. 4b shows the processor system in single mode, in which all the decoders utilize symbols c1,c2 generated by the first group of modules 10,20 and discard the symbols c3,c4 generated by the second group of modules 30,40. The drawing Figure diagrammatically shows by means of solid lines from the fault-tolerant bus to the decoder the symbols being taken into consideration by a decoder and by means of the dashed lines the discarding of symbols by a decoder. In the situation shown in Fig. 4b it is not necessary for the memories 32,42 of the second group of modules 30,40 to have the same software as the memories 12,22 of the first group of modules 10,20. The symbols generated by the second group of modules 30,40 are, for that matter, discarded. In the situation shown in Fig. 4b all the modules operate on the software present in the memories 12,22 of the first group of modules 10,20.
Fig. 5 shows a flow chart of the loading of the processor system with new software. The situation is assumed in which the processors operate in the working mode and have old software that is to be replaced (201). Subsequently, the software load mode (202) is switched over to at a command to be given by an operator. As described previously, the two groups now operate separately and without fault tolerance. The first group of modules 10,20 is supplied with new software, while the second group of modules 30,40 takes over the working tasks. When the software has been loaded completely, a single mode is switched over to in which the decoders of all the modules 10,20,30,40 operate on the basis of the symbols generated by the first group of modules 10,20 (203). This means that the processor system now operates on the software loaded in the memories of the first group of modules 10,20. Subsequently, a test is made whether the new software works all right (204). This is simply effected by checking after a certain period of time whether faults have occurred. If no faults have occurred, the new software is copied from the first group of modules 10,20 to the second group of modules 30,40 (205). Subsequently, the normal mode (206) is switched over to in which the modules operate in synchronism and with fault tolerance. The processor system now works on new software (207).

If the new software does contain faults, another single mode (208) is switched over to in which the decoders of all the modules 10,20,30,40 work on the basis of the symbols generated by the second group of modules 30,40. This means that the processor system now works on the software present in the memories of the second group of modules 30,40. This group of modules contains the old software which still performed well the moment the software load mode was switched over to. Subsequently, the old software is copied to the first group of modules 10,20 (209). Then the normal fault tolerance mode (210) is switched over to. The processor system now again works on the old software (211). By first testing the new software, however, there is avoided that the processor system is out of operation for a rather long period of time in the case of faults occurring in the new software.

Claims

1. Telecommunication exchange (1) for switching through telecommunication links, the exchange comprising a processor system (5) for controlling the telecommunication exchange (1), the processor system (5) comprising a plurality of modules (10,20,30,40) each including a processor (11,21,31,41), the processors (11,21,31,41) being arranged for mutually synchronous operation in a working mode of the processor system (5) and the processor system (5) utilizing a fault-tolerant code, and the processor system (5) is further arranged for operating in a software load mode in which the processor system (5) is subdivided into a first (10,20) and a second (30,40) group of modules, the processors (11,21) of the modules (10,20) of the first group operating mutually synchronously and the processors (31,41) of the modules (30,40) of the second group operating mutually synchronously but independently of the processors (11,21) of the modules (10,20) of the first group, and in which the first and second groups of modules use a first \((c'1,c'2)\) and a second code section \((c''3,c''4)\) respectively, to operate, characterized in that the fault-tolerant code is an \((N,K)\) code of the Maximum Distance Separable type, where \(N = 2K\) and \(K = 2,3,\ldots\) and in that the first group (10,20) and the second group (30,40) comprise an equal number (K) of modules (10, 20, 30, 40).

2. Telecommunication exchange as claimed in Claim 1, characterized in that the modules comprise decoders (14,24,34,44) for decoding the code, the decoders (14,24,34,44) comprising converter means (410,\ldots,415) designed each for decoding the code in response to a code section coming from K specific modules, the decoders (14,24,34,44) of the modules (10,20,30,40) of the first group and the second group being arranged for utilizing in the software load mode the converter means that operate in response to the first code section (\((c'1,c'2)\)) generated by modules (10,20) of the first group and the second code section \((c''3,c''4)\) generated by modules (30,40) of the second group, respectively.

3. Telecommunication exchange as claimed in Claim 2, characterized in that the decoders (14,24,34,44) comprise fault localizing-cum-evaluation means (402) for transferring faults in the working mode, the fault localizing-cum-evaluation means (402) being arranged for not indicating faults in the software load mode.

4. Processor system (5) comprising a plurality of modules (10,20,30,40) which contain each a processor (11,21,31,41), the processors (11,21,31,41) being arranged for mutually synchronous operation in a working mode of the processor system (5), the processor system (5) utilizing a fault-tolerant code, and the processor system (5) is further arranged for operating in a software load mode in which the processor system (5) is subdivided into a first (10,20) and a second (30,40) group of modules, the processors (11,21) of the modules (10,20) of the first group operating mutually synchronously and the processors (31,41) of the modules (30,40) of the second group operating mutually synchronously but independently of the processors (11,21) of the modules (10,20) of the first group, and in which the first and second groups respectively, of modules
1. Telekommunikationsanlage (1) zum Durchschalten von Telekommunikationsverbindungen, wobei diese Anlage ein Prozessorsystem (5) aufweist zur Steuerung der Telekommunikationsanlage (1), wobei das Prozessorsystem (5) eine Anzahl Module (10, 20, 30, 40) aufweist, die je einen Prozessor (11, 21, 31, 41) aufweisen, wobei die Prozessoren (11, 21, 31, 41) dazu vorgesehen sind um synchron zu einander in einer Arbeitsmode des Prozessorsystems (5) zu arbeiten und das Prozessorsystem (5) einen fehlertoleranten Code benutzt, und das Prozessorsystem (5) weiterhin vorgesehen ist um in einer Softwarelademode zu arbeiten, wobei das Prozessorsystem (5) weiterhin vorgesehen ist um in einer Softwarelademode zu arbeiten, wobei das Prozessorsystem (5) in eine erste (10, 20) und eine zweite (30, 40) Gruppe von Modulen aufgeteilt ist, wobei die Prozessoren (11, 21, 31, 41) der Module (10, 20) der ersten Gruppe synchron zueinander arbeiten und die Prozessoren (31, 41) der Module (30, 40) der zweiten Gruppe synchron zueinander arbeiten, aber unabhängig von den Prozessoren (11, 21) der Module (10, 20) der ersten Gruppe synchron zueinander arbeiten und die Prozessoren (31, 41) der Module (30, 40) der zweiten Gruppe synchron zueinander arbeiten, aber unabhängig von den Prozessoren (11, 21) der Module (10, 20) der ersten Gruppe synchron zueinander arbeiten und die Prozessoren (31, 41) der Module (30, 40) der zweiten Gruppe synchron zueinander arbeiten, aber unabhängig von den Prozessoren (11, 21) der Module (10, 20) der ersten Gruppe synchron zueinander arbeiten und die Prozessoren (31, 41) der Module (30, 40) der zweiten Gruppe synchron zueinander arbeiten, aber unabhängig von den Prozessoren (11, 21) der Module (10, 20) der ersten Gruppe synchron zueinander arbeiten und die Prozessoren (31, 41) der Module (30, 40) der zweiten Gruppe synchron zueinander arbeiten.

2. Telekommunikationsanlage nach Anspruch 1, dadurch gekennzeichnet, dass die Decoder (14, 24, 34, 44) Umwandlungsmittel (410, ..., 415) aufweisen, die je entworfen sind zum Decodieren des Codes, und zwar in Reaktion auf einen Codeteil, der von K spezifischen Modulen herrührt, wobei die Decoder (14, 24, 34, 44) der Module (10, 20, 30, 40) der ersten Gruppe und der zweiten Gruppe dazu vorgesehen sind, um in der Softwarelademode die Umwandlungsmittel zu benutzen, die in Reaktion auf den ersten Codeteil (c'1, c'2) erzeugt von Modulen (10, 20) der ersten Gruppe und den zweiten Codeteil (c"3, c"4), erzeugt von Modulen (30, 40) der zweiten Gruppe arbeiten.

3. Telekommunikationsanlage nach Anspruch 2, dadurch gekennzeichnet, dass die Decoder (14, 24, 34, 44) Fehlerortungs- und -bewertungsmittel (402) aufweisen um Formen von Fehlern in der Arbeitsmode, wobei diese Fehlerortungs- und -bewertungsmittel (402) dazu vorgesehen sind, Fehler in der Softwarelademode nicht anzugeben.

4. Prozessorsystem (5) mit einer Anzahl Module (10, 20, 30, 40), die je einen Prozessor (11, 21, 31, 41) aufweisen, wobei die Prozessoren (11, 21, 31, 41) dazu vorgesehen sind synchron zueinander in einer Arbeitsmode des Prozessorsystems (5) zu arbeiten, wobei das Prozessorsystem (5) einen fehlertoleranten Code benutzt, und wobei das Prozessorsystem (5) weiterhin vorgesehen ist um in einer Softwarelademode zu arbeiten, in der das Prozessorsystem (5) in eine erste (10, 20) und eine zweite (30, 40) Gruppe von Modulen aufgeteilt ist, wobei die Prozessoren (11, 21) der Module (10, 20) der ersten Gruppe synchron zueinander arbeiten und die Prozessoren (31, 41) der Module (30, 40) der zweiten Gruppe synchron zueinander arbeiten, aber unabhängig von den Prozessoren (11, 21) der Module (10, 20) der ersten Gruppe synchron zueinander arbeiten und die Prozessoren (31, 41) der Module (30, 40) der zweiten Gruppe synchron zueinander arbeiten, aber unabhängig von den Prozessoren (11, 21) der Module (10, 20) der ersten Gruppe synchron zueinander arbeiten.

Revendications

1. Central de télécommunications (1) destiné à commuter des liaisons de télécommunications, le central comprenant un système de processeurs (5) pour commander le central de télécommunications (1), le système de processeurs (5) comprenant une pluralité de modules (10, 20, 30, 40) incluant chacun un processeur (11, 21, 31, 41), les processeurs (11, 21, 31, 41) étant agencés pour un fonctionnement mutuellement synchrones dans un mode actif du système de processeurs (5), le système de processeurs (5) utilisant un code tolérant aux pannes et le système de processeurs (5) étant en outre agencé pour fonctionner dans un mode de charge ment de logiciel dans lequel le système de processeurs (5) est subdivisé en un premier (10, 20) et un deuxième (30, 40) groupe de modules, les processeurs (11, 21) des modules (10, 20) du premier groupe fonctionnant de manière mutuellement synchrones et les processeurs (31, 41) des modules (30, 40) du deuxième groupe fonctionnant de manière...
mutuellement synchrone mais indépendamment des processeurs (11, 21) des modules (10, 20) du premier groupe, et dans lequel les premier et deuxième groupes de modules utilisent respectivement une première (c'1,c'2) et une deuxième partie de code (c"3,c"4) pour fonctionner, caractérisé en ce que le code tolérant aux pannes est un code (N, K) du type séparable selon la distance maximale, où N = 2K et K = 2, 3, ..., et en ce que le premier groupe (10, 20) et le deuxième groupe (30, 40) comprennent un nombre égal (K) de modules (10, 20, 30, 40).

2. Central de télécommunications selon la revendication 1 caractérisé en ce que les décodeurs (14, 24, 34, 44) comprennent des moyens convertisseurs (410, ..., 415) conçus chacun pour décoder le code en réponse à une partie de code provenant de K modules spécifiques, les décodeurs (14, 24, 34, 44) des modules (10, 20, 30, 40) du premier groupe et du deuxième groupe étant agencés pour utiliser, dans le mode de chargement de logiciel, les moyens convertisseurs qui fonctionnent en réponse à la première partie de code (c'1,c'2) générée par des modules (10, 20) du premier groupe et à la deuxième partie de code (c"3,c"4) générée par des modules (30, 40) du deuxième groupe, respectivement.

3. Central de télécommunications selon la revendication 2 caractérisé en ce que les décodeurs (14, 24, 34, 44) comprennent des moyens de localisation avec évaluation de pannes (402) destinés à transférer les pannes dans le mode actif, les moyens de localisation avec évaluation de pannes (402) étant agencés pour ne pas indiquer de pannes dans le mode de chargement de logiciel.

4. Système de processeurs (5) comprenant une pluralité de modules (10, 20, 30, 40) qui contiennent chacun un processeur (11, 21, 31, 41), les processeurs (11, 21, 31, 41) étant agencés pour un fonctionnement mutuellement synchrone dans un mode actif du système de processeurs (5), le système de processeurs (5) utilisant un code tolérant aux pannes et le système de processeurs (5) étant en outre agencé pour fonctionner dans un mode de chargement de logiciel dans lequel le système de processeurs (5) est subdivisé en un premier (10, 20) et un deuxième (30, 40) groupe de modules, les processeurs (11, 21) des modules (10, 20) du premier groupe fonctionnant de manière mutuellement synchrone et les processeurs (31, 41) des modules (30, 40) du deuxième groupe fonctionnant de manière mutuellement synchrone mais indépendamment des processeurs (11, 21) des modules (10, 20) du premier groupe, et dans lequel les premier et deuxième groupes de modules utilisent respectivement une première (c'1,c'2) et une deuxième partie de code (c"3,c"4) pour fonctionner, caractérisé en ce que le code tolérant aux pannes est un code (N, K) du type séparable selon la distance maximale, où N = 2K et K = 2, 3, ..., et en ce que le premier groupe (10, 20) et le deuxième groupe (30, 40) comprennent un nombre égal (K) de modules (10, 20, 30, 40).
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