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The present invention relates to a filtered-X active noise control system including an adaptive filter for generating a cancelling signal and a filter coefficient determining means for determining the coefficients required by the adaptive filter, the filter coefficient determining means being configured to perform according to a block LMS algorithm or a frequency domain LMS algorithm to determine the coefficients required by the adaptive filter. Noise attenuation can be achieved by using either active or passive attenuation techniques. Although conventional passive sound absorption techniques can successfully attenuate high-frequency sound, they are often costly, cumbersome and very inefficient when used for low-frequency noise attenuation. For example, passive noise reduction techniques used for vehicle and aircraft cabins primarily involve a shielding treatment, typically absorptive and damping materials applied to the body structure. These materials are often bulky, introducing extra weight and tending to decrease fuel efficiency.

In contrast, active sound control provides a more efficient and lightweight alternative to such low-frequency noise reduction applications. The basic concept in active noise canceling is the superposition of one or more secondary sound fields onto the primary noise field which is to be attenuated. The secondary noise field is, ideally, exactly the same amplitude as the primary noise but 180° out of phase.

Early active noise reduction systems relied largely on continuous-time methods and analog hardware. With the advances in technology and the development of efficient and highly sophisticated discrete-time algorithms, digital active noise cancellation has become feasible.

A modern active noise cancellation system usually comprises:

1) Sensing devices, most frequently microphones for sound or accelerometers for vibration, used to detect the primary noise to be attenuated (input or detection sensors) and to monitor the cancellation performance (error sensors);

2) Actuators, most commonly audio speakers, used to produce the secondary noise field;

3) Electronic devices including analog to digital (A/D) converters, digital to analog (D/A) converters, anti-aliasing filters, power amplifiers, parallel to serial (P/S) and serial to parallel (S/P) converters, sample and hold circuits and the like; and

4) A signal processor, including both hardware for fast real-time computation, and software which implements the method to control the actuator output based upon predetermined performance criteria.

Referring to FIGURE 1A, a single-channel active noise control system 100 includes an input sensor 102 and an error sensor 104 (e.g. microphones), an actuator speaker 106, and an active noise controller (signal processor) 108. As noted, active noise attenuation relies on generating secondary noise field ("anti-noise") which will cancel the noise produced by an external source 110.

In order to create anti-noise, input sensor 102 monitors noise source 110 and error sensor 104 monitors any residual noise at the position where the noise reduction is desired. Signal processing device 108 uses the measurements from input sensor 102 and error sensor 104 and establishes an anti-noise signal that drives speaker 106. Speaker 106 responsively generates the anti-noise, identical in amplitude and frequency, but 180° out of phase with the primary noise to be canceled.

However, the noise measured at sensors 102, 104 and at speaker 106, even with speaker 106 turned off, will be different. This difference is primarily due to acoustic paths between the sensors 102, 104 and speaker 106 and characteristics of the hardware elements. The acoustic paths are generally modeled by transfer functions. Since the acoustical path may vary with time, an adaptive system identification (characterization) scheme is also desirable. Furthermore, since the sensors, the actuator, and the electronic circuitry are not ideal, electrical transfer functions for the hardware employed must also be taken into account during adaptation. Thus, the complete transfer function is electro-acoustic in nature.

Accordingly, it is desirable that signal processor 108 generates a drive signal to anti-noise source 106, by operating upon the residual error signal from sensor 104, in accordance with a transfer function reflecting the actual overall electro-acoustic transfer function of the system.

The term "adaptive filter" refers to a time-varying digital filter having coefficients which are adjusted according to predetermined criteria, such as, for example, minimizing a cost function. A "cost function" is a function dependent upon the underlying noise distribution. Adaptive filters are often used to improve the performance of input/output systems by filtering out the noise without distorting the signal. The coefficients of the adaptive filter can be adjusted using stochastic gradient or recursive least square or appropriate adaptive algorithms in the signal processor. For example,
the least mean square (LMS) algorithm is a stochastic gradient algorithm which uses the mean square error as a cost function. The adaptive algorithms require little or no prior knowledge of the input signal and thus are suitable for time-varying systems.

[0011] Adaptive filters have found applications in a variety of fields. For example, adaptive filters have been used in speech coding, spectral estimation, adaptive control, and in digital filter design. In addition, the concept of adaptive filters has been utilized in echo cancellation, noise reduction in electrocardiography and speech, and antenna sidelobe cancellation. Although, the concept of active noise attenuation is, in general, known, there is a growing interest in developing and/or tailoring robust adaptive filters for this application. This interest has been fueled both by the recent developments in the field of signal processing and also by the emergence of digital signal processors with real-time capabilities.

[0012] The fundamental signal processing problem associated with active noise control lies in the design of a system to control the output of the adaptive anti-noise filter. The adaptive algorithms required for active noise control tend to be more complex than those used in the classical noise echo cancellation applications. This difference can be attributed to the following:

1) The acoustic paths (delays) between the anti-noise sources and the sensors;
2) The transfer functions of the electro-acoustic devices;
3) The acoustical cross-coupling interference between channels (in multichannel applications);
4) The acoustic feedback from the anti-noise sources to the input sensor;
5) Acoustic laws which govern the active noise propagation mechanism; and
6) Potential time-varying sources.

[0013] As a result, adaptive filtering algorithms must be tailored specifically to the characteristics of the active noise control system.

[0014] Adaptive algorithms for active noise control usually involve two operational modes: system modeling, and system control. System modeling characterizes the electro-acoustic properties of the system. System control computes the anti-noise based on some prescribed criteria. The system modeling is usually done without the primary noise present. However, it can also be performed during the noise control operation to accommodate systems with time-varying characteristics.

[0015] Also, the input signal to the processor is conditioned prior to processing. Signal pre-conditioning is generally emphasized in active noise control applications to account for the transfer functions between the sensors and the actuators. The adaptive filter structure for this application is commonly referred to as the "filtered-X structure."

[0016] In typical applications, the algorithms must operate in real time, and require all the computations be completed within the sampling period. Rapid convergence is required in order to ensure short adaptive response to transient noises. Such transients are often due to the random nature of the noise source.

[0017] An exemplary conventional system employs a processor 108 comprising an adaptive finite impulse response (FIR) filter where the number of taps is I implementing a well-known Least Means Square (LMS) algorithm. The term "tap" refers to the number of filter coefficients \( w_k \). The output of the filter \( y(k) \) is given by the convolution of the input signal \( x(k) \) and the sequence of filter coefficients \( w_k \) for each of the samples, i.e.,

\[
y(k) = \sum_{i=0}^{I-1} w_k(i) x(k-i)
\]

Eq. (1)

[0018] Where \( k \) designates a particular time index and \( i \) is a particular tap. The input signal \( x(k) \) and the filter coefficients \( w_k \) can be expressed in vector form as

\[
X_k = [x(k)x(k-1) \ldots x(k-I+1)]^T
\]

Eq. (2)
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and

\[ W_k = [w_k(0) \ w_k(1) \ldots w_k(I-1)]^T \]  
Eq. (3)

[0019] The output of the adaptive system is then written as

\[ y(k) = x_k^T w_k \]  
Eq. (4)

where the superscript \(^T\) represents the transpose of the vector or the matrix and the underbar is used to denote vectors and matrices. The error between the desired output and the filter output is given by

\[ e(k) = d(k) - y(k) = d(k) - x_k^T w_k \]  
Eq. (5)

where \(d(k)\) is the desired signal of the system at the time index \(k\).

[0020] The cost function \((J)\) of the LMS algorithm is the mean squared error, i.e.

\[ J = E \{e(k)^2\} = E \{[d(k) - y(k)]^2\} = E \{[d(k) - x_k^T w_k]^2\} \]  
Eq. (6)

where \(E \{\cdot\}\) denotes the expectation operator.

[0021] Taking the first derivative of the cost function with respect to the filter coefficient vector \(w_k\) yields the gradient

\[ \nabla_k = \frac{\partial J}{\partial w_k} = \begin{bmatrix} \frac{\partial J}{\partial w_k(0)} & \frac{\partial J}{\partial w_k(1)} & \ldots & \frac{\partial J}{\partial w_k(I-1)} \end{bmatrix}^T \]

\[ = -2E \{e(k)x_k^T\} \]  
Eq. (7)

[0022] The gradient determines the rate and direction of change of the cost function with respect to each individual filter coefficient. Coefficient vector \(w_k\) is thereby updated to adapt filter 208 to changing conditions. Coefficient vector \(w_k\) of the adaptive filter may be updated by the steepest descent algorithm, i.e.,

\[ W_{k+1} = W_k - \mu \nabla_k \]  
Eq. (8)

\[ = W_k + 2\mu E\{e(k)x_k^T\} \]

[0023] Using the instantaneous estimate of the gradient, i.e.

\[ \nabla_k = -2e(k)x_k^T \]  
Eq. (9)

[0024] The update equation may be expressed by

\[ W_{k+1} = W_k + \mu \nabla_k = W_k + 2\mu e(k)x_k \]  
Eq. (10)

where \(\mu\) is the convergence factor or step size which controls the convergence speed and the stability of the algorithm.
The optimal (Wiener) solution, associated with the minimization of the cost function is therefore given by

\[ \mathbf{w}^0 = \mathbf{r}^{-1} \mathbf{p} \]

Eq. (11)

where \( \mathbf{r} \) is the input autocorrelation matrix

\[ \mathbf{r} = E\{ \mathbf{x}_k \mathbf{x}_k^T \} \]

Eq. (12)

and \( \mathbf{p} \) is the crosscorrelation vector:

\[ \mathbf{p} = E\{ d(k) \mathbf{x}_k \} \]

Eq. (13)

The LMS algorithm converges in mean if the convergence factor \( \mu \) is bounded by

\[ 0 < \mu < \frac{1}{\lambda_{\text{max}}} \]

Eq. (14)

where \( \lambda_{\text{max}} \) is the maximum eigenvalue of the autocorrelation matrix. Hence, one of the inherent disadvantages of the LMS algorithm is that all the coefficients adapt with the speed of the slowest mode.

A version of the LMS algorithm has been developed for the use with a multichannel active noise control system. The term "multichannel" refers to the use of more than one actuator and/or error sensor in an active noise control system.

To expand, the Multichannel LMS (MLMS) algorithm may be used in conjunction with a multichannel active noise cancellation system having \( M \) error sensors and \( N \) actuators associated therewith (\( M \geq N \)). Such a system is referred to as an \( M \times N \) active noise control system.

Referring to FIGURE 1B, an exemplary multi-channel active noise control system 120 includes an input sensor 122, respective error sensors 124 (e.g. microphones), respective actuator speakers 126, and an active noise controller (signal processor) 128. As noted, active noise attenuation relies on generating secondary noise field ("anti-noise") cancelling the noise produced by an external source 130.

In order to facilitate the generation of anti-noise, input sensor 122 monitors noise source 130, and error sensors 124 monitor any residual noise at the position where the noise reduction is desired. Signal processing device 128 uses the measurements from input sensor 122 and error sensors 124 and establishes an anti-noise signal that drives speakers 126. Speakers 126 responsively generate the anti-noise, suitably identical in amplitude and frequency, and 180° out of phase with respect to the primary noise to be canceled.

As with the LMS system, the transfer function of the electro-acoustic path between sensor and actuator is modelled. However, for an \( M \times N \) active noise control system, \( MN \) adaptive filters in processor 128 are required for such modelling. In addition, \( N \) adaptive filters from speakers 126 are used to control the actuator output to minimize the total mean squared errors.

In recent years, there has been considerable interest in block adaptive filtering algorithms. Block algorithms involve the use of block processing (i.e. concurrent processing of plural samples) instead of sequential processing of the monitoring data. Block processing refers to the use of blocks of data as opposed to individual data points. In the standard sequential implementation of LMS digital filters described above, a scalar output is computed from the convolution of the sequential input and the filter coefficients. In the block implementation of digital filters, on the other hand, a block of filter outputs are computed for each block of inputs.

Block processing presents a number of advantages. For example, the gradient can be estimated more accurately, and the algorithm can be implemented more efficiently in the frequency domain, and this, individual discrete frequency components of the processed signals can be accessed and controlled directly. Specifically, the block implementation of digital filters has advantages over the sequential implementation of digital filters. For example, the fast Fourier transform (FFT) can be employed to implement a block filter in the frequency domain and hence reduce the number of computations per unit sample for high order implementation. The block filters are also more suitable for parallel processor implementations.

Block LMS (BLMS) algorithms have been developed in both the time and in the frequency domain. Although block adaptive filters were originally proposed for sequential processors, recently the emphasis has been on their
implementation on parallel processors. By using a parallel processor, such as a systolic array processor (SAP) or a waveform array processor (WAP), the throughput rate of a block adaptive filter could be improved considerably.

[0034] In contrast to the sequential LMS algorithm, which minimizes the individual sample mean square error, the block LMS (BLMS) minimizes a mean square error estimated from a block of errors.


[0036] Referring to Figure 2, a multi-channel variant 300 of the system illustrated in Figure 2 of Shen and Spanias’s paper may be schematically represented as respective serial to parallel converters 302, 304 and 306, parallel to serial converter 308, a processor 310 including a block FIR filter 312 and a BLMS algorithm, and a summer 316 (e.g. acoustic summation with microphone). The secondary path $H^S$ is modelled first in the absence of the primary noise $x(k)$. The block finite impulse response (FIR) filter is then adapted using the X-BLMS algorithm.

[0037] In the X-BLMS algorithms, the error signal $e_j$, the desired signal $d_j$, and the coefficient vectors $w$ are defined as:

$$e_j = [e(js) e(js + 1) ... e(js + L - 1)]^T$$  \quad Eq. (15)

$$d_j = [d(js) d(js + 1) ... d(js + L - 1)]^T$$  \quad Eq. (16)

and

$$w_j = [w_j(0) w_j(1) ... w_j(L - 1)]^T$$  \quad Eq. (17)

where: the integer $j$ is the block index; $L$ is the block length; and $s$ is the block shift, the number of new data samples in successive blocks of data (as will be explained, a measure of overlap; if $s = L$ there is no overlap of data between successive data blocks).

[0038] The filtered reference matrix $r_j$ at the $j$th block is given by

$$\begin{bmatrix}
    r(js) & r(js - 1) & ... & r(js - L + 1) \\
    r(js + 1) & r(js) & ... & r(js - L + 2) \\
    .. & .. & .. & .. \\
    .. & .. & .. & .. \\
    .. & .. & .. & .. \\
    r(js + L - 1) & r(js + L - 2) & ... & r(js + L - I)
\end{bmatrix}$$  \quad Eq. (18)

[0039] Each component of the matrix $r_j$ is filtered through $H^S$, an estimate of the transfer function $H^S$ derived during system modelling and defined by

$$r(k) = \sum_{i=0}^{j-1} h^S(i)x(k - 1)$$  \quad Eq. (19)

[0040] An error vector $e_j$, obtained from the summer 316 and representative of the differences between the desired signal $d(k)$ and the output signal $y(k)$, and is given by
The block mean squared error (B<SE), the cost function in x-BLMS algorithm processor 314 is expressed:

\[ J_B = \frac{1}{L} E\{e_j e_j^T\} = \frac{1}{L} E\{|d_j + r_j w_j|^2\} \]

\[ = \frac{1}{L} \left[ E\{d_j^T d_j\} + w_j^T E\{d_j e_j\} + E\{d_j^T r_j\} w_j + w_j^T E\{e_j^T r_j\} w_j \right] \]

Eq. (21)

The gradient for the cost function J_B with respect to the coefficient vector \( w_j \) may thus be expressed as:

\[ \nabla_j B = \frac{\partial J_B}{\partial w_j} = \left[ \frac{\partial J_B}{\partial w_j(0)} \frac{\partial J_B}{\partial w_j(1)} \ldots \frac{\partial J_B}{\partial w_j(L-1)} \right]^T \]

\[ = \frac{1}{L} \left[ E\{d_j^T d_j\} + 2E\{d_j e_j\} w_j \right] = \frac{2}{L} E\{e_j^T e_j\} \]

Eq. (22)

and estimated in the X-BLMS algorithm implemented in processor 314 by:

\[ \nabla_j^B = \frac{2}{L} e_j^T e_j \]

Eq. (23)

The update equation for the X-BLMS algorithm 314 used to update the filter coefficients W in the block FIR filter 312 is given by

\[ W_{j+1} = W_j - \mu_B \nabla_j^B \]

\[ = W_j - \frac{2}{L} \mu_B e_j^T e_j \]

Eq. (24)

The X-BLMS and BLMS algorithms are advantageous as compared to the conventional sequential LMS approach with respect to gradient noise. In both the X-BLMS and the BLMS the gradient is estimated from a block of data rather than a single sample. Hence, the gradient noise is less than the noise associated with the sequential LMS algorithm.

In addition, the X-BLMS algorithm can be updated (i.e. recompute filter coefficient) using varying extents of overlap between successive groups of data (e.g. a block-by-block or a sample-by-sample scheme).

The block shift s, in the formulation, specifies the updating scheme employed in the algorithm. The block shift s can be chosen to be between the integers 1 and L. When s = 1, the X-BLMS is updated on a sample-by-sample basis with maximum overlapping. For s = L, algorithms are updated block-by-block in a disjoint manner. For any value of 1 < s < L, a certain degree of block overlapping is involved.

Block overlapping implies reuse of data. For example, if s = 1 < L - 1 samples of old data are used as components of the next data block. Only one new data sample is used to form the new data block. Data reuse may improve the convergence speed at the expense of additional computations.

The length of the block and the manner of filter updates should be determined based on the statistical nature of the noise signal: for a stationary input signal, long data blocks without overlapping may be advantageously used; for a non-stationary signal short blocks and data overlapping tend to be advantageous.
An optimal solution of the X-BLMS can be obtained by

\[ W^p = r^{-1}p \quad \text{Eq. (25)} \]

where \( r \) and \( p \) are the autocorrelation matrix and the crosscorrelation vector respectively, i.e.,

\[ p = \frac{1}{L} E(d_i^T d_j) \quad \text{Eq. (26)} \]

and

\[ r = \frac{1}{L} E(d_i^T r_j) \quad \text{Eq. (27)} \]

It can be shown that the adaptive filter coefficients \( W \) converge in the mean to the optimal solution if

\[ 0 < \mu_B < \frac{1}{\lambda_{\text{max}}} \quad \text{Eq. (28)} \]

where the \( \lambda_{\text{max}} \) is the maximum eigenvalue of the autocorrelation matrix of the filtered reference signal.

The system identification scheme for the X-BLMS is different from the identification scheme for the LMS or the BLMS algorithm. The main difference lies in the fact that the adaptive FIR filter function 312 is cascaded with the transfer function \( H^S \).

The above discussion relates to time domain algorithms which analyze the data sequentially even though the data may be organized in a block format. However, it is often desirable to transform the input signal \( x(k) \) prior to processing into the frequency domain by way of either a fast Fourier transform (FFT) or a discrete Fourier transform (DFT). The use of a Fourier transform is often desirable as it allows the use of frequency-normalized convergence factors as well as separate control of the different frequency components in sound. This factor may result in faster convergence speed.

In addition, frequency domain algorithms become very efficient in high order filter implementations. Thus, while the initial extra processing step may slow computations, the difference may be overcome by the gain in efficiency in such applications.

However, it would be desirable to improve the convergence speed of the X-BLMS algorithm to allow faster reaction time to transient conditions. In addition, while the convergence factor \( \mu_B \) is constrained it is not explicitly determined. In practice, the convergence factor \( \mu_B \) is determined by trial and error. It would be desirable to explicitly determine the proper factor without resorting to trial and error. Further, any method which can achieve faster convergence would also be desirable.

Furthermore, while the sequential LMS technique has been extended to the multichannel situation, extension of block techniques has not been previously reported. Thus, extensions of the single channel techniques described above to the multichannel case would be desirable.

A filtered-X active noise control system according to the present invention is characterised in that the LMS algorithm employs a time-varying convergence factor \( \langle \mu_B \rangle \) and either the filter coefficient determining means (612) performs according to a block LMS algorithm and derives the convergence factor \( \langle \mu_B \rangle \) for the \( j^{th} \) block according to:

\[
\mu_j^B = \frac{L}{2} \frac{\hat{r}_j^B \hat{d}_j^B}{\sum_j \hat{r}_j^B \hat{d}_j^B} \]

where \( L \) is the block length, \( \alpha \) is a constant \((0<\alpha<1)\), \( r \) is the input autocorrelation matrix, and \( \hat{r}_j^B \) is the gradient estimate matrix.

The filter coefficient determining means (612) performs according to a frequency domain LMS algorithm and derives the convergence factor \( \langle \mu_C^B \rangle \) for the \( j^{th} \) block according to:

\[ \mu_j^C = \frac{L}{2} \frac{\hat{r}_j^B \hat{d}_j^B}{\sum_j \hat{r}_j^B \hat{d}_j^B} \]
where $L$ is the block length, $\alpha$ is a constant ($0 < \alpha \leq 1$), $R$ is the input autocorrelation matrix, and $\hat{R}$ is the gradient estimate matrix.

The present invention finds application in a multi-channel noise cancellation system.

Embodiments of the present invention will now be described, by way of example, with reference to Figures 3 to 8 of the accompanying drawings, in which:

Figures 1A and B are diagrams of typical single-channel and multi-channel active noise control systems;
Figure 2 is a block diagram for the filtered-X block least mean square method;
Figure 3 is a block diagram of a filtered-X frequency domain (circular convolution) least mean square system;
Figure 4 illustrates the block diagram for the filtered-X frequency domain least mean square system;
Figure 5 illustrates a block diagram for the multi-channel least mean square algorithm;
Figure 6 illustrates a block diagram for the multi-channel block adaptive algorithm;
Figure 7 illustrates a block diagram for the frequency domain (circular convolution) multi-channel adaptive algorithm; and
Figure 8 illustrates a block diagram for the frequency domain (linear convolution) multi-channel adaptive algorithm.

The following discussion refers to a series of algorithms as exemplary embodiments of the present invention. These embodiments do not thereby limit the invention to the particular examples discussed. Any algorithms which function analogously are included within the scope of the present invention.

As previously discussed, an adaptive filter function has been considered in the prior art employing an X-BLMS algorithm with a fixed convergence factor. In accordance with one aspect of the present invention, the convergence performance of the X-BLMS algorithm can be improved by employing an optimal time-varying convergence factor. The X-BLMS with a time-varying convergence factor is hereinafter referred to as the optimal X-BLMS (X-OBLMS) method.

The time-varying convergence factor, $\mu_j^B$, can be obtained by expressing the errors in the $(j+1)$-th block as a function of the errors in the $j$-th block. In fact, the error function at the $(j+1)$-th block can be expanded in terms of the error function at the $j$-th block using the Taylor series expansion, i.e.

$$ e_{j+1}(l) = e_j(l) + \sum_{i=0}^{I-1} \frac{\partial e_j(l)}{\partial w_j(i)} \delta w_j(i) + \frac{1}{2!} \sum_{i=0}^{I-1} \sum_{i'=0}^{I-1} \frac{\partial^2 e_j(l)}{\partial w_j(i) \partial w_j(i')} \delta w_j(i) \delta w_j(i') + \text{HOT} \quad (l=1,2,\ldots,L) $$

where "HOT" stands for the higher order terms and
Since the error signal is suitably a linear function in the filter coefficients, derivatives with order higher than one in Eq. (30) are zeros and therefore

\[ e_{j+1}(l) = e_j(l) + \sum_{i=0}^{I-1} \frac{\partial e_j(l)}{\partial w_j(i)} \delta w_j(i) \quad \text{Eq. (32)} \]

Applying Eq. (32) to each entry of the error vector and expressing it in a vector form,

\[ e_{j+1} = e_j + \frac{\partial e_j}{\partial W_j} \delta W_j = e_j + r_j \delta W_j \quad \text{Eq. (33)} \]

Substituting Eq. (34) into Eq. (33) yields

\[ e_{j+1} = e_j + \frac{2}{L} \mu_j^B \sum_j \delta e_j \quad \text{Eq. (35)} \]

The cost function at the (j+1)-th block may thus be expressed as

\[ J_B(j+1) = \frac{1}{L} [e_{j+1}^T e_{j+1}] \]

\[ = \frac{1}{L} \left[ e_j - \frac{2}{L} \mu_j^B \sum_j \delta e_j \right]^T \left[ e_j - \frac{2}{L} \mu_j^B \sum_j \delta e_j \right] \quad \text{Eq. (36)} \]

Taking the gradient of the cost function \( J_B(j+1) \) with respect to the convergence factor \( \mu_j^B \) and setting it to zero, i.e.,

\[ \frac{\partial J_B(j+1)}{\partial \mu_j^B} = \frac{1}{L} \sum_j \left[ e_{j+1} e_{j+1} \right] = 0 \quad \text{Eq. (37)} \]

the \( \mu_j^B \) may then be obtained by

\[ \mu_j^B = \frac{L}{2} \alpha \nabla_j^B \sum_j \nabla_j^B \quad \text{Eq. (38)} \]

where \( \nabla_j^B = 2 \tau_j^T \delta_j/L \) is the gradient estimate and \( \alpha = 1 \).

[0062] The convergence factor \( \mu_j^B \) in Eq. (38) is designed primarily for improving convergence speed of the adaptive algorithm. The value of \( \mu_j^B \) may be large initially and may change quite rapidly from one iteration to the next in some
cases. In these cases, misadjustment and the variation of the sound pressure level may be large as well. To avoid the transient effect due to the rapid change of the sound and improve the misadjustment, a small scaling factor $\alpha$ is introduced to scale down $m_{ij}$, where $0 < \alpha < 1$. When a small scaling factor is introduced for the time-varying convergence factor, a smoother convergence curve is obtained.

[0063] A frequency domain algorithm may be implemented either via a circular convolution or a linear convolution technique. The frequency domain algorithm using circular convolution (XC-FLMC) uses a straight Fourier transform of all the time domain data sequences. The circular convolution technique saves computational steps at the expense of additional errors. However, if the data lengths are long, the errors are small and can be neglected.

[0064] In contrast, the linear convolution algorithm is an exact implementation of the X-BLMS in the frequency domain (X-FLMS). Linear convolution requires more computational power but gives greater accuracy.

[0065] Referring to FIGURES 3 and 4, block diagrams of the linear convolution X-FLMS system 400 and the circular convolution XC-FLMS system 500 are shown. As noted above, the differences between the two techniques involve the comparative positioning of a fast Fourier transformer 402 in FIGURE 3 and a fast Fourier transform 510 in FIGURE 4. Transformation after $H_R$ in FIGURE 4 implements the X-BLMS exactly while the transformation before $H$ in FIGURE 3 only changes the incoming data.

[0066] As a convention in this application, lower case letters are used to represent the time-domain signals and upper case letters represent the frequency domain signals.

[0067] Although the X-FLMS algorithm requires more computations than the XC-BLMS algorithm, it also offers some computational savings in high order cases relative to the time-domain algorithm. The X-FLMS allows for direct access and control of adaptation of individual frequency components and achieves faster convergence for highly correlated signals. Since the X-FLMS is the exact implementation of the X-BLMS, it has identical convergence properties as the X-BLMS algorithm.

[0068] The time-varying convergence factor can also be computed efficiently in the frequency domain for both XC-FLMS and X-FLMS type algorithms. The frequency domain algorithms with an optimal time-varying convergence factor are hereinafter referred to as the XC-OFLMS and the X-OFLMS algorithms respectively. Using the Taylor expansion technique for both the real and imaginary parts of the error function, the time-varying convergence factor $\mu_j$ for the XC-OFLMS can be obtained by

$$\mu_j = \frac{L}{2} \frac{\alpha \nabla_j H \nabla_j - \nabla_j H \nabla_j}{\nabla_j H \nabla_j - \nabla_j H \nabla_j}$$

Eq. (39)

and the update equation of the XC-OFLMS is given by

$$\nabla_{j+1} = 2 \left( \frac{\mu_j}{L} \right) \nabla_j$$

Eq. (40)

[0069] The time-varying convergence factor for the X-FLMS can be obtained by computing $\mu_j^B$ in the frequency domain.

[0070] The complexity of the different algorithms is given in Table 1. The analysis given here is based on the block-by-block updating scheme.

[0071] To facilitate the evaluation of the computational efficiency realized by frequency domain implementation, the following complexity ratios may be defined:

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Real Multiplies</th>
<th>Real Adds</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-LMS</td>
<td>$3LI + L$</td>
<td>$3LI - 2L$</td>
</tr>
<tr>
<td>X-BLMS</td>
<td>$3LI + L$</td>
<td>$3LI - 2L$</td>
</tr>
<tr>
<td>X-OBLMS</td>
<td>$4LI + 2L + I$</td>
<td>$4LI + I + 2L - 2$</td>
</tr>
</tbody>
</table>
Table 1 (continued)

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Real Multiplies</th>
<th>Real Adds</th>
</tr>
</thead>
<tbody>
<tr>
<td>XC-FLMS</td>
<td>$3L \log_2(L/2) + 7L$</td>
<td>$4.5L \log_2(L/2) + 4L$</td>
</tr>
<tr>
<td>XC-OFLMS</td>
<td>$3L \log_2(L/2) + 13L (+ 1 division)$</td>
<td>$4.5L \log_2(L/2) + 9L$</td>
</tr>
<tr>
<td>X-FLMS</td>
<td>$12L \log_2L + L^2 + 8L$</td>
<td>$18L \log_2L + L^2 + 3L$</td>
</tr>
<tr>
<td>X-OFLMS</td>
<td>$14L \log_2L + L^2 + 10L (+ 1 division)$</td>
<td>$21L \log_2L + L^2 + 5L$</td>
</tr>
</tbody>
</table>

\[
CR_1 = \frac{\text{multiplies+addsX-BLMS}}{\text{multiplies+addsX-FLMS}} \quad \text{Eq. (41)}
\]

\[
CR_2 = \frac{\text{multiplies+addsX-BLMS}}{\text{multiplies+addsX-FLMS}} \quad \text{Ep. (42)}
\]

\[
CR_3 = \frac{\text{multiplies+addsX-OFLMS}}{\text{multiplies+addsX-OFLMS}} \quad \text{Eq. (43)}
\]

\[
CR_4 = \frac{\text{multiplies+addsX-OFLMS}}{\text{multiplies+addsX-OFLMS}} \quad \text{Eq. (44)}
\]

**Table 2**

<table>
<thead>
<tr>
<th>Complexity Ratio</th>
<th>The Filter Taps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8</td>
</tr>
<tr>
<td>CR_1</td>
<td>1.81</td>
</tr>
<tr>
<td>CR_2</td>
<td>0.40</td>
</tr>
<tr>
<td>CR_3</td>
<td>1.72</td>
</tr>
<tr>
<td>CR_4</td>
<td>0.50</td>
</tr>
</tbody>
</table>

**Table 2 shows complexity comparisons for different number of taps of the filters.** It is shown that the XC-FLMS and the XC-OFLMS become efficient when the number of filter taps is at least eight (8). The X-FLMS and the X-OFLMS achieve computational savings when the tap number are at least sixty-four (64) and thirty-two (32), respectively.

**0072** The single-channel block adaptive methods presented above are used primarily for one-dimensional applications. The existing adaptive methods, such as the filtered-X (X-LMS) and the multi-channel filtered-X LMS (MLMS) algorithms, are limited to the sequential case. Block adaptive algorithms have conventionally not been applied to multichannel active noise attenuation. Although multichannel block adaptive algorithm (MBAA) generally address substantively the same active sound control problem as the MLMS, they have several advantages over the MLMS. For example: a) they are associated with less gradient noise because they utilize an entire block of errors to estimate the gradient, b) they can incorporate overlap between successive blocks of data (e.g. be updated block-by-block or sample-by-sample), and c) they can be implemented efficiently in the frequency domain. Frequency domain implementations allow for separation of control of the adaptation gain of individual frequency components and they can be beneficial in cases where the input data is harmonic.

**0073** Although the MBAA is based on essentially the same active control structure as the MLMS, it differs from the MLMS in that it organizes the data in a block form such that the sum of squared errors over a short time window (block) is minimized. By taking the average over a block of data, a gradient estimate of lower variance may be obtained. For stationary and ergodic data, the average block gradient is generally closer to the true ensemble gradient.

**0074** An exemplary active noise cancellation system controller 600 employing an MLMS algorithm may be schematically represented as shown in FIGURE 5. An input signal x(k) is divided into M primary paths 602, a respective path associated with representing each of the M number of error sensors 604. In turn, the input signal is fed into N adaptive filters 606 where N represents the number of actuators. The combination of N actuators and M error sensor...
604 results in MxN secondary paths 608.

[0076] As a consequence, the input signal x(k) is filtered through MxN filters 610 before being fed into the multichannel LMS algorithm processor 612. In turn, algorithm processor 612 updates the filter coefficients in N adaptive filters 606 in accordance with, for example, the MxN filtered x(k) 610 and an error signal vector e(k) received from the error sensors 604.

[0077] In contrast, FIGURE 6 illustrates the block diagram for an exemplary multichannel block adaptive algorithm (MBAA) system 700. The MBAA system suitably includes all elements of the MLMS including M primary paths 702, N error sensors 704, N adaptive filters 706, MxN secondary paths 708, MxN filters 702 and the multichannel BLMS algorithm 712. However, the MBAA suitably utilizes blocks instead of sample by sample data entry. That technique suitably employs the use of series to parallel converters 714, 716 and 718 to alter the data streams from x(k) and e(k) to block format. That conversion then suitably employs a parallel to serial converter 720 to reconvert the series to generate an output y(k).

[0078] The MBAA can be represented mathematically as follows. An error signal e(k) vector generated by summer 704, a desired signal d(k), and an output signal y(k) generated by N adaptive filters 706 vectors at the j-th block are defined by

\[ e_{m,j} = [e_m(js) \ e_m(js + 1) \ldots e_m(js + L - 1)]^T \]  
Eq. (45)

\[ d_{m,j} = [d_m(js) \ d_m(js + 1) \ldots d_m(js + L - 1)]^T \]  
Eq. (46)

and

\[ w_{n,j} = [w_{n,j}(0) \ w_{n,j}(1) \ldots w_{n,j}(I - 1)]^T \]  
Eq. (47)

where e_{m,j}, d_{m,j} (m = 1, 2, ..., M) are the error e(k) and desired signal d(k) vectors, at the m-th sensor 704 and j-th block respectively. And w_{n,j} is the n-th filter 706 coefficient vector at the j-th block. The multichannel block vectors are given by,

\[ e_j = [e_1^T \ e_2^T \ldots e_{m,j}^T \ldots e_{M,j}^T]^T \]  
Eq. (48)

\[ d_j = [d_1^T \ d_2^T \ldots d_{m,j}^T \ldots d_{M,j}^T]^T \]  
Eq. (49)

and

\[
\begin{bmatrix}
w_{1,j}(0) & w_{1,j}(1) & \ldots & w_{1,j}(I - 1) \\
\vdots & \vdots & \ddots & \vdots \\
w_{N,j}(0) & w_{N,j}(1) & \ldots & w_{N,j}(I - 1)
\end{bmatrix}^T
\]  
Eq. (50)

where e, d are (ML)x1 error and primary noise vectors at the j-th block, respectively, and w is an (NI)x1 adaptive coefficient vector 706 at the j-th block. Furthermore, define

\[ \Gamma_{m,j} = [\Gamma_{m,1,j} \ \Gamma_{m,2,j} \ldots \ \Gamma_{m,n,j}] \]  
Eq. (51)

where
Here $r_{m,n,j}$ is an $L \times I$ filtered reference matrix for the path between the $m$-th sensor and the $n$-th actuator, at the $j$-th block and $n = 1,2,...,N$. Each entry of $r_{m,n,j}$ suitably comprises a filtered reference signal, for example, defined in Eq. (19); and $r_{m,j}$ suitably comprises an $L \times (NI)$ filtered reference matrix for the $m$-th sensor. Finally, define

$$I_{m,n,j} = \begin{bmatrix} r_{m,n}(js) & r_{m,n}(js-1) & \ldots & r_{m,n}(js-I+1) \\ r_{m,n}(js+1) & r_{m,n}(js) & \ldots & r_{m,n}(js-I+2) \\ \vdots & \vdots & \ddots & \vdots \\ r_{m,n}(js+L-1) & r_{m,n}(js+L-2) & \ldots & r_{m,n}(js-I+L) \end{bmatrix} \quad \text{Eq. (52)}$$

where $r^j$ is an $(ML) \times (NI)$ filtered reference matrix at the $j$-th block. The cost function may then be defined as the sum of the block mean squared errors 712 given in Eq. (54) i.e.,

$$J_B = \frac{1}{L} E\{e_j^2 \} \quad \text{Eq. (54)}$$

$$= \frac{1}{L} \left[ E\{d_j^2 \} + 2w_j^2 E\{\bar{r}_j^T d_j \} + w_j^2 E\{\bar{r}_j^T r_j \} w_j \right]$$

where the block error vector is given by

$$e_j = d_j + \bar{r}_j w_j \quad \text{Eq. (55)}$$

[0079] Taking the gradient of $J_B$ with respect to the filter coefficients yields

$$\nabla_{\bar{r}_j} = \frac{\partial J_B}{\partial \bar{r}_j} = \frac{2}{L} E\{\bar{r}_j^2 e_j \} \quad \text{Eq. (56)}$$

[0080] Using the gradient estimate,

$$\nabla_{\bar{r}_j} = \frac{2}{L} \bar{r}_j e_j \quad \text{Eq. (57)}$$
the filter coefficients are updated by processor 712 by

\[ w_{j+1} = w_j - 2 \left( \frac{\mu_B}{L} \right) R_j^T e_j \]

**Eq. (58)**

[0081] The standard multichannel LMS algorithm is a special case of the MBAA; when the block length L is one, the M3AA defaults to the MLMS.

[0082] One of the advantages of the MBAA is its flexible update schemes. As with the single-channel block algorithm, the MBAA can be updated using varying extents of overlap (e.g. block-by-block or sample-by-sample). Again, the updating schemes may be specified by the block shift s. When the block shift is one (s = 1), the algorithm is preferably updated in a sample-by-sample manner; that is, only one new data sample is used to form a new data block. For s = L, the algorithm is updated in a disjoint manner. When 1 < s < L, L - s samples of old data along with s new data samples form a new data block and the M3AA is updated once per s samples. Such flexible update schemes provide different implementations for various applications. A proper update scheme is suitably determined based on the stochastic nature of sound as discussed in the single-channel case.

[0083] The MBAA converges in the mean to the optimal solution;

\[ \hat{\theta} = -P^{-1} \hat{R} \]

**Eq. (59)**

where

\[ P = \frac{1}{L} E \{ R_j^T R_j \} \]

**Eq. (60)**

and

\[ \hat{R} = \frac{1}{L} E \{ R_j^T \hat{A}_j \} \]

**Eq. (61)**

are the autocorrelation matrix and the crosscorrelation vector of the filtered reference sequence. The convergence condition for the MBAA is

\[ 0 < \mu_B < \frac{1}{\lambda_{max}} \]

**Eq. (62)**

where \( \lambda_{max} \) is the largest eigenvalue of the autocorrelation matrix P.

[0084] As with the single channel case, in accordance with one aspect of the present invention, a variable convergence factor for the MBAA is preferably employed. As previously noted, the convergence factor determines the stability, controls the convergence speed, and affects the adaptation accuracy of the algorithm. In accordance with one aspect
of the invention, proper selection of the convergence factor is thus highly desirable. The commonly used adaptive
algorithms for active noise control, such as the filtered-X LMS algorithm or multichannel LMS algorithm are sequential
algorithms with a fixed convergence factor. As noted previously, the selection of the convergence factor is primarily
based on "trial and error" which is often time consuming.

The X-OBLMS algorithm employing a variable convergence factor was presented above for use in single
channel applications. A similar technique may suitably be applied to the MBAA. An MBAA with a variable (e.g. time-
varying) convergence factor is referred to as the multi-channel optimal block adaptive algorithm (MOBAA) method.
The term "optimal" is used in the sense that the convergence factor is adapted such that the cost function of the MBAA
is reduced (e.g. minimized) at each iteration.

The MOBAA improves the performance of the MBAA, since, for example, a) a convergence factor is deter-
dined automatically by the algorithm, i.e., no "trial and error" process is necessary, b) faster convergence characteristics
are observed due to the fact that the convergence factor is designed to minimize the cost function from one iteration
to the next, and c) better tracking capability is obtained for non-stationary signals. Additional computation, however,
may be required to calculate the convergence factor.

Based on a control scheme analogous to the MBAA, the update equation of the MOBAA is given by

\[ w'_{j+1} = w_j - \frac{\mu_j}{L} p_j^T e_j \quad \text{Eq. (63)} \]

where \( \mu_j \) is the time-varying convergence factor. In order to derive the optimal \( \mu_j \), the Taylor series expansion technique
is applied again for the multichannel error functions. Since the data structure may be more complex than the single-
channel case, a detailed derivation is given in the following.

For convenience, the total block error, the desired signal vectors, and the filtered reference matrix at the \((j + 1)\)th block are rewritten below

\[ e_{j+1} = \begin{bmatrix} e_{1,j+1} \\ e_{2,j+1} \\ \vdots \\ e_{m,j+1} \\ e_{N,j+1} \end{bmatrix}, \quad d_{j+1} = \begin{bmatrix} d_{1,j+1} \\ d_{2,j+1} \\ \vdots \\ d_{m,j+1} \\ d_{N,j+1} \end{bmatrix}, \quad p_{j+1} = \begin{bmatrix} p_{1,j+1} \\ p_{2,j+1} \\ \vdots \\ p_{m,j+1} \\ p_{N,j+1} \end{bmatrix} \quad \text{Eq. (64)} \]

and

\[ e_{1,j+1} = \begin{bmatrix} e_{1,j+1} \\ e_{2,j+1} \\ \vdots \\ e_{m,j+1} \\ e_{N,j+1} \end{bmatrix}, \quad d_{1,j+1} = \begin{bmatrix} d_{1,j+1} \\ d_{2,j+1} \\ \vdots \\ d_{m,j+1} \\ d_{N,j+1} \end{bmatrix}, \quad w_{j+1} = \begin{bmatrix} w_{j+1}(0) \\ w_{j+1}(1) \\ \vdots \\ w_{j+1}(N-1) \end{bmatrix} \quad \text{Eq. (65)} \]
where the index for the entries in $\mathbf{w}_{j+1}$ has been rearranged for clarity. Consider the error function expression associated with the $m$-th error sensor, i.e.,

$$e_{m,j+1} = d_{m,j+1} + r_{m,j+1} \mathbf{W}_{j+1}$$

Eq. (66)

the 1\textsuperscript{st} entry of $e_{m,j+1}$ can be expressed as

$$e_{m,j+1}(1) = d_{m,j+1}(1) + \{\text{the 1\textsuperscript{st} row of } r_{m,j+1} \mathbf{W}_{j+1}\}$$

$$i = 1, 2, \ldots, L$$

Eq. (67)

The error function $e_{m,j+1}(1)$ in Eq. (67) can be expanded in terms of the error function $e_{m,j+1}(1)$ using the Taylor series expansion, i.e.,

$$
\begin{align*}
    e_{m,j+1}(1) &= e_{m,j}(1) + \sum_{i=0}^{NI-1} \frac{\partial e_{m,j}(1)}{\partial w_j(i)} \delta w_j(i) \\
    &+ \frac{1}{2!} \sum_{i=0}^{NI-1} \sum_{i'=0}^{NI-1} \frac{\partial^2 e_{m,j}(1)}{\partial w_j(i) \partial w_j(i')} \delta w_j(i) \delta w_j(i') \\
    &+ \text{HOT} \\
    i &= 1, 2, \ldots, L
\end{align*}
$$

Eq. (68)

where

$$
\begin{align*}
    \delta w_j(i) &= w_{j+1}(i) - w_j(i) & i &= 0, 1, \ldots, NI-1 \\
    \delta w_j(i') &= w_{j+1}(i') - w_j(i') & i' &= 0, 1, \ldots, NI-1
\end{align*}
$$

Eq. (69)

and the "HOT" stands for the higher order terms of the Taylor series expansion. Since the error is a linear function of the filter coefficients, any terms higher than the first order in the Taylor series expansion are zero. Eq. (68) then becomes

$$
\begin{align*}
    e_{m,j+1}(1) &= e_{m,j}(1) + \sum_{i=0}^{NI-1} \frac{\partial e_{m,j}(1)}{\partial w_j(i)} \delta w_j(i) \\
    \text{Eq. (70)}
\end{align*}
$$

Eq. (80) or a similar function may be applied to each entry of the vector $e_{m,j+1}$, and yielding the vector form expression

$$
\begin{align*}
    e_{m,j+1} &= e_{m,j} + \frac{\partial e_{m,j}}{\partial w_j} \delta w_j \\
    \text{Eq. (71)}
\end{align*}
$$

where
Following the same procedure for the error vector at each input channel, define

\[
\frac{\partial \mathbf{e}_{j}}{\partial \mathbf{w}_{j}} = \left[ \frac{\partial \mathbf{e}_{m,j}(1)}{\partial \mathbf{w}_{j}(0)} \frac{\partial \mathbf{e}_{m,j}(1)}{\partial \mathbf{w}_{j}(1)} \ldots \frac{\partial \mathbf{e}_{m,j}(1)}{\partial \mathbf{w}_{j}(NI-1)} \frac{\partial \mathbf{e}_{m,j}(2)}{\partial \mathbf{w}_{j}(0)} \frac{\partial \mathbf{e}_{m,j}(2)}{\partial \mathbf{w}_{j}(1)} \ldots \frac{\partial \mathbf{e}_{m,j}(2)}{\partial \mathbf{w}_{j}(NI-1)} \ldots \ldots \ldots \ldots \frac{\partial \mathbf{e}_{m,j}(L)}{\partial \mathbf{w}_{j}(0)} \frac{\partial \mathbf{e}_{m,j}(L)}{\partial \mathbf{w}_{j}(1)} \ldots \frac{\partial \mathbf{e}_{m,j}(L)}{\partial \mathbf{w}_{j}(NI-1)} \right]
\]

\text{Eq. (72)}

Substituting Eq. (75) to Eq. (74) yields:

The cost function to be minimized at the \((j+1)\)-th block is defined as

\[
J_{B}^{(j+1)} = \frac{1}{L} \sum_{i=1}^{L} [\mathbf{e}_{j+1}]^{T} \mathbf{e}_{j+1}
\]

\text{Eq. (77)}

The optimal convergence factor \(\mu_{B}^{(j)}\) may then be obtained by minimizing the \(J_{B}^{(j+1)}\). Substituting Eq. (76) into Eq. (77) yields:
Taking the gradient of the cost function \( J_B(j+1) \) w.r.t the convergence factor \( \mu_B \) and setting it to zero, i.e.

\[
\frac{1}{L} \frac{\partial [e_j^T, e_{j+1}]}{\partial \mu_B_j} = 0
\]

then the optimal convergence factor which minimizes the cost function is given by

\[
\hat{\mu}_j^B = \frac{L}{2} \frac{-a e_j^T \hat{y}_j}{e_j^T \hat{y}_j} = \frac{L}{2} \frac{\hat{y}_j^B \hat{y}_j^B}{\hat{y}_j^B \hat{y}_j^B}
\]

The time-varying convergence factor, \( \rho_j \), of the multichannel block adaptive algorithm provides for fast convergence by minimizing the cost function at each iteration. As demonstrated in the single-channel X-OBLMS, the convergence speed improves considerably. The \( \rho_j \), however, may be large and varied rapidly from one iteration to another, especially during transients. This may increase misadjustment and cause some transient effect due to possible rapid changes of sound intensity. To improve misadjustment and reduce the transient effect, a scaling factor \( a \) is suitably introduced and can be chosen to be in the range of \( 0 < a < 1 \). The expense of additional computation. A faster convergence speed is observed by block overlapping. The fastest convergence is achieved by using sample-by-sample update with a high level of block overlapping.

Table 3 shows that the MLMS and the MBAA have the same complexity when operating on \( L \) samples of data. Some additional computations may be required for the MOBAA for computing the convergence factor. For the sample-by-sample updates, more computations are generally required per sample for both the MBAA and the MOBAA.

As noted previously, frequency domain algorithms generally have at least two attractive features. First, the frequency domain adaptive algorithms enable control of individual frequency components of sound and, therefore, control of the convergence speed of the different modes. This feature is particularly useful when the input is associated with an autocorrelation matrix that has large eigenvalue spread. Second, the complexity of the algorithms can be potentially reduced for high order filter implementations because, inter alia, the convolution and correlation operations involved in the block gradient estimation are performed efficiently using the FFT.

For multichannel active noise control, the complexity is proportional to the square of the number of channels. Thus, the efficiency of the algorithm is therefore an important issue when the number of the channels increases. The frequency domain adaptive algorithms can also be adapted on, e.g., a sample-by-sample or block-by-block basis.
Frequency domain adaptive algorithms may be suitably implemented in multichannel applications with or without gradient constraints. The frequency domain multichannel adaptive algorithm (circular convolution) (FMAAC) described below is suitably implemented without the gradient constraint since the underlying convolutions and the correlations are circular. By removing the constraint, a number of FFT (IFFT) operations may be eliminated. The complexity of the algorithm may therefore be further reduced.

Returning now to FIGURE 7, a frequency domain (circular convolution) multichannel adaptive system suitably includes respective fast Fourier transform (FFT) circuits 806 and 810, an inverse fast Fourier transform circuit 808, respective serial to parallel circuits 814 and 812, N complex adaptive filters 816, MxN complex filter 818, respective summers 802, and a processor 820 where M is the number of error sensors 802 and N is the number of actuators driven by the N complex adaptive filter 816.

The input signal x(k) suitably follows M primary paths to be a derived signal of d(k) at each of M summers 802. The input signal x(k) is also applied to serial to parallel converter 814 to convert from a sequential format to a block format. The block format input signal x(k) is then applied to fast Fourier transform circuit 806. The block and transformed input signal x(k) is fed into the N complex adaptive filters 816 to generate N output signals y(k). The N output signals are applied to inverse fast Fourier transform circuit 808 and a parallel to serial circuit (not shown) before following MxN paths to each of M summers 802.

In addition, the block and transformed input signals x(k) is also applied to MxN complex filter 818 to generate filtered-X structure \( R_{jH} \). The filtered-X structure \( R_{jH} \) is then applied to processor 820.

Each of the M summers 802 relays the error signal \( e_k \), i.e. the summation of \( d_k \) and \( y_k \), to a serial to parallel circuit 812 and hence to fast Fourier transform circuit 810. The summers 802 are preferably an acoustic summer such as a microphone. From fast Fourier transform 810, the error signal \( e_k \) is applied to processor 820.

Processor 820 applies the algorithm described below to correct the coefficients comprising N complex adaptive filter 816 as appropriate.

The FMAAC algorithm is suitably formulated in the following manner. The time-domain input signal x(k) is formed as an L x I vector,

\[
X_j = [X(js) \ x(js + 1) \ldots x(js + L - 1)]^T \quad \text{Eq. (81)}
\]

The time-domain error signal \( e_m \) and the desired signal \( d_m \) vectors at the m-th error sensor are given by

\[
e_{m,j} = [e_m(js) \ e_m(js + 1) \ldots e_m(js + L - 1)]^T \quad \text{Eq. (82)}
\]

and

\[
d_{m,j} = [d_m(js) \ d_m(js + 1) \ldots d_m(js + L - 1)]^T \quad m = 1, 2, \ldots, M \quad \text{Eq. (83)}
\]

where j is a block index and the block length L is a radix-2 integer. The FIR coefficient vector found in the MxN complex filter 818 which models the transfer function between the m-th error sensor and the n-th actuator is given by

\[
h_{m,n}^s = [h_{m,n}^s(0) \ h_{m,n}^s(1) \ldots h_{m,n}^s(L - 1)]^T \quad \text{Eq. (84)}
\]

Here the filter taps are desirably chosen to be the same as the block length. An FFT operation 806 is performed on the input signal vector \( X_j \) and the secondary filter coefficients, \( h_{m,n}^s \), i.e.,

\[
X_j = \text{diag}[\text{FFT}[X_j]\] \quad \text{Eq. (85)}
\]

and

\[
h_{m,n}^s = \text{diag}[\text{FFT}[h_{m,n}^s]] \quad \text{Eq. (86)}
\]
where \( X_j \) and \( H_{m,n}^s \) are \( L \times L \) complex diagonal matrices. Also define the \( L \times 1 \) complex adaptive coefficient vector found in the \( N \) complex adaptive filter 816 for the \( n \)-th output channel,

\[
W_{n,j}^c = [W_{n,j}^c(0) \ W_{n,j}^c(1) \ldots W_{n,j}^c(L - 1)]^T \quad n = 1, 2, \ldots N
\]

The frequency domain output vector \( Y_k \) at the \( m \)-th error sensor may then be given by

\[
Y_{m,j} = \sum_{n=1}^{N} R_{m,n,j}^c W_{n,j}^c \quad \text{Eq. (88)}
\]

where the \( L \times L \) complex filtered reference matrix between the \( m \)-th input and the \( n \)-th output, \( R_{m,n,j}^c \), is given by

\[
R_{m,n,j}^c = X_j H_{m,n}^s \quad \text{Eq. (89)}
\]

The time-domain secondary output observed by the \( m \)-th sensor is the inverse Fourier transform 808 \( Y_{m,j} \), i.e.,

\[
y_{m,j} = \text{IFFT}(Y_{m,j}) \quad \text{Eq. (90)}
\]

The error vector \( e_{m,j} \) at the \( m \)-th sensor is then given by

\[
e_{m,j} = d_{m,j} + y_{m,j} \quad \text{Eq. (91)}
\]

The FFT operation 810 of \( e_{m,j} \) yields the frequency domain error vector, i.e.,

\[
E_{m,j} = \text{FFT}(e_{m,j}) \quad \text{Eq. (92)}
\]

The total frequency domain block error for all the error, sensors is formed in processor 820, for example, as an \((ML) \times 1 \) complex vector,

\[
E_j = [E_{1,j}^T E_{2,j}^T \ldots E_{M,j}^T]^T \quad \text{Eq. (93)}
\]

Similarly, an \((ML) \times 1 \) complex desired signal vector can be formed in processor 820, for example, as

\[
D_j = [D_{1,j}^T D_{2,j}^T \ldots D_{M,j}^T]^T \quad \text{Eq. (94)}
\]

where

\[
D_{m,j} = \text{FFT}(d_{m,j}) \quad \text{Eq. (95)}
\]

is an \( L \times 1 \) complex desired signal vector at the \( m \)-th sensor. In addition, define an \((NL) \times 1 \) complex coefficient vector

\[
W_j^c = [W_{1,j}^c W_{2,j}^c \ldots W_{N,j}^c]^T \quad \text{Eq. (96)}
\]
and

\[
R_j^C = \begin{bmatrix}
R_{1,1,j}^C & R_{1,2,j}^C & \cdots & R_{1,N,j}^C \\
R_{2,1,j}^C & R_{2,2,j}^C & \cdots & R_{2,N,j}^C \\
\vdots & \vdots & \ddots & \vdots \\
R_{H,1,j}^C & R_{H,2,j}^C & \cdots & R_{H,N,j}^C
\end{bmatrix}
\]

Eq. (97)

where \( R_j^C \) is an (ML) x (NL) complex filtered-reference matrix with a block diagonal structure. The complex error vector is then given by

\[
E_j = D_j + R_j^C W_j^C
\]

Eq. (98)

The cost function in the processor 820 of the FMAAC is defined as the frequency domain block mean squared error, i.e.,

\[
J_B = \frac{1}{L} E \{ E_j^H E_j \} = \frac{1}{L} E \{ (D_j + R_j^C W_j^C)^H (D_j + R_j^C W_j^C) \}
\]

Eq. (99)

Taking the gradient of the cost function \( J_B \) with respect to the real and the imaginary parts of \( W_j^C \) respectively and combine them:

\[
\nabla_j^C = \frac{\partial J_B}{\partial W_j^C} = \frac{1}{L} \left[ 2 R_j^C^H D_j + 2 R_j^C^H R_j^C W_j^C \right]
\]

Eq. (100)

Using the gradient estimation,

\[
\nabla_j^C = \frac{2}{L} E_j^H E_j
\]

Eq. (101)

the update equation of the FMAAC is obtained by

\[
W_{j+1}^C = W_j^C - \mu \nabla_j^C = W_j^C - \frac{2 \mu}{L} R_j^C^H E_j
\]

Eq. (102)

[0101] It should be noted that, although the FMAAC may be configured to minimize the frequency domain cost function, the error is actually formed in the time-domain and transformed to the frequency domain. Since the circular convolution operations are involved in the algorithm formulation, the FMAAC typically need not converge to the same optimal solution as the MBAA. It can be shown that an optimal solution of the FMAAC is given by

\[
W_0 = -R_p^{-1} R_j^C
\]

Eq. (103)
where

\[
R_p^c = \frac{1}{L} E(R_i^c R_j^c)
\]

Eq. (104)

and

\[
P_j^c = \frac{1}{L} E(R_i^c D_j^c)
\]

Eq. (105)

are the power spectral matrix and the cross-spectral vector of the filtered input signal. The algorithm converges in the mean to the optimal solution if the convergence factor is bounded by

\[
0 < \mu^c < \frac{1}{\Lambda^c_{\text{max}}}
\]

Eq. (106)

where \(\Lambda^c_{\text{max}}\) is the maximum eigenvalue of the power spectral matrix \(R_p^c\).

In addition, for reasons previously stated, an optimal time-varying convergence factor can also be derived for the FMAAC to minimize the frequency domain cost function at each iteration. The FMAAC with an optimal time-varying convergence factor is referred to as the frequency domain multichannel optimal adaptive algorithm (FMOAAC). Following a similar derivation as with the MOBAA, the 1-th entry of the error vector \(E_{m,j+1}\) can be expressed in terms of the 1-th entry of the error vector of \(E_{m,j}\) by Taylor’s series expansion in processor 820.

\[
E_{m,j+1}(l) = E_{m,j}(l) + \sum_{i=0}^{L-1} \frac{\partial E_{m,j}(l)}{\partial W_j^c(i)} \delta W_j^c(i) + \sum_{i=0}^{L-1} \sum_{i'=0}^{L-1} \frac{\partial E_{m,j}(l)}{\partial W_j^c(i)} \frac{\partial W_j^c(i)}{\partial W_j^c(i')} \delta W_j^c(i')
\]  

Eq. (107)

Since the frequency domain error is a linear function of the coefficient vector, the higher order terms over one are zeros. Eq. (107) becomes

\[
E_{m,j+1}(l) = E_{m,j}(l) + \sum_{i=0}^{L-1} \frac{\partial E_{m,j}(l)}{\partial W_j^c(i)} \delta W_j^c(i)
\]

Eq. (108)

Applying Eq. (108) to each entry of the error vector and combining them in a vector form:

\[
E_{m+1} = E_m + \frac{\partial E_m}{\partial W_j^c} \delta W_j^c
\]

Eq. (109)

From Eq. (109) and Eq. (108):
The cost function at the \((j + 1)\)th block is given by

\[
J_B(j + 1) = \frac{1}{L} [E_{j+1}^H E_{j+1}]
\]

where 0 < \(\alpha\) ≤ 1 controls the misadjustment of the algorithm. By using a time-varying convergence factor, the frequency domain error energy is may be reduced (e.g. minimized) from one iteration to the next. The convergence speed is therefore improved considerably.

In an alternate embodiment, normalized convergence factors can be adopted for the FMAAC. The FMAAC with normalized convergence factor is referred to as the FMNAAC. In some situations, normalized convergence factors are desirable. A normalized convergence factor takes advantage of the frequency domain algorithm to determine individual fixed convergence factors for separate frequencies. When the input signal \(x(k)\) is harmonically structured, the normalized convergence factor alters fast convergence without the computational needs of the optimal convergence factor.

More particularly, let

\[
M_j^c = \begin{bmatrix} R_j^H & R_j \end{bmatrix}
\]

where 0 < \(\alpha\) ≤ 1 is a scaling factor. Different convergence factors are suitably assigned to each different frequency component for achieving a more uniformed convergence rate. The update equation of the FMNAAC may be given by

\[
W_{\omega j + 1}^c = W_j^c - \alpha M_j^{-1} \nabla_j^c
\]

It is noted that the computation of the normalized convergence factors involves the inverse operation of the \(R_j^c\) matrix. It is a simple matter to compute the inverse in the single-channel algorithm where the matrix \(R_j^c\) is
diagonal. In the multichannel algorithm, the sample power spectral matrix, $R_{jc}^H R_{jc}$ may be of a block diagonal structure and hence, more difficult to invert. One should also consider the condition of the matrix to avoid numerical errors.

[0105] Similar to the MBAA and the MOBAA, the FMAAC and the FMOAAC can be updated with different updating schemes. The updating schemes are also specified by, inter alia, the block shift $s$.

[0106] The FMAA represents the linear convolution of the MBAA in the frequency domain. The FMAA may thus require more computations than the FMAAC due to, inter alia, the gradient constraints.

[0107] Referring now to FIGURE 8, a block diagram of the frequency domain (linear convolution) adaptive algorithm system 900 suitably includes respective serial to parallel circuits 912, 914 and 916, a parallel to serial circuit 918, respective fast Fourier transform circuits 906, 910, 918, 920, respective inverse fast Fourier transform circuits 908 and 922, $N$ complex adaptive filters 924, and $MxN$ filters 926. As noted previously, in a linear convolution scheme, the fast Fourier transform 910 may be beneficially disposed to cooperate with the output if placed after the $MxN$ filters 926.

[0108] The FMAA is suitably formulated as follows. First, define the FFT components of the $2L \times 1$ vectors,

\[ {\mathbf{r}}_{m,n,j} = [r_{m,n}(js-L), r_{m,n}(js-L+1), \ldots, r_{m,n}(js+1), \ldots, r_{m,n}(js+L-1)]^T \]  

which is of two $L$-point filtered reference vectors for the path between the $m$-th sensor and the $n$-th actuator. The FFT components, $\{R_{m,n}(i), i = 0, 1, \ldots, 2L-1\}$ form an $2L \times 2L$ diagonal matrix.

\[ \mathbf{\bar{R}}_{m,n,j} = \text{diag}[R_{m,n}(1), R_{m,n}(2), \ldots, R_{m,n}(2L-1)] \]  

[0109] The frequency domain output observed by the $m$-th error sensor is given by

\[ y_{m,j} = \sum_{n=1}^{N} \mathbf{\bar{R}}_{m,n,j} \mathbf{w}_{n,j} \]  

where $\mathbf{w}_{n,j}$ is a $2L \times 1$ complex vector containing the frequency domain coefficients of the $n$-th adaptive filter. According to the overlap-and-save method for fast convolution, the last $L$ terms of the inverse FFT of $y_{m,j}$ are results of a proper linear convolution, and hence a zero pad operation is performed and:

\[ y_{m,j} = [\text{last } L \text{ terms of IFFT}(y_{m,j})] \]  

The error vector at the $m$-th sensor is

\[ e_{m,j} = d_{m,j} + y_{m,j} \]  

and the frequency domain error at the $m$-th sensor is given by

\[ E_{m,j} = \text{FFT}([0 \quad e_{m,j}^T]^T) \quad m = 1, 2, \ldots, M \]
The total frequency domain error vector $e_j$ is formed as

$$\mathbf{\hat{E}}_j = [E_{1,j}^T \ E_{2,j}^T \ ... \ E_{M,j}^T \ ... \ E_{N,j}^T]^T$$  \hspace{1cm} \text{Eq. (123)}$$

and the filter coefficient vector is given by

$$W_j = [W_{1,j}^T \ W_{2,j}^T \ ... \ W_{n,j}^T \ ... \ W_{N,j}^T]^T$$  \hspace{1cm} \text{Eq. (124)}$$

The frequency domain gradient for the $n$-th adaptive filter is obtained by

$$G_{n,j} = \mathbf{R}^H_{n,j} E_{n,j}^*$$  \hspace{1cm} \text{Eq. (125)}$$

The gradient is then constrained via zero pad 930, i.e.,

$$\mathbf{\hat{\nabla}}_n^B = \{ \text{first } L \text{ terms of IFFT}(G_{n,j}) \}$$  \hspace{1cm} \text{Eq. (126)}$$

and

$$\mathbf{\hat{\nabla}}_n^B = [\mathbf{\hat{\nabla}}_1^B \ \mathbf{\hat{\nabla}}_2^B \ ... \ \mathbf{\hat{\nabla}}_N^B]^T$$  \hspace{1cm} \text{Eq. (128)}$$

Define

$$\mathbf{\hat{\nabla}}_n^B = [\mathbf{\hat{\nabla}}_1^B \ \mathbf{\hat{\nabla}}_2^B \ ... \ \mathbf{\hat{\nabla}}_N^B]^T$$  \hspace{1cm} \text{Eq. (129)}$$

Finally, the update equation of the FMAA is given by

$$W_{j+1} = W_j - \frac{2}{L} \mu_p \mathbf{\hat{G}}_j$$  \hspace{1cm} \text{Eq. (130)}$$

Since the FMAA is essentially an exact implementation of the MBAA, it converges to the same optimal solution as the MBAA. The conditions of convergence of the FMAA are given by Eq. (59).
Optimal time-varying convergence factors can also be computed efficiently in the frequency domain for the FMAA. The FMAA with a time-varying convergence factor is called the frequency domain multichannel optimal adaptive algorithm (FMOAA). Recall that the convergence factor of the MOBAA was given in Eq. (114),

\[ \hat{g}_j^B = \frac{L}{2} \frac{\alpha \hat{y}_j^B \hat{y}_j^B}{\hat{\gamma}_j^B \hat{\gamma}_j^B} \quad \text{Eq. (131)} \]

where

\[ \hat{g}_j = \alpha \hat{G}_j^B \]

The numerator of the expression of \( \hat{g}_j^B \) is the product of the gradient estimate which may be computed in accordance with Eq. (128). The denominator of the expression is actually the inner product of \( \hat{g}_j \) which can be computed efficiently in the frequency domain. Define

\[ \hat{G}_j = [\hat{g}_{1,j} \hat{g}_{2,j} \ldots \hat{g}_{N,j}]^T \quad \text{Eq. (132)} \]

Each sub-vector of the \( \hat{g}_j \) can be obtained by

\[ \hat{g}_n,j = [\text{the last } L \text{ terms of } IFPT \sum_{m=1}^{M} \hat{R}_{m,n,j} \hat{G}_{n,j}] \quad \text{Eq. (133)} \]

The normalized convergence factors can also be given for the FMAA, i.e.,

\[ \hat{G}_j^N = M^{-1} \hat{G}_j \quad \text{Eq. (134)} \]

where the inverse of the matrix \( M = R_j^H R_j \) essentially normalized the gradient of the error energy of the filtered input. And \( R_j \) is defined by

\[ \hat{R}_j = \begin{bmatrix} \hat{R}_{1,1,j} & \hat{R}_{1,2,j} & \cdots & \hat{R}_{1,N,j} \\ \hat{R}_{2,1,j} & \hat{R}_{2,2,j} & \cdots & \hat{R}_{2,N,j} \\ \cdot & \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot & \cdot \\ \hat{R}_{M,1,j} & \hat{R}_{M,2,j} & \cdots & \hat{R}_{M,N,j} \end{bmatrix} \quad \text{Eq. (135)} \]

The gradient is again constrained as per Eq. (126) and Eq. (127). The normalization of the convergence factor may improve the convergence of the algorithm for the correlated inputs. In practical applications, one should check the condition of the sample power spectral matrix. If the matrix is ill conditioned, the convergence factors associated with
very small sample power are preferably constrained to an upper bound. An averaging process is often useful for more accurate estimates of the power spectrum.

Similar to the FMAACs, the updates of the FMAAs can be e.g. block-by-block or sample-by-sample. The computational complexity of frequency domain multichannel adaptive algorithms may also be evaluated in terms of the number of real multiplications and additions for each block of outputs. Based on similar analysis as given in above, the complexity of each algorithm is summarized in Table 4.

Table 4
Complexity of Frequency-Domain Algorithms

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Real Multiplications</th>
<th>Real Additions</th>
</tr>
</thead>
<tbody>
<tr>
<td>FMAAC</td>
<td>$(M + N + 1)L \log_2(L/2) + 4MNL + 3NL$</td>
<td>$1.5(M + N + 1)L \log_2(L/2) + 3MNL + NL$</td>
</tr>
<tr>
<td>FMOAAC</td>
<td>$(M + N + 1)L \log_2(L/2) + 6MNL + 2ML + 5NL + 1$</td>
<td>$1.5(M + N + 1)L \log_2(L/2) + 5MNL + ML + 3NL$</td>
</tr>
<tr>
<td>FMAA</td>
<td>$2(MN + M + 3N + 1)L \log_2L + MNL^2 + 4ML + 3NL + 1$ division</td>
<td>$3(MN + M + 3N + 1)L \log_2L + MNL^2 + 3MN + 3NL - ML$</td>
</tr>
<tr>
<td>FMOAA</td>
<td>$2(MN + M + 4N + 1)L \log_2L + MNL^2 + 3MNL + 8ML + 5NL - ML$ (1 division)</td>
<td>$3(MN + M + 4N + 1)L \log_2L + MNL^2 + 7MN + 5NL - ML$</td>
</tr>
</tbody>
</table>

In order to evaluate the computation savings of the frequency domain algorithms, define the following complexity ratios

$$CR_5 = \frac{\text{multiplies + adds MBAA}}{\text{multiplies + adds FMAAC}}$$  \hspace{1cm} Eq. (136)

$$CR_6 = \frac{\text{multiplies + adds MBAA}}{\text{multiplies + adds FMAA}}$$  \hspace{1cm} Eq. (137)

$$CR_7 = \frac{\text{multiplies + adds MOBAA}}{\text{multiplies + adds FMOAAC}}$$  \hspace{1cm} Eq. (138)

and

$$CR_8 = \frac{\text{multiplies + adds MOBAA}}{\text{multiplies + adds FMOAA}}$$  \hspace{1cm} Eq. (139)

The complexity ratio varies with the number of the channels. Table 5 gives the complexity comparisons with $M = N = 4$ for different filter taps.

Table 5
Complexity Ratios

<table>
<thead>
<tr>
<th>Complexity Ratio ($M=N=4$)</th>
<th>The Filter Taps</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR_5</td>
<td>8</td>
</tr>
<tr>
<td>CR_6</td>
<td>4.35</td>
</tr>
<tr>
<td>CR_7</td>
<td>0.86</td>
</tr>
<tr>
<td>CR_8</td>
<td>3.85</td>
</tr>
<tr>
<td>CR_9</td>
<td>0.95</td>
</tr>
</tbody>
</table>

The above description is of preferred exemplary embodiments of the present invention, and the invention is not limited to the specific forms shown. For example, a floating-point digital signal processor could be employed instead of the fixed point Motorola chip described. As another example, the above methods and apparatus are also applicable to vibration control.
Claims

1. A filtered-X active noise control system (600) including an adaptive filter (606) for generating a cancelling signal \( (y_k) \), and a filter coefficient determining means (612) for determining the coefficients required by the adaptive filter (606), the filter coefficient determining means (612) being configured to perform according to a block LMS algorithm or a frequency domain LMS algorithm to determine the coefficients required by the adaptive filter, characterised in that the LMS algorithm employs a time-varying convergence factor \( (\mu^B_j, \mu^C_j) \) and either

the filter coefficient determining means (612) performs according to a block LMS algorithm and derives the convergence factor \( (\mu^B_j) \) for the \( j \)th block according to:

\[
\mu^B_j = \frac{L}{2} \alpha \frac{\hat{\nabla}^T \hat{\nabla}}{r_j^T r_j}
\]

where \( L \) is the block length, \( \alpha \) is a constant \((0<\alpha\leq 1)\), \( r \) is the input autocorrelation matrix, and \( \hat{\nabla} \) is the gradient estimate matrix,

or

the filter coefficient determining means (612) performs according to a frequency domain LMS algorithm and derives the convergence factor \( (\mu^C_j) \) for the \( j \)th block according to:

\[
\mu^C_j = \frac{L}{2} \alpha \frac{\hat{\nabla}^H \hat{\nabla}}{R_j^H R_j}
\]

\( \hat{\nabla} \) where \( L \) is the block length, \( \alpha \) is a constant \((0<\alpha\leq 1)\), \( R \) is the input autocorrelation matrix, and is the gradient estimate matrix.

2. A multi-channel system according to preceding claim 1.

Patentansprüche

1. Ein aktives Geräuschsteuerungssystem (600) mit Kreuz (X)-Filterung umfassend ein adaptives Filter (606) zur Generierung eines Beseitigungssignals \( (y_k) \) und ein Filterkoeffizientenstimmungsmittel (612) zum Bestimmen der Koeffizienten für das adaptive Filter (606), wobei das Filterkoeffizientenbestimmungsmittel (612) zur Verrichtung gemäß einem Blockalgorithmus nach Methode der kleineren Fehlerquadrate (LMS) oder einem Algorithmus im Frequenzbereich nach Methode der kleinsten Fehlerquadrate (LMS) konfiguriert ist, um die Koeffizienten für das adaptative Filter zu bestimmen, dadurch gekennzeichnet, dass der Algorithmus nach Methode der kleineren Fehlerquadrate (LMS) einen zeitveränderlichen Konvergenzfaktor \( (\mu^B_j, \mu^C_j) \) anwendet und entweder das Filterkoeffizientenbestimmungsmittel (612) verrichtet gemäß einem Blockalgorithmus nach Methode der kleinsten Fehlerquadrate (LMS) und leitet den Konvergenzfaktor \( (\mu^B_j) \) für den \( j \)-ten Block gemäß

\[
\mu^B_j = \frac{L}{2} \alpha \frac{\hat{\nabla}^T \hat{\nabla}}{r_j^T r_j}
\]

wobei \( L \) die Blocklänge ist, \( \alpha \) ein Konstante \((0<\alpha\leq 1)\) ist, \( r \) die Eingabeautokorrelationsmatrix ist, und Gradienteichen \( \hat{\nabla} \) die Gradientenschätzmatrix ist,

oder

das Filterkoeffizientenbestimmungsmittel (612) verrichtet gemäß einem Algorithmus im Frequenzbereich nach Methode der kleinsten Fehlerquadrate (LMS) und leitet den Konvergenzfaktor \( (\mu^C_j) \) zu für den \( j \)-ten Block gemäß
Der Blocklänge ist, $\alpha$ eine Konstante ($0 < \alpha \leq 1$) ist, $R$ eine Eingabeautokorrelationsmatrix ist, und $\nabla C_j$ die Gradientenschätzmatrix ist.

2. Ein Mehrfachkanalsystem gemäß dem vorhergehenden Anspruch 1.

Revendications

1. Système de commande de bruit actif à filtrage X (600) comportant un filtre adaptatif (606) pour générer un signal d’annulation ($g_k$) et un moyen de détermination de coefficients de filtre (612) pour déterminer les coefficients requis par le filtre adaptatif (606), le moyen de détermination de coefficients de filtre (612) étant configuré pour déterminer, conformément à un algorithme LMS par blocs ou à un algorithme LMS dans le domaine fréquentiel, les coefficients requis par le filtre adaptatif, caractérisé en ce que l’algorithme LMS utilise un facteur de convergence variant dans le temps ($m_j B$, $m_j C$) et en ce que, soit

le moyen de détermination de coefficients de filtre (612) fonctionne conformément à un algorithme LMS par blocs et détermine le facteur de convergence ($\mu_j^B$) pour le jème bloc conformément à :

$$\mu_j^B = \frac{L}{2} \alpha \frac{\nabla^C_j}{\nabla^H_j} \frac{\nabla^B_j}{\nabla^H_j}$$

où $L$ est la longueur de bloc, $\alpha$ est une constante ($0 < \alpha \leq 1$), $R$ est la matrice d’autocorrélation d’entrée, et $\nabla^C_j$ est la matrice d’estimation du gradient,

soit

le moyen de détermination de coefficients de filtre (612) fonctionne conformément à un algorithme LMS dans le domaine fréquentiel et détermine le facteur de convergence ($\mu_j^C$) pour le jème bloc conformément à :

$$\mu_j^C = \frac{L}{2} \alpha \frac{\nabla^C_j}{\nabla^H_j} \frac{\nabla^C_j}{\nabla^H_j}$$

où $L$ est la longueur de bloc, $\alpha$ est une constante ($0 < \alpha \leq 1$), $R$ est la matrice d’autocorrélation d’entrée, et $\nabla^C_j$ est la matrice d’estimation du gradient.

2. Système multicanal selon la revendication 1.