EUROPEAN PATENT SPECIFICATION

Date of publication and mention of the grant of the patent: 31.05.2000 Bulletin 2000/22

Application number: 94116109.3

Date of filing: 12.10.1994

Sub-line cache coherent write transactions
Kohärente Schreibtransaktionen für Teilzeilen eines Cache-Speichers
Transactions cohérentes d'écriture pour sous-ligne d'une antémémoire

Designated Contracting States: DE FR GB

Priority: 24.03.1994 US 217588

Date of publication of application: 27.09.1995 Bulletin 1995/39

Proprietor:
Hewlett-Packard Company
Palo Alto, California 94304 (US)

Inventors:
• Bryg, William R.
  Saratoga, Ca 95070 (US)
• Brooks, Robert
  Roseville, Ca 95747 (US)
• Hamilton, Eric W.
  Mountain View, CA 94040 (US)
• Ziegler, Michael L.
  Whitinsville, MA 01588 (US)

Representative:
Schoppe, Fritz, Dipl.-Ing.
Schoppe, Zimmermann & Stöckeler
Patentanwälte
Postfach 71 08 67
81458 München (DE)

References cited:
EP-A-0 261 029
DE-A-4 123 550
EP-A-0 579 418

IBM TECHNICAL DISCLOSURE BULLETIN, vol. 36, no. 10, October 1993 NEW YORK US, pages 187-191, XP 000412230 'Micro channel data streaming and input/output snooping facility for personal computer systems'

Note: Within nine months from the publication of the mention of the grant of the European patent, any person may give notice to the European Patent Office of opposition to the European patent granted. Notice of opposition shall be filed in a written reasoned statement. It shall not be deemed to have been filed until the opposition fee has been paid. (Art. 99(1) European Patent Convention).
Description

[0001] The present invention concerns input/output (I/O) adapters and particularly the performance by I/O adapters of coherent direct memory access (DMA) write transactions for a block of data which is smaller than a cache line.

[0002] Most modern computer systems include a central processing unit (CPU) and a main memory. The speed at which the CPU can decode and execute instructions and operands depends upon the rate at which the instructions and operands can be transferred from main memory to the CPU. In an attempt to reduce the time required for the CPU to obtain instructions and operands from main memory many computer systems include a cache memory between the CPU and main memory.

[0003] A cache memory is a small, high-speed buffer memory which is used to hold temporarily those portions of the contents of main memory which it is believed will be used in the near future by the CPU. The main purpose of a cache memory is to shorten the time necessary to perform memory accesses, either for data or instruction fetch. The information located in cache memory may be accessed in much less time than information located in main memory. Thus, a CPU with a cache memory needs to spend far less time waiting for instructions and operands to be fetched and/or stored.

[0004] A cache memory is made up of many blocks of one or more words of data. Each block has associated with it an address tag that uniquely identifies which block of main memory it is a copy of. Each time the processor makes a memory reference, an address tag comparison is made to see if a copy of the requested data resides in the cache memory. If the desired memory block is not in the cache memory, the block is retrieved from the main memory, stored in the cache memory and supplied to the processor.

[0005] In addition to using a cache memory to retrieve data from main memory, the CPU may also write data into the cache memory instead of directly to the main memory. When the processor desires to write data to the memory, the cache memory makes an address tag comparison to see if the data block into which data is to be written resides in the cache memory. If the data block exists in the cache memory, the data is written into the data block in the cache memory. In many systems a data “dirty bit” for the data block is then set. The dirty bit indicates that data in the data block is dirty (i.e., has been modified), and thus before the data block is deleted from the cache memory the modified data must be written into main memory. If the data block into which data is to be written does not exist in the cache memory, the data block must be fetched into the cache memory or the data written directly into the main memory.

[0006] Input/output (I/O) adapters which interact with memory need to be designed to integrate with all features of the computing system. To this end, address translation maps within the I/O adapters are often used to convert I/O bus addresses to memory addresses. Such address translation maps have been used when the I/O bus address range is smaller than the memory address range, so that I/O accesses can reference any part of memory.

[0007] In typical usage, I/O address translation maps have been managed by software. Each entry in the address translation map is explicitly allocated and loaded by operating system software. When an I/O adapter accesses the main memory in a system where one or more processors utilizes a cache, it is necessary to take steps to insure the integrity of data accessed in memory. For example, when the I/O adapter accesses (writes or reads) data from memory, it is important to determine whether an updated version of the data resides in the cache of a processor on the system. If an updated version of the data exists, something must be done to insure that the I/O adapter accesses the updated version of the data. An operation that assures that the updated version of the data is utilized in a memory references is referred to herein as a coherence operation.

[0008] Various schemes have been suggested to insure coherence of data accessed by an I/O adapter from the system memory. For example, one solution is for software to explicitly flush the cache for each processor on the system before the I/O adapter accesses those locations in memory. Flushing the cache will assure that when the data has been returned to the memory before the data is accessed by the I/O adapter. However, this scheme can significantly increase the overhead of a memory access by the I/O adapter.

[0009] In another scheme, the processor’s cache is designed so that it can respond to other processors’ memory transactions, checking whether the requested data is present in the first processor’s cache. Data is supplied or invalidated as appropriate for the transaction. The transaction used for DMA input is typically known as “Write New Block”, “Write Purge”, or “Write Invalidate”. In a “Write Purge” transaction, the I/O adapter supplies an address and a block of data to be written into memory. Each processor cache checks whether the specified address is in its cache, and marks the line invalid if the line is present. In prior art systems where caches may contain dirty or modified data, the amount of data written is required to exactly match the size of a cache line in each system processor data cache, to avoid inadvertently destroying dirty data that may be in the unwritten portion of the cache line.

[0010] One way to avoid the problem of destroying dirty data is to use a “write through” cache. In a write through cache, when a processor writes new data into its cache, the processor also takes the data through to the memory. Therefore a write through cache never contains data that is dirty. In a “write back” cache, when
a processor writes new data into its cache, the processor does not write the data through to the memory. Generally, this dirty data may not be overwritten without being returned to memory. However, write through caches have generally recognized disadvantages, including requiring more bus bandwidth for a typical operation than do write back caches.

[0011] In a "write back" cache, requiring the amount of data written to exactly match the size of a cache line in each system processor data cache works well if the processor's cache is physically addressed and physically tagged. This is because the DMA transfers are typically performed using physical addresses. If the processors' caches are implemented such that they are virtually indexed, however, the problem of cache-coherent I/O becomes more difficult.

[0012] Some systems with virtually indexed processor caches have used the first solution above, of requiring software to explicitly flush the cache for each processor on the system.

[0013] On other systems with virtually indexed processor caches, each system processor includes a "Reverse Translation Table" or "Reverse TLB" which translates physical addresses to virtual addresses for handling coherence operations. When the I/O adapter accesses the system memory, each system processor translates the real address to a virtual address and accesses its cache to determine whether the accessed data is in the cache. If so, the accessed data is flushed to memory before the I/O adapter completes the access. Alternately, the I/O adapter can access the data directly from the cache.

[0014] In another scheme, when the I/O adapter accesses memory, the I/O adapter forwards to each processor a coherence index. The coherence index is used by each processor to access the cache associated with the processor to determine whether the accessed data is in the cache. If so, the accessed data is flushed to memory before the I/O adapter completes the access. Alternately, the I/O adapter can access the data directly from the cache.

[0015] In general, in prior art cache-coherent I/O schemes, an I/O adapter has performed DMA transfers using a data block-size that matches the size of a cache line in each system processor data cache. This simplifies cache DMA writes from the I/O adapter to memory. Particularly, when performing a cache coherent DMA write from an I/O adapter to memory using a data block-size that matches the size of a cache line in each system processor data cache, a coherence index may be used by each system processor to invalidate a full cache line.

[0016] However, when performing a cache coherent DMA write from an I/O adapter to memory using a data block-size that is less than the size of a cache line in each system processor data cache, it may be impossible to invalidate a full cache line because the part of the cache line that is not addressed by the data block may be dirty. In such a case, in order to perform a coherent write of a partial cache line, the I/O adapter has generally had to perform a coherent read to obtain the full cache line. The I/O adapter modifies the full cache line to include the new data. The I/O adapter then writes the modified full cache line back to the memory. While this allows the correct operation of a cache coherent DMA write from an I/O adapter to memory using a data block-size that is less than the size of a cache line in each system processor data cache, the complexity of the operation reduces throughput of DMA transfers.

[0017] The I/O adapter often cannot arbitrarily "choose" what data block size to use for a DMA transaction, but rather must use the same data block size that was specified by the I/O device in the transaction that was issued on the I/O bus. However, in the case of coherent DMA write operations where the I/O device block size is smaller than the processor cache's line size, the I/O adapter in prior art systems has had to perform the complex coherent read, modify write-back described above.

[0018] EP 0579418A2 relates to a computer system maintaining data consistency between the cache and the main memory. The computer system comprises a processor, a cache memory, a main memory, an I/O device, and an I/O controller. The I/O controller executes processing to retain data consistency between the cache, memory and the main memory during access to the main memory by the I/O device. The I/O controller has an address buffer that retains the cache line address of the previous access by the I/O device and the consistency maintenance operation is not executed in cases other than the first access when accesses to the main memory by I/O device are made continuously in the same data block.

[0019] IBM Technical Disclosure Bulletin, volume 36, No. 10, October 1993, pages 187-192, describes an architecture to provide an input/output acquisition streaming and snooping facility for store-in cache for personal computer systems. In the case of an I/O write operation which is not on a full cache line, a write operation to a store-in cache holding data which is not updated, the system causes the cache to cast out the data not updated to memory and the cache line is marked invalid. Then an I/O write operation is performed to the main memory.

[0020] It is the object of the present invention to provide a method in which a complex coherent read and modify write-back is prevented in the case of a coherent write operation where the I/O device block size is smaller than the processor cache line size.

[0021] This object is achieved by a method according to claim 1.

[0022] In accordance with the preferred embodiment of the present invention, a method is presented which allows for a coherent write operation to be performed for a block of data which is less than a full cache line. A computing system includes a memory, an
The above-described "fast" DMA method works well when DMA transactions are aligned on cache line boundaries. The DMA will eventually write the entire cache line using several coherent sub-line writes. Each coherent sub-line write will also perform a purge of the cache line in the processor caches. The second and later purges of the same cache line are usually redundant, but are needed for the case where a processor refetches the line into its cache after the first coherent sub-line write.

However, in the case where DMA transactions are not aligned on cache line boundaries, the use of "fast" DMA may result in "dirty" memory locations being purged from the cache. The I/O adapter must somehow be "informed" when it is allowed to do "fast" DMA or software must guarantee that the I/O adapter is always allowed to do "fast" DMA. In the preferred implementation, a DMA type indicator may be placed in a translation map entry along with an address of the memory location. In this case, when transferring a block of data that is less than a full cache line in the cache, the value of the DMA type indicator for the data page in the memory which contains the memory location is checked. When the value of the DMA type indicates "fast" DMA may be performed, a coherent write, as described above, is performed. When the value of the DMA type indicates "fast" DMA may not be performed, a "safe" DMA transaction is performed. In a "safe" DMA transaction, a coherent read is performed to obtain the current copy of the cache line from the memory, or from a cache which contains the memory location. The cache line is modified to include the block of data. Then, the modified cache line is written back to the memory.

The preferred embodiment of the present invention allows for the implementation of a fast DMA transaction for data blocks which are smaller in size than a full cache line.

Figure 1 shows a simplified block diagram of a computer system with an input/output (I/O) adapter in accordance with the preferred embodiment of the present invention.

Figure 2 shows an implementation of a translation map within the I/O adapter shown Figure 1, in accordance with the preferred embodiment of the present invention.

Figure 3 shows the format of an entry in the translation map shown in Figure 2, in accordance with the preferred embodiment of the present invention.

Figure 4 is a flowchart which demonstrates how a DMA type indicator in the translation map affects performance an I/O adapter during a data transaction in accordance with a preferred embodiment of the present invention.

Figure 5 shows the format of a bus transaction in accordance with a preferred embodiment of the present invention.
within I/O adapter 13. This information includes the coherence index and other fields as described below.

[0031]  Figure 3 shows the format of an entry 30 in translation map 19 in accordance with the preferred embodiment of the present invention. A page field 31 of entry 30 contains the twenty-eight bit physical page number of an address in memory 12. A coherence index (Cl) field 32 of entry 30 contains a ten bit coherency index of the physical page number of an address in memory 12. A page type (PT) field 33 contains two bits of page type. A valid indicator (V) field 34 contains a one bit valid indicator. Additional fields 35 may be added depending on the particular implementation.

[0032]  A first bit in page type (PT) field 33 indicates whether locking is enabled. When locking is enabled, I/O devices connected to I/O bus 14, such as I/O device 15 and I/O device 16, can lock main memory 12 for several transactions, to perform an atomic sequence. Locking is sometimes required when I/O bus 14, or another I/O bus connected to I/O bus 14, requires locking during memory transactions. However, locking memory degrades system performance, so locking is enabled only on those pages that require the capability. Operating system software running on processor 10 or processor 11, when loading address translation information into translation map 19 within I/O adapter 13, places a value in page type field 33 which indicates whether locking for the corresponding page is enabled.

[0033]  A second bit in page type (PT) field 33 indicates what type of direct memory access (DMA) transactions are to be used. For a first value of the second bit in page type field 33, the DMA type is "fast". For fast DMA type, I/O adapter 13 assumes that data for I/O access of the page is aligned on cache line boundaries, including the case where software "pads" the ends of each buffer to the next cache line boundary. For a second value of the second bit in page type field 33, the DMA type is "safe". For safe DMA type, I/O adapter 13 does not assume that data for I/O access of the page is aligned on cache line boundaries.

[0034]  In the preferred embodiment, cache line size for cache 17 and cache 18 is thirty-two bytes. For both fast DMA type and save DMA type, write transactions containing a full cache line of data (thirty-two bytes), and aligned on a cache line boundary, are performed as in the prior art. For both cases, I/O adapter 13 will issue a WRITE_PURGE transaction which writes thirty-two bytes of data to a thirty-two byte aligned address in memory. The WRITE_PURGE transaction includes a coherence index which is utilized by processor 10 and processor 11 to search for a corresponding entry in cache 17 and cache 18, respectively. If the entry is found in cache 17 or cache 18, the cache line is purged.

[0035]  Figure 4 demonstrates how the second bit in page type field 33 affects performance of I/O adapter 13 on a data transaction smaller than thirty-two bytes in size (i.e., a sub-line data transaction). When I/O adapter 13 performs a sub-line write data transaction, I/O adapter 13, in a step 41 and a step 42, checks page type field 33 to determine whether the second bit of page type field 33 is cleared to logic zero, indicating fast DMA is to be performed. If fast DMA is indicated, in a step 43, a fast DMA transaction is performed. If safe DMA is indicated, in a step 44, a safe DMA transaction is performed.

[0036]  In order to perform a safe DMA coherent write from I/O adapter 13 to memory 12, I/O adapter 13 performs a coherent read (private) to obtain the full cache line from memory 12, cache 17 and cache 18. The full cache line is modified to include the new data. I/O adapter 13 then performs a non-coherent write from I/O adapter 13 to memory 12 of the modified full cache line.

[0037]  When performing a fast DMA coherent write from I/O adapter 13 to memory 12, I/O adapter 13 uses a WRITE16_PURGE transaction which writes an aligned sixteen byte block to memory 12. The WRITE16_PURGE includes a coherency index which is utilized by processor 10 and processor 11 to search for a corresponding entry in cache 17 and cache 18, respectively. If the entry is found in cache 17 or cache 18, the complete cache line is purged.

[0038]  Figure 5 shows the format of a bus transaction 50 for a WRITE16_PURGE transaction in accordance with the preferred embodiment of the present invention. An eight bit transaction type field 51 contains a value which indicates a WRITE16_PURGE transaction. In the preferred embodiment, this is the hexadecimal number 0XBE. A twelve bit coherence index field 52 contains a coherence index for the transaction. The ten bit coherence index field 32 is padded with two zeros to make the twelve bit coherence index field 52 because the preferred implementation of the present invention uses only ten bits.

[0039]  Memory address field 53 contains the most significant thirty-six bits of a forty-bit address in memory 12 which indicates the destination of the write data. The four least significant bits of the address are not specified and are assumed to be zero because the transaction is aligned to a sixteen byte boundary. After I/O adapter places bus transaction 50 on memory bus 9, I/O adapter then transfers sixteen bytes of data over memory bus 9. Memory 12 will store these data bytes beginning at the address specified in memory address field 53. Processor 10 will check cache 17 using the coherence index in coherence index field 52 to determine whether cache 17 contains an entry for the address specified in memory address field 53. If so, processor 10 will purge the entire cache line. Likewise, processor 11 will check cache 18 using the coherence index in coherence index field 52 to determine whether cache 18 contains an entry for the address specified in memory address field 53. If so, processor 11 will purge the entire cache line.

[0040]  Since the WRITE16_PURGE transaction has the capability of destroying dirty data in systems having cache lines greater than sixteen bytes (e.g. in...
systems having thirty-two byte cache lines or sixty-four byte cache lines), a WRITE16_PURGE transaction should be used only if it does not matter if processor data in the same cache line is destroyed or if both the entire line will be written by the DMA (i.e., it is a fast DMA) and software running on processors 10 and 11 will not be modifying the data written by the DMA.

[0041] During a fast DMA transaction, data for I/O access of the page is aligned on cache line boundaries. This includes the case where software "pads" the ends of each buffer to the next cache line boundary. In the preferred embodiment, the expected case for a fast DMA transaction is that two WRITE16PURGE transactions will be issued in succession in order to write the equivalent of a cache line into memory 12. In the first WRITE16_PURGE transaction, I/O adapter will write the first half of a cache line to memory 12. Processor 10 and processor 11 will purge any stale copy of the full cache line from cache 17 and cache 18, respectively. In the second WRITE16_PURGE transaction, I/O adapter will write the second half of a cache line to memory 12. The second WRITE16_PURGE transaction may occasionally result in processor 10 or processor 11 purging a copy of the full cache line from cache 17 or cache 18, respectively. For example, this can occur when automatic processor prefetching hardware happened to bring back into a cache the cache line purged as a result of the first WRITE16_PURGE transaction. After the completion of the second WRITE16_PURGE transaction, there will be no stale copies of the line in cache 17 or cache 18. A stale copy of data is data for which a more up-to-date version exists somewhere else.

[0042] The present invention takes advantage of the fact that most DMA transactions involve full pages, and are page-aligned. Thus the vast majority of DMA transactions are aligned on cache line boundaries and may be performed as "fast" DMA transactions. In the preferred embodiment, the use of an indicator in page type field 33 allows safe DMA to be designated for the case where DMA transactions are not aligned on cache line boundaries. Alternately, this indicator can be eliminated and WRITE16_PURGE transactions can be used for all DMA input of the appropriate block size. However, in this case, it should be a system requirement that all DMA transactions are aligned on cache line boundaries.

Claims

1. In a computing system which includes a memory (12), an input/output adapter (13) and a processor (10,11), the processor (10,11) including a write back cache (17,18); (b) searching the write back cache (17,18) to determine whether the write back cache (17,18) contains data for the memory location written to in step (a); and

(c) when the search in step (b) determines that the write back cache (17,18) contains data for the memory location written to in step (a), purging a full cache line which contains the data for the memory location written to in step (a), the purging being done unconditionally without writing any part of the cache line back to the memory (12).

2. A method as in claim 1, wherein the input/output adapter (13) includes a translation map, the translation map mapping input/output page numbers to memory address page numbers, each entry in the translation map including an address of a data page in the memory (12) and a DMA type indicator, the method additionally comprising the steps of:

(d) checking a value of the DMA type indicator for the data page in the memory which contains the memory location;

(e) when the value of the DMA type is equal to a first value, performing steps (a), (b), and (c); and

(f) when the value of the DMA type is equal to a second value, instead of performing steps (a), (b), and (c) performing the following substeps:

(f.1) performing a coherent read to obtain from the memory and the cache a cache line which contains the memory location,

(f.2) modifying the cache line to include the block of data, and

(f.3) writing the cache line modified in substep (f.2) back to the memory.

3. A method as in claim 1, wherein the block of data is part of a full cache line of data, the method additionally comprising the following step:

(d) repeating steps (a) through (c) with any additional blocks of data which are part of the first full cache line until the entire first full cache line of data is transferred.

4. A method as in any of claims 1 to 3, wherein step (a) includes the substep of sending a message over a bus connecting the main memory, the input/output
put adapter and the processor, the message including an address of the memory location and a coherency index for the memory location.

5. A method as in claim 4, wherein in substep (a) the coherency index included in the message is used to search the cache to determine whether the cache contains data for the memory location.

6. A method as in any of claims 1 to 5, wherein the block of data contains half as much data as a full cache line in the cache.

Patentansprüche

1. Ein Verfahren in einem Rechnersystem, das einen Speicher (12), einen Eingabe/Ausgabe-Adapter (13) und einen Prozessor (10, 11) aufweist, mit folgenden Schritten:
   (a) Schreiben eines Datenblocks von dem Eingabe/Ausgabe-Adapter (13) an einen Speicherort in dem Speicher (12), wobei der Datenblock weniger Daten enthält als eine volle Cache-Zeile in dem Zurückschreibecache (17, 18);
   (b) Durchsuchen des Zurückschreibecaches (17, 18), um zu bestimmen, ob der Zurückschreibecache (17, 18) Daten für den Speicherort, der in dem Schritt (a) beschrieben wird, enthält; und
   (c) wenn die Suche in dem Schritt (b) bestimmt, daß der Zurückschreibecache (17, 18) Daten für den Speicherort, der in dem Schritt (a) beschrieben wird, enthält, Löschen einer vollen Cache-Zeile, die die Daten für den Speicherort, der in dem Schritt (a) beschrieben wird, enthält, ohne irgendeinen Teil der Cache-Zeile zurück in den Speicher (12) zu schreiben.

2. Ein Verfahren gemäß Anspruch 1, bei dem der Eingabe/Ausgabe-Adapter (13) eine Übersetzungstabelle enthält, wobei die Übersetzungstabelle Eingabe/AusgabeSeitennzahlen auf SpeicheradresseSeitennzahlen abbildet, wobei jeder Eintrag in der Übersetzungstabelle eine Adresse einer Datenseite in dem Speicher (12) und einen DMA-Typ-Indikator enthält, wobei das Verfahren zusätzlich folgende Schritte aufweist:
   (d) Überprüfen eines Werts des DMA-Typ-Indikators für die Datenseite in dem Speicher, der den Speicherort enthält;
   (e) wenn der Wert des DMA-Typs gleich einem ersten Wert ist, Durchführen der Schritte (a), (b) und (c); und
   (f) wenn der Wert des DMA-Typs gleich einem zweiten Wert ist, Durchführen der folgenden Teilschritte statt dem Durchführen der Schritte (a), (b) und (c):
   (f.1) Durchführen eines kohärenten Lesens, um aus dem Speicher und dem Cache eine Cache-Zeile zu erhalten, die den Speicherort enthält,
   (f.2) Modifizieren der Cache-Zeile, um den Datenblock zu enthalten, und
   (f.3) Schreiben der Cache-Zeile, die in dem Teilschritt (f.2) modifiziert wird, zurück in den Speicher.

3. Ein Verfahren gemäß Anspruch 1, bei dem der Datenblock ein Teil einer vollen Cache-Zeile von Daten ist, wobei das Verfahren zusätzlich folgenden Schritt aufweist:
   (d) Wiederholen der Schritte (a) bis (c) mit allen zusätzlichen Datenblöcken, die ein Teil der ersten vollen Cache-Zeile sind, bis die gesamte erste volle Cache-Zeile von Daten übertragen ist.


Revendications

1. Dans un système informatique comportant une mémoire (12), un adaptateur d’entrée/sortie (13) et un processeur (10, 11), le processeur (10, 11) comportant une antémémoire de réécriture (17, 18) dans laquelle des données souillées peuvent être
stockées, procédé comprenant les étapes consis-
tant à :

(a) écrire un bloc de données provenant de
l'adaptateur d'entrée/sortie (13) à un emplace-
ment de mémoire à l'intérieur de la mémoire
(12), le bloc de données contenant moins de
données qu'une ligne d'antémémoire complète
dans l'antémémoire de réécriture (17, 18) ;
(b) effectuer une recherche dans l'antémé-
moire de réécriture (17, 18) pour déterminer si
l'antémémoire de réécriture (17, 18) contient
des données pour l'emplacement de mémoire
dans lequel il est écrit à l'étape (a) ; et
c) lorsque la recherche de l'étape (b) déter-
mine que l'antémémoire de réécriture (17, 18)
contient des données pour l'emplacemen
t de mémoire dans lequel il est écrit à l'étape (a),
purger une ligne d'antémémoire complète con-
tenant les données pour l'emplacement de
mémoire dans lequel il est écrit à l'étape (a), la
 purge étant effectuée de manière incondi-
tionnelle sans réécriture d'une partie quelconque
de la ligne d'antémémoire dans la mémoire
(12).

2. Procédé selon la revendication 1, dans lequel
l'adaptateur d'entrée/sortie (13) comporte une
carte de traduction, la carte de traduction appli-
quant les numéros de pages d'entrée/sortie aux
numéros de pages d'adresses de mémoire, chaque
entrée dans la carte de traduction comportant une
adresse d'une page de données dans la mémoire
(12) et un indicateur de type de DMA, le procédé
comprenant, de plus, les étapes consistant à :

(d) vérifier pour une valeur de l'indicateur de
type de DMA, la page de données dans la
mémoire contenant l'emplacement de mémoire
;
(e) lorsque la valeur du type de DMA est égale
à une première valeur, exécuter les étapes (a),
(b) et (c) ; et
(f) lorsque la valeur du type de DMA est égale
à une deuxième valeur, au lieu d'exécuter les
étapes (a), (b) et (c), exécuter les étapes
secondaires suivantes :
(f.1) exécution d'une lecture cohérente pour
obtenir à partir de la mémoire et de l'antémé-
moire, une ligne d'antémémoire contenant
l'emplacement de mémoire,
(f.2) modification de la ligne d'antémémoire
pour inclure le bloc de données, et
(f.3) réécriture dans la mémoire de la ligne
d'antémémoire modifiée dans l'étape secon-
daire (f.2).

3. Procédé selon la revendication 1, dans lequel le
bloc de données fait partie d'une ligne d'antémé-
moire de données complète, le procédé compre-
nant de plus, l'étape suivante :

(d) répétition des étapes (a) à (c) avec tous les
blocs de données supplémentaires faisant par-
tie de la première ligne d'antémémoire com-
plète, jusqu'à ce que l'ensemble de la première
ligne d'antémémoire complète soit transférée.

4. Procédé selon l'une quelconque des revendications
1 à 3, dans lequel l'étape (a) comporte l'étape
secondaire consistant à envoyer un message sur
un bus connectant la mémoire principale, l'adapta-
teur d'entrée/sortie et le processeur, le message
comportant une adresse de l'emplacement de
mémoire et un indice de cohérence pour l'emplac-
ement de mémoire.

5. Procédé selon la revendication 4, dans lequel, lors
de l'étape secondaire (a), l'indice de cohérence
inclus dans le message est utilisé pour effectuer
une recherche dans l'antémémoire pour déterminer
si l'antémémoire contient des données pour
l'emplacement de mémoire.

6. Procédé selon l'une quelconque des revendications
1 à 5, dans lequel le bloc de données contient la
moitié de la quantité de données d'une ligne d'anté-
mémoire complète dans l'antémémoire.
FIGURE 4