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BACKGROUND OF THE INVENTION

The present invention relates to compression and transmission of a digital image signal using an orthogonal transformation process and quantization of the thus-obtained transform coefficients to produce compressed data.

A digital VTR which records a digital video signal on a magnetic tape with, for example, rotary heads, typically compresses the digital data using a highly efficient coding technique before recording the data. One such coding technique is a discrete cosine transformation (DCT), in which one frame of an image is converted into blocks of, for example, (6 x 8) elements. Each of the image data blocks is then transformed into a block of (8 x 8) coefficient data which are compressed using a variable length code encoding process, such as a run length code encoding process followed by a Huffman code encoding process. The thus compressed data comprise a code signal which undergoes frame segmentation, that is, the code signal is placed into data areas of a predetermined number of sync blocks, and combined with a synchronization signal and an ID signal. The frame segmented signal is transmitted to the rotary heads for recording.

To control the amount of data recorded on one track to be a predetermined value, before the coefficient data are encoded with a variable length code, the coefficient data are quantized using a quantization step size chosen to produce a certain amount of quantized data. It is preferred that the data amount control, also referred to as the buffering process, consider the frequency distribution of the coefficient data and the effect of the quantization on the image quality of the reproduced image.

Specifically, high frequency transform coefficients are usually quantized with a large quantization step size, resulting in a coarsely quantized image, whereas low frequency transform coefficients are quantized with a small quantization step size, resulting in a finely quantized image. This procedure results in more quantization distortion in the high frequency components of a reproduced image than in its low frequency components, which is acceptable since quantization distortion in the high frequency components of an image is less noticeable than quantization distortion in the low frequency components of an image.

To reduce the quantization noise in the high frequency components, a method using both a round-off process and a truncation process has been proposed in which a round-off process is used when quantizing high frequency coefficients and a truncation process is used when quantizing low frequency coefficients. In this method, since the pictorial pattern of a block is considered, the deterioration in quality of a reproduced image can be prevented to some extent. However, the round-off process adversely affects the signal to noise (S/N) ratio of the reproduced signal.

Quantization distortion is less noticeable in a fine pictorial pattern than in a pattern representing an edge. A block with a fine pictorial pattern has high frequency components. However, if the high frequency components in a block represent an edge, then distortion due to quantization of the high frequency coefficient data is noticeable.

EP-A-239 076 discloses an apparatus for processing a digital image signal with the features of the preambles of the enclosed claims 1 and 7. Said known apparatus is an encoder responsive to a sequence of coefficient blocks, each of which is composed of a plurality of orthogonal transform coefficients subjected to predictive encoding and orthogonal transform, the coefficient blocks being classified by a classification circuit into a plurality of classes to produce a control signal representative of the classes. A quantization unit, a code conversion unit, and a coefficient selection unit are controlled by the control signal to select quantization characteristics, code conversion characteristics and coefficient selection characteristics.

OBJECTS AND SUMMARY OF THE INVENTION

Therefore, an object of the present invention is to compress a digital image signal in a manner which avoids the aforementioned disadvantages of the prior art.

It is another object of the present invention to compress the high frequency coefficients representing an image block with less noticeable distortion.

It is yet another object of the present invention to compress a digital image signal in a manner which preserves information about edges in the image, thereby improving the perceived resolution in a decompressed image.

It is yet another object of the present invention to compress the data representing the color of an image more than the data representing the luminance of an image, so that the distortion introduced by the compression is less noticeable. Said objects are achieved by means of the features of the independent claims.

These objects are achieved by an apparatus as claimed in claim 1 and a method as claimed in claim 7.

In accordance with an aspect, a digital image signal is segmented into blocks of image data, which are orthogonally transformed into blocks of coefficient data having a direct current coefficient and a plurality of alternating current coefficients. The alternating current coefficients are quantized using a selected quantization step to generate quantized data, which are variable length code encoded. The quantization step is selected in accordance with an activity code
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generated by comparing the alternating current coefficients with a plurality of threshold values.

In accordance with the present invention a digital image signal is segmented into blocks of image data, which are orthogonally transformed into blocks of coefficient data having a direct current coefficient and a plurality of alternating current coefficients. The value of each of the alternating current coefficients is compared with a first threshold value to produce a detection flag. The values of alternating current coefficients in a predetermined portion of said block are compared with additional threshold values to produce a set of comparison results. An activity code is generated in accordance with the set of comparison results and the detection flag. The activity code corresponds to high activity when the detection flag indicates that the value of at least one of the alternating current coefficients exceeded the first threshold value. A quantization step is selected in accordance with the activity code. The alternating current coefficients are quantized using the selected quantization step to generate quantized data, which are variable length code encoded.

The above, and other objects, features and advantages of the present invention will be apparent in the following detailed description of the preferred embodiments of the present invention when read in conjunction with the accompanying drawings in which corresponding parts are identified by the same reference numeral.

BRIEF DESCRIPTION OF THE DRAWINGS

Figs. 1A and 1B are schematic diagrams illustrating macro blocks according to different video transmission systems;

Fig. 2 is a diagram illustrating a scanning sequence for coefficients in a still image block;

Figs. 3A-3C illustrate how edges in an image are represented by coefficient data;

Fig. 4 is a diagram depicting an activity detection area in a block of coefficient data;

Fig. 5 is a diagram depicting area numbers for the coefficients in a still image block;

Fig. 6 is a table showing sets of quantization steps;

Figs. 7A and 7B illustrate mapping processes used in a typical quantization operation and a quantization operation according to the present invention, respectively;

Fig. 8 is a diagram showing the formation of a block of coefficient data representing motion;

Fig. 9 is a diagram illustrating a scanning sequence for coefficients in a block of coefficients representing motion;

Fig. 10 is a diagram depicting area numbers for the coefficients in a block of coefficients representing motion;

Fig. 11 is a block diagram showing a recording circuit for a digital VTR in which the present invention is applied;

Fig. 12 is a block diagram of a quantization circuit according to the present invention;

Fig. 13 is a block diagram of an activity detection circuit according to the present invention;

Fig. 14 is a block diagram of an estimator according to the present invention; and

Fig. 15 is a diagram illustrating the format of a sync block according to the present invention.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

In the present invention, a quantization step for a coefficient is selected as a function of whether the block to which the coefficient belongs represents a still image or an image containing motion, and as a function of the frequency which the coefficient represents.

The quantization step is also selected as a function of the fineness of the pictorial pattern of the image which the block represents. High frequency coefficients representing a fine pictorial pattern devoid of motion are quantized with a large quantization step size, so as to limit the amount of quantized high frequency coefficient data, thereby making more capacity of a fixed recording format available for low frequency coefficient data.

The quantization step is further selected as a function of whether the block represents an edge. If so, the block is quantized with a small quantization step size to prevent edge information from being lost by the quantization process.

Moreover, the quantization step is selected based on whether the coefficient represents luminance or chrominance (color) information in an image. Since coarse quantization of color information is less noticeable than coarse quantization of luminance information, the present invention uses an area shift process to more coarsely quantize the chrominance information, thereby making more capacity of a fixed recording format available for luminance information and improving the perceived resolution of a reproduced image.

A macro block comprises a plurality of blocks, each of which is an (8 element x 8 row) arrangement of coefficient data. For example, in the case of video data according to the 525/60 component system having four blocks of luminance data Y for every two blocks of chrominance data U, V, that is, Y : U : V = 4 : 1 : 1, as shown in Fig. 1A, four Y blocks, one U block, and one V block at the same position in one frame constitute one macro block. When the sampling frequency is 4 fsc (fsc is a color subcarrier frequency), one frame of an image comprises (910 samples x 525 lines). Thus, the viewable portion of this image is (720 samples x 480 lines). In this system, the total number of blocks in one frame is (720 x 64) / (8 x 8) = 8100. The number of macro blocks in one frame is 8100 / 6 = 1350.

In the case of video data according to the 625/50 component system having luminance and chrominance data in
the ratio shown in Fig. 1B, a total of six blocks comprising four Y blocks, one U block, and one V block at the same position in one frame constitute one macro block.

When the image data for a block represents a still image or a block containing only a small amount of motion, then the block is compressed using an in-frame process, described below.

As shown in Fig. 2, a block of coefficient data has a direct current (DC) coefficient in the upper left corner, and alternating current coefficients in all other positions. The (8 x 8) block represents the same position in two fields of a frame, that is, a (4 x 8) block from each of two fields. Odd numbered lines in the block correspond to pixel data for the first field, while even numbered lines in the block correspond to pixel data for the second field. The alternating current coefficients are scanned in a zigzag sequence from low frequency alternating current components to high frequency alternating current components to form a coefficient signal.

To determine the quantization step size that should be used with a block of coefficient data, the present invention considers two aspects of the alternating current coefficient data in a block, namely, whether the coefficients represent an edge of an image and whether the coefficients represents a fine pictorial pattern. If the block represents an edge, then it should be finely quantized, that is, quantized using a small quantization step size, since quantization distortion in a reproduced edge is particularly noticeable. If the block represents a fine pictorial pattern, then it should be coarsely quantized, that is, quantized using a large quantization step size, since quantization distortion in a fine pictorial pattern is not particularly noticeable.

As shown in Fig. 3A, when a block which represents an edge in the vertical direction is DCT-transformed, coefficient data corresponding to the vertical edge are located only in the first row of the coefficient block. As shown in Fig. 3B, when a block which represents an edge in the horizontal direction is DCT-transformed, coefficient data corresponding to the horizontal edge are located only in the first column of the coefficient block. As shown in Fig. 3C, when an block representing an edge in the vertical direction has a small amount of motion and is DCT-transformed as if it were a still image, coefficient data are located in the first row and first column of the coefficient block, and also in the upper left and lower left corners of the block.

Thus, to determine whether a block represents a fine pictorial pattern, as distinguished from a vertical edge, a horizontal edge, or an edge with a small amount of motion, only the coefficients generally located in the lower right corner of a coefficient block are considered. Specifically, as shown in Fig. 4, the coefficients located in the lower right corner, indicated by shading, are used to detect the fineness of the pictorial pattern in a block, referred to herein as the activity code or class of the block.

More specifically, the absolute value of each of the coefficients located in the shaded area of a coefficient block, as shown in Fig. 4, are compared to a first threshold value TH1 to obtain the number of coefficients NH in the shaded area having an absolute value exceeding the first threshold TH1. The higher the value of NH, the finer is the pictorial pattern represented by the block.

Additionally, the activity code for a block depends on whether any coefficients exceed a predetermined magnitude, since the range of coefficient values is restricted in a Huffman table used in the variable length coding process, discussed in detail below. Specifically, the absolute value of each of the alternating current coefficients in the entire coefficient block, are compared to a second threshold value TH2 to determine whether any of these alternating current coefficients exceed the second threshold TH2. If any alternating current coefficients exceed the second threshold TH2, then a flag NF is set to one. Otherwise, the flag NF has a value of zero.

The activity code AT, also referred to herein as the activity class, of a block is defined in Table 1.

<table>
<thead>
<tr>
<th>NF</th>
<th>NH</th>
<th>ACTIVITY CLASS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0 (AT = 00)</td>
</tr>
<tr>
<td>0</td>
<td>1-4</td>
<td>1 (AT = 01)</td>
</tr>
<tr>
<td>0</td>
<td>5-9</td>
<td>2 (AT = 10)</td>
</tr>
<tr>
<td>0</td>
<td>≥10</td>
<td>3 (AT = 11)</td>
</tr>
<tr>
<td>1</td>
<td>ALL</td>
<td>3 (AT = 11)</td>
</tr>
</tbody>
</table>

The class 0 represents the lowest activity, the class 1 represents the second lowest activity, the class 2 represents the second highest activity, and the class 3 represents the highest activity. The quantization step size used for a block is proportional to its activity code, that is, a block having an activity class of 0 is finely quantized, while a block having an activity class of 3 is coarsely quantized.

The present invention quantizes low frequency coefficients with a relatively small quantization step size, and quantizes high frequency coefficients with a relatively large quantization step size. More specifically, the alternating current
coefficients in a block are classified by an area number, with the area number being generally proportional to the frequency of the coefficients, that is, a higher area number indicates a higher frequency coefficient. The reason coefficients are divided into areas is because coefficients having higher frequencies can be more coarsely quantized with less effect on the quality of restored image than coefficients having lower frequencies.

Fig. 5 shows each of the coefficients in a block and its corresponding area number, chosen from area numbers 0...7. A set of eight quantization step sizes is used during quantization of the coefficients, one step size per area number. As explained in detail below, for each coefficient, its position in a block determines its area number, which in turn determines the step size selected from the set of quantization step sizes which is used to quantize the coefficient.

The present invention adjusts the quantization step size q for a coefficient depending on its activity class. The adjusted quantization step size is the original step size plus a quantization step size adjustment equal to the activity class minus one, AT - 1. Thus, for a coefficient having an activity code of 0, its quantization step size is decreased to q-1 so that the resolution of the corresponding image is increased. For a coefficient having an activity code of 3, its quantization step size is increased to q+2 so that the resolution of the corresponding image is relatively coarse.

Generally, deterioration in the resolution of color signals is less noticeable than deterioration in the resolution of luminance signals. To take advantage of this fact, the present invention shifts, that is, increases, the area number of coefficients representing chrominance information in a process referred to herein as an area shift process. Coefficients representing luminance information are not area shifted. The result is a reduction in the amount of information used to represent chrominance information, which makes additional capacity in a fixed size recording format available for representing luminance information. This is advantageous as a decompressed signal according to the present invention appears to have improved resolution.

More specifically, as shown in Table 2, the area shift process is not performed on coefficients representing the luminance signal. For the chrominance signals U, V, the area shift is a function of the activity class of the coefficient. The area shift values in Table 2 are added to the original area numbers. When the shifted area number exceeds the maximum area number, 7, the shifted area number is set to the maximum area number. Table 2 also shows the quantization step size adjustment for a coefficient as a function of its activity code.

<table>
<thead>
<tr>
<th>ACTIVITY CLASS</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y Q STEP SIZE ADJ</td>
<td>q-1</td>
<td>q</td>
<td>q+1</td>
<td>q+2</td>
</tr>
<tr>
<td>AREA SHIFT</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>U, V Q STEP SIZE ADJ</td>
<td>q-1</td>
<td>q</td>
<td>q+1</td>
<td>q+2</td>
</tr>
<tr>
<td>AREA SHIFT</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>

To control the total amount of compressed data representing an image, the present invention uses a plurality of sets of quantization step sizes, as shown in Fig. 6. In Fig. 6, SQ represents an approximated value of the square root of two, namely, $1 + 1/4 + 1/8 + 1/32 = 1.40625$. The sixteen sets of quantization steps are identified by quantization set numbers 0...15. In Fig. 6, one row corresponds to one set of quantization step sizes. Each set consists of eight quantization step sizes corresponding to each of the area numbers 0 to 7. For example, the quantization set number 0 consists of the following quantization step sizes:

$$(1 \; 1 \; 1 \; SQ \; 2 \; 2::SQ \; 4 \; 4::SQ)$$

The quantization set number is proportional to the quantization step size. In other words, the larger the quantization set number, the more coarsely the coefficients quantized. Since all quantization step sizes have a value which is a power of 2, a simple division circuit can be used as a quantizer.

Quantization involves mapping ranges of value to a set of quantization step values. Typically, the ranges are centered about the quantization step values. Fig. 7A shows a typical method of quantizing. In Fig. 7A, there are seventeen values 0...16 mapped to two quantized values 0, 16. The midpoint of the quantized values is $(0 + 16)/2 = 8$. All values less than the midpoint are mapped to the lower quantized value 0, while all values greater than or equal to the midpoint are mapped to the upper quantized value 16. More generally, the coefficient data C are divided by a quantization step D and the result is truncated to a quantized number Q(C) according to the following equation:

$$Q(C) = \text{INT}\left[\left[C + (D/2)\right]/D\right]$$
This type of quantization results in a mathematical minimization of the distortion due to quantization. However, this type of quantization does not necessarily minimize visual distortion in a reproduced image.

Normally, the high frequency components representing an image have small values. Using a midpoint-type mapping during quantization causes the small values of the high frequency components to be mapped to a value of zero, which improves the efficiency of a subsequent variable length code encoding process. However, if the image has a pictorial pattern in which high frequency coefficients with large values are present, then during a typical quantization operation, the values of the high frequency components are mapped to a larger number, namely, the upper quantized value 16. In other words, during a typical quantization operation, the high frequency coefficients of large value are amplified. Thus, the mapping introduces a noticeable distortion into a reproduced image, resulting in a perception of degraded image quality.

The present invention uses a special type of quantization, namely, a mapping which minimizes visual distortion. In the present invention, low frequency coefficients, that is, coefficients having an area number less than four, are quantized using a conventional midpoint-type mapping, as described above.

However, in the present invention, high frequency coefficients, that is, coefficients having an area number of four or greater, are quantized using a mapping which maps fewer values to the upper quantization value when the quantization step size is large. For example, a special quantization mapping, also referred to herein as a truncation, is given by the following equation:

\[
Q(C) = \text{INT} \left( \frac{(C + (D/2))}{D} \right), \quad D < 8
\]

\[
= \text{INT} \left( \frac{(C + \text{INT}(D/3))}{D} \right), \quad D \geq 8
\]

When the value of the quantization step size is less than 8, the normal mapping process is performed. When the value of the quantization step size is 8 or more, the special mapping process shown in Fig. 7B is performed, in which a quantized coefficient is mapped to a lower quantized value when the quotient of dividing the coefficient by the quantization step has a fractional value less than two-thirds of the value of the quantization step. With this special type of quantization mapping, when the quantization step size is large, noticeable quantization distortion is reduced. Since the typical mapping is used when the activity class of the block is low and when the quantization step size is not large, the S/N ratio of the reproduced signal is properly maintained.

For example, the normal mapping process is used in quantizing coefficients in all areas when the quantization set number 0, shown in Fig. 6, is selected. When the quantization set number 5 is selected, the normal mapping process is used in quantizing coefficients in areas 0-3, and the special mapping process is used in quantizing coefficients in areas 4-7. When the quantization set number 10 is selected, the special mapping process is used in quantizing coefficients in all areas.

When the image data for a block represents motion, the block is compressed using an in-field process which differs from the in-frame process used to compress a still image, as described below.

In the case of the in-field DCT process, (4 x 8) coefficient data for a first field and (4 x 8) coefficient data for a second field are generated. The coefficient data of the first field and that of the second field become an upper and a lower part, respectively, of an (8 x 8) array as shown in Fig. 8. The coefficient data for the first field contains a direct current component DC1. Likewise, the coefficient data for the second field contains a direct current component DC2.

To avoid an increase in the hardware size of a compression circuit, it is desirable to use the same hardware for compressing both still image coefficients and motion coefficients, despite the differing composition of the (8 x 8) coefficient blocks in these cases. Consequently, in the present embodiment, a difference direct current component for the second field \( \triangle DC2 = (DC1 - DC2) \) is used in place of the direct current component DC2 for the second field.

Except when a scene change takes place between fields, the first and second fields represented in a motion block are usually correlated, that is, the value of the difference direct current component is usually very close to 0. Thus, use of the difference direct current component prevents coarse quantization of coefficients in the block. Use of the difference direct current component also reduces the quantization distortion.

A motion block is considered as having an activity code AT of 0, that is, it must be finely quantized so as to exhibit high resolution.

For a motion block, the scanning sequence shown in Fig. 9 is used, instead of the scanning sequence shown in Fig. 2, to maximize the length of a run of coefficients having a value of zero which improves the efficiency of the variable length code encoding process.

For a motion block, the area number definition shown in Fig. 10 is used instead of the area number definition shown in Fig. 5, in consideration of the manner in which the block is formed.

Examples of determining a quantization step will now be provided for a coefficient located, for example, in the left column and next to bottom row of a block of coefficient data. The examples are for the cases where the coefficient...
The activity code for the coefficient is obtained. For a still image, the activity code is determined in accordance with Table 1. As an example, assume the still image block has no coefficients which exceed the threshold TH2, and seven coefficients which exceed the threshold TH1. The activity code AT for this still image block is 2. For a motion block, the activity code AT is always 0.

The area number for the coefficient is obtained. For a still image, Fig. 5 is used, with the result that the area number is 3. For a motion image, Fig. 10 is used, with the result that the area number is 2. The examples are, at this point:

<table>
<thead>
<tr>
<th>STILL IMAGE BLOCK</th>
<th>MOTION BLOCK</th>
</tr>
</thead>
<tbody>
<tr>
<td>LUM Y</td>
<td>LUM Y</td>
</tr>
<tr>
<td>CHROM U,V</td>
<td>CHROM U,V</td>
</tr>
<tr>
<td>ACTIVITY CODE</td>
<td>2</td>
</tr>
<tr>
<td>AREA NUMBER</td>
<td>3</td>
</tr>
</tbody>
</table>

The area shift process is performed in accordance with Table 2. The luminance data is unaffected. The area number of the chrominance coefficient for the still image block is shifted by 3, since the block has an activity class of 2. The area number of the chrominance coefficient for the motion block is shift by 2, since the motion block has an activity class of 0. The examples after the area shift process are:

<table>
<thead>
<tr>
<th>STILL IMAGE BLOCK</th>
<th>MOTION BLOCK</th>
</tr>
</thead>
<tbody>
<tr>
<td>LUM Y</td>
<td>LUM Y</td>
</tr>
<tr>
<td>CHROM U,V</td>
<td>CHROM U,V</td>
</tr>
<tr>
<td>ACTIVITY CODE</td>
<td>2</td>
</tr>
<tr>
<td>AREA NUMBER</td>
<td>3</td>
</tr>
<tr>
<td>q</td>
<td>2</td>
</tr>
</tbody>
</table>

An unadjusted quantization step \( q \) is obtained. The sets of quantization steps are shown in Fig. 6. Assume the quantization set number 5 is selected as it corresponds to the maximum amount of quantized data less than a predetermined amount, as explained in detail below. This set 5 comprises the following quantization steps:

<table>
<thead>
<tr>
<th>AREA NUMBER</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>q</td>
<td>4</td>
<td>4SQ</td>
<td>6</td>
<td>8</td>
<td>8SQ</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The area numbers of the luminance coefficients for the still image and motion blocks determine that the quantization step \( q \) in these examples is 4SQ. The area number of the chrominance coefficient for the still image block is 6, so its quantization step is 8SQ. The area number of the chrominance coefficient for the motion block is 4, so its quantization step is 8. At this point, the examples are as follows:

<table>
<thead>
<tr>
<th>STILL IMAGE BLOCK</th>
<th>MOTION BLOCK</th>
</tr>
</thead>
<tbody>
<tr>
<td>LUM Y</td>
<td>LUM Y</td>
</tr>
<tr>
<td>CHROM U,V</td>
<td>CHROM U,V</td>
</tr>
<tr>
<td>ACTIVITY CODE</td>
<td>2</td>
</tr>
<tr>
<td>AREA NUMBER</td>
<td>3</td>
</tr>
<tr>
<td>q</td>
<td>4SQ</td>
</tr>
</tbody>
</table>

The quantization step for the coefficient is adjusted based on the activity class of the block, in accordance with Table 2. The still image block has an activity class of 2, so its coefficients are adjusted to \( q + 1 \). The motion block has an activity class of 0, so its coefficients are adjusted to \( q - 1 \). At this point, the examples have become:

<table>
<thead>
<tr>
<th>STILL IMAGE BLOCK</th>
<th>MOTION BLOCK</th>
</tr>
</thead>
<tbody>
<tr>
<td>LUM Y</td>
<td>LUM Y</td>
</tr>
<tr>
<td>CHROM U,V</td>
<td>CHROM U,V</td>
</tr>
<tr>
<td>ACTIVITY CODE</td>
<td>2</td>
</tr>
<tr>
<td>AREA NUMBER</td>
<td>3</td>
</tr>
<tr>
<td>q</td>
<td>4SQ+1 = 6.625</td>
</tr>
</tbody>
</table>

4SQ+1 = 6.625 8SQ+1 = 12.25 4SQ-1 = 4.625 8-1 = 7
The area numbers for the luminance coefficients in the still image block and the motion block are less than four, so these coefficients are not eligible for the special quantization mapping or truncation shown in Fig. 7B. The chrominance coefficient for the motion block is eligible for the special quantization mapping but its quantization step, as adjusted, has a value less than eight (D < 8), so the normal midpoint mapping is performed during its quantization.

The chrominance coefficient for the still image block has an area number of at least four, and its quantization step has a value greater than eight (D ≥ 8), so the special mapping process illustrated in Fig. 7B is used during quantizing of this coefficient to reduce the noticeable noise introduced by the quantizing operation.

Fig. 11 shows an embodiment of a digital image processing apparatus according to the present invention which is part of the recording system of a digital VTR. In Fig. 11, input terminal 1 is adapted to receive digitized video data, and to supply the digitized video data to a block segmentation circuit 2.

The block segmentation circuit 2 functions to segment video data in an interlace scanning sequence into an (8 x 8) block of image data. In other words, two (4 x 8) blocks which are present in the same position in first and second fields of a frame are formed into an (8 x 8) block. The block segmentation circuit 2 also functions to supply the blocked image data to a shuffling circuit 3 that serves to shuffle the spatial positions of a plurality of macro blocks of one frame so as to disperse errors due to drop-outs, tape scratches, head clogging, and so forth. Such dispersion reduces deterioration in the quality of a reproduced image. In this embodiment, the shuffling circuit 3 shuffles five macro blocks at a time. The shuffling circuit 3 supplies the shuffled macro blocks to a DCT circuit 4 and a motion detection circuit 5.

The DCT circuit 4 is adapted to generate (8 x 8) blocks of coefficient data, each block comprising a direct current component coefficient and alternating current component coefficients. The direct current components of the (8 x 8) coefficient data generated by the DCT circuit 4 are transmitted directly to a frame segmentation circuit 13 without compression. The alternating current components are compressed and then supplied to the frame segmentation circuit 13.

The motion detection circuit 5 functions to determine whether each block is a still image or a block containing motion. The motion detection circuit 5 performs a Hadamard transformation on the image data supplied thereto, and examines the transform coefficient data in the vertical direction of an (8 x 8) coefficient block. A Hadamard transformation is particularly effective in digitizing images with edges, and so is convenient to use. Alternatively, the motion of a block can be detected from the absolute value of the difference in data at the same position in successive fields. The motion detection circuit 5 also functions to supply a motion flag signal M to an activity detection circuit 6, an estimator 9 and the frame segmentation circuit 13.

The motion detection circuit 5 further functions to apply a control signal to the DCT circuit 4, to select an in-frame DCT process for a still image block and to select an in-field DCT process for a block representing motion.

In the in-frame DCT process, the DCT circuit 4 generates coefficient data for an (8 x 8) block representing two interleaved (4 x 8) blocks at the same position in two fields which are contiguous in time, that is, data from the first (4 x 8) block is on odd lines of the (8 x 8) block and data from the second (4 x 8) block is on even lines of the (8 x 8) block.

In the in-field DCT process, the DCT circuit 4 generates coefficient data for an (8 x 8) block comprising two adjacent, or non-interleaved, (4 x 8) blocks at the same position in a first field and a second field which are contiguous in time, that is, data from the first (4 x 8) block is on the first four lines of the (8 x 8) block and data from the second (4 x 8) block is on the last four lines of the (8 x 8) block.

The alternating current components are supplied to a buffer 6, and thence to a quantization circuit 7. The buffer 6 serves to delay the coefficients until their appropriate quantization step size is determined.

The quantization circuit 7 is adapted to quantize coefficient data representing alternating current components of an image block. The quantization circuit 7 is shown in detail in Fig. 12, and is discussed below.

The quantization step is chosen by the estimator 9 to provide the greatest amount of quantized coefficient data that is within a predetermined amount which is based on the capacity of a track of a recording tape. In the present invention, the quantization step for each coefficient is a function of several factors, namely, whether the coefficient represents a still image or an image with motion; the fineness of the pictorial pattern of the image which the coefficient represents, that is, the activity code of the coefficient; the frequency which the coefficient represents, that is, the area number of the coefficient; and whether the coefficient represents luminance or chrominance information.

Since image processing, such as editing, is performed on a field by field or a frame by frame basis, it is useful for the amount of data generated for each field or frame to be equal to or less than a predetermined amount. The amount of data generated in the DCT process and a subsequent variable length code encoding process depends on the pictorial pattern in the image block. It is advantageous for the quantization circuit 7 to control the amount of data corresponding to an image in a unit smaller than one field, referred to herein as a buffering unit, so as to simplify the data generation circuit, for example, to allow use of memories of reduced capacity in the circuit. A buffering unit is the same size as a shuffling unit, for example, five macro blocks, each macro block having six coefficient (or DCT) blocks, as shown in Figs. 1A and 1B.

The quantization circuit 7 is adapted to supply quantized data to a variable length code encoding circuit 11 which serves to perform a run length encoding, Huffman encoding such as two-dimensional Huffman encoding, or another
type of encoding for compressing the quantized data. In two-dimensional Huffman encoding, a run length which is a number of consecutive quantized coefficients having value zero, and non-zero coefficient data values are applied to a Huffman table stored in a ROM and thereby a variable length code (encoded output) is generated and supplied to the frame segmentation circuit 13.

The alternating current components of a transformed image data block are also supplied to the activity detection circuit 8 and the estimator 9, shown in Figs. 13 and 14, respectively.

The activity detection circuit 8 functions to produce an activity code AT based on the fineness of a pictorial pattern in each transformed block. The activity code AT has a length of two bits, representing four activity classes, and is used to reduce the distortion in a reproduced image due to quantization noise. The activity detection circuit 8 also functions to supply the activity code AT to the estimator 9. The estimator 9 serves to supply the activity code AT to the frame segmentation circuit 13.

The estimator 9 is adapted to determine the optimum quantization step sizes for the coefficients in a buffering unit, and to supply a quantization set number QNo identifying these step sizes to both the quantization circuit 7 and the frame segmentation circuit 13. Sixteen sets of quantization step sizes, identified as sets 0 ... 15, are shown in Fig. 6.

The estimator 9 is coupled to a Huffman table 12 which is similar to the Huffman table used in the variable length code encoding circuit 11. The Huffman table 12 serves to generate data representing the number of encoded bits produced by Huffman encoding, whereas the Huffman table used in the circuit 11 serves to generate actual encoded data.

The estimator 9 supplies the quantization set number for the optimum quantization step sizes to the selector 10 that serves to control the quantization circuit 7 to quantize coefficients with the appropriate set of quantization steps, and also serves to supply the quantization set number QNo to the frame segmentation circuit 13.

The frame segmentation circuit 13 is adapted to perform an error correction code encoding process for the aforementioned data, namely, direct current component data, alternating current component data encoded with variable length code, the quantization number QNo, the motion flag M, and the activity code AT. The frame segmentation circuit 13 is also adapted to convert the data supplied thereto to a frame format, and to generate sync blocks containing the aforementioned data. The sync blocks, having a format shown in Fig. 14 and discussed below, are supplied to two rotary heads (not shown) through a channel code encoding circuit and a record amplifier (also not shown), for recording on a magnetic tape.

The area definition and the change of data sequence performed for a motion block are not shown in Fig. 11 for simplicity.

Fig. 12 shows an embodiment of a quantization circuit 7 according to the present invention. Alternating current coefficient data is supplied from the buffer 6, shown in Fig. 11, to an input terminal 71 which is coupled to a divider 72. A quantization step is supplied to the divider 72 from the selector 10, shown in Fig. 11. The divider 72 functions to divide each of the alternating current coefficients in a DCT block by a respective quantization step to produce a respective quotient, and further functions to supply that quotient to a truncation circuit 73.

The quantization step is also supplied to the truncation circuit 73. A reset signal is applied to the truncation circuit 73 at the start of each DCT block. The truncation circuit 73 serves to determine the area number of each coefficient based on the number of coefficients supplied since the reset signal, and to truncate the quotient to an integer value, using either the normal mid-point mapping shown in Fig. 7A or, when a coefficient has a high area number and the quantization step is large, the special mapping shown in Fig. 7B in which the quotient of dividing the coefficient by the quantization step is mapped to a lower value when the fractional part of the quotient is less than two-thirds of the quantization step. The quantized coefficient, as truncated to an integer using a normal or a special mapping, is supplied to an output terminal 74.

Fig. 13 shows an embodiment of an activity detection circuit 8 according to the present invention. An input terminal 21 receives the coefficients representing alternating current components in a DCT block, and supplies them to a scan circuit 22 and an absolute value calculation circuit 24. All coefficients for a block other than its direct current coefficient are supplied to the absolute value calculation circuit 24. In contrast, the scan circuit 22 selects only the high frequency coefficients shown in the shaded region of Fig. 4 and supplies them to an absolute value calculation circuit 23.

The absolute value calculation circuits 23 and 24 convert coefficients into absolute values, and supply these absolute values to comparison circuits 25 and 26, respectively. Threshold values TH1 and TH2, such as 4 and 235, are also supplied to the comparison circuits 25 and 26, respectively.

When the value of a coefficient is TH1 or more, the comparison circuit 25 causes a counter 27 to increment its count value NH. When the value of a coefficient is TH2 or more, the comparison circuit 26 produces a pulse which is latched by a flip-flop 28 and used as a flag NF. The counter 27 and the flip-flop 28 are cleared upon receipt of a DCT block.

The count value NH is applied to comparison circuits 29, 30, and 31, to which threshold values TH3, TH4, and TH5 are supplied, respectively. For example, the values of TH3, TH4, and TH5 may be 1, 5, and 10, respectively. When the count value NH exceeds the threshold value supplied to the comparison circuits 29, 30, and 31, each of these
circuits generates respective comparison outputs at a relatively high level. The outputs of the comparison circuits 29 and 30 are supplied to a logic circuit 33. The output of the comparison circuit 31 is supplied to an OR gate 32. The flip-flop 28 supplies the flag NF to the other input of the OR gate 32. The OR gate 32 supplies an output to the logic circuit 33. The motion flag signal M is supplied to the logic circuit 33. Blocks having motion, as detected by the motion detection circuit 5, are automatically assigned an activity class of 0. The logic circuit 33 functions to generate an activity code AT representing the class of the activity of a DCT block in accordance with Table 1 and the motion flag signal, and to output the activity code AT to an output terminal 34.

Fig. 14 shows an embodiment of an estimator 9 according to the present invention.

Quantization circuits 401 to 40n are adapted to quantize the alternating current coefficients supplied thereto using a respective set of quantization numbers from the quantization sets shown in Fig. 6, in accordance with a control signal from a controller 41, and to supply quantized data to scan circuits 421 to 42n. Since there are sixteen quantization sets, n = 16 in this embodiment.

The controller 41 may be a programmable microprocessor that is programmed to control the quantization signal for the quantization circuits 401 to 40n based on the activity code AT and the motion signal M supplied thereto from the activity detection circuit 8 and the motion detection circuit 5, respectively. As mentioned, the activity detection circuit 8 determines an activity code 0, 1, 2 or 3 for each DCT block. The controller 41 adjusts the quantization step q corresponding to the activity class, in accordance with Table 2. If the adjusted quantization step has a negative value or a value greater than 15, it is clipped to 0 or 15, respectively.

In addition, the controller 41 serves to determine which of eight area numbers is appropriate for a coefficient being quantized, based on its position in the DCT block and the motion flag signal M. Since the sequence of the coefficient data is known, the area definition is based on the temporal sequence in which the coefficients are supplied.

Furthermore, since the luminance signal and the color signals are supplied in a known temporal sequence, the controller 41 further serves to control the area shift process for the color signals.

Each scan circuit 421 to 42n functions to scan the quantized data in a scanning sequence selected in accordance with the motion signal M supplied thereto, and to supply respective scanned data to variable length code encoding circuits 431 to 43n. If the motion signal M indicates that the quantized data represent a still image, then the scanning sequence is as shown in Fig. 2, whereas if the quantized data represent an image having motion, the scanning sequence is as shown in Fig. 9.

The variable length code encoding circuits 431 to 43n are each adapted to perform two-dimensional Huffman encoding on the data supplied thereto, using the Huffman table 12 coupled thereto. As mentioned, the Huffman table 12 supplies the number of bits obtained by encoding using the same code as is used by the variable length code encoding circuit 11 to actually encode coefficients. The variable length code encoding circuits 431 to 43n supply respective numbers to buffers 441 to 44n which serve to add the numbers supplied thereto to generate a cumulative total and to supply this cumulative total to a determination circuit 45. Each buffer 441 to 44n is reset after five macro blocks (for example) are received in succession. Thus, each buffer generates a cumulative amount of data which would be obtained for five macro blocks encoded with one of the quantization sets of Fig. 6.

The determination circuit 45 serves to determine which set of quantization numbers corresponds to the greatest amount of encoded data for five macro blocks that is equal to or less than a predetermined value, that is, which set of quantization numbers has the smallest quantization steps that can practically be used. The determination circuit 45 supplies the appropriate quantization set number QNo to the selector 10, shown in Fig. 11, through an output terminal 46.

Coefficients are supplied to the quantization circuits 401 to 40n through a switch circuit 47. Coefficients representing alternating current components of a transformed image block are supplied to an input terminal a of the switch circuit 47 which is controlled by a control signal CT. A subtraction circuit 48 supplies a difference direct current value ΔDC2 = (DC2 - DC1), shown in Fig. 8, based on the signals supplied thereto to an input terminal b of the switch circuit 47. A direct current component DC1 of the transformed image block in the present field and a delayed direct current component DC1 of the transformed image block in the previous field are supplied to the subtraction circuit 48. When the in-frame DCT process is performed for a still image block, the terminal a of switch circuit 47 is selected, while, when the in-field DCT process is performed for a block having motion, the terminal b of switch circuit 47 is selected when the difference direct current value ΔDC2 is to be supplied.

Fig. 15 shows a format for a sync block according to the present invention. The length of one sync block is, for example, 90 bytes. At the beginning of the sync block, there is a block synchronous signal SYNC having a length of two bytes, followed by an ID signal comprising of two identification bytes, ID0 and ID1, and one parity byte IDP. A data area occupies 77 of the remaining 85 bytes. The last eight bytes of the sync block are parity bytes for an inner code portion of a product code. All sync blocks recorded on a plurality of tracks are sequentially addressed.

The identification bytes ID0 and ID1 contain a frame ID, a format identification bit, a record data type having a length of two bits, a sync block address. The frame ID is inverted whenever a sync block is received. The identification bit identifies the format of the digital VTR according to this embodiment and another format for a data recording appa-
The value of the identification bit is "1", it represents the format for the digital VTR. When the value of the identification bit is "0", it represents some other format. The record data identification bit represents the type of record data (such as video and audio). The sync block address contains data of one frame.

At the beginning of the data area in the sync block, there is a quantization number QNo having a length of one byte for identifying the set of quantization step sizes used in compressing the data, followed by an auxiliary code AUX having a length of one byte. The remaining 75 bytes of the data area are either variable length code encoded coefficient data or an outer code portion of a parity product code.

The auxiliary code AUX in the data area is a kind of ID signal. The auxiliary code AUX contains information about the broadcasting system type of a video signal, audio mode, and so forth. The quantization set number QNo and the auxiliary code AUX are recorded in the data area because the error correction code for data in the data area has better error correction performance than the error correction code for the ID signal.

When the data area contains encoded coefficient data, it is divided into an initial area having a length of, for example, three bytes, followed by four areas each having a length of d bytes, for example, d = 18. The initial area is used for high frequency components AC-H, and is referred to as a fixed AC-H area. Each area of d bytes is divided into an area of a bytes, for example 12 bytes, and another area of a/2 bytes, for example six bytes. The areas of a bytes are used for the luminance information in a macro block. Two of the areas of a/2 bytes are used for the chrominance information in a macro block, and the other two areas of a/2 bytes are used for the high frequency data in a macro block which exceeded the capacity of the four luminance areas of length a, the two chrominance areas of length a/2, and the initial AC-H area of length three bytes.

At the beginning of each interval of d bytes, in the area of a bytes, there is a luminance direct current component having a length of nine bits and corresponding to one of four luminance DCT blocks of one macro block. The DC component is immediately followed by a motion flag M having a length of one bit and indicating whether or not the DCT block represents motion, and an activity code AT. The remainder of the area of a bytes contains a fixed amount of compressed luminance coefficient data, and is referred to as a Y AC-L area.

In the second and fourth intervals of d bytes, in the area of a/2 bytes, there is a chrominance direct current component having a length of nine bits and corresponding to one of two chrominance DCT blocks of one macro block. The DC component is immediately followed by a motion flag M having a length of one bit and indicating whether or not the DCT block represents motion, and an activity code AT. The remainder of the area of a/2 bytes contains a fixed amount of compressed chrominance coefficient data, and is referred to as a C AC-L area.

In the first and third intervals of d bytes, the area of a/2 bytes is referred to as a fixed AC-H area, and contains the high frequency data in a macro block which exceeded the capacity of the four luminance areas of length a, the two chrominance areas of length a/2, and the initial AC-H area of length three bytes.

When a Y AC-L area or a C AC-L area is not completely filled, it contains a blank area referred to as a variable AC-H area that is used for overflow high frequency coefficient data in a macro block which exceeded the capacity of the fixed AC-H areas.

In another embodiment of the present invention, an interlacing circuit may be included just after the DCT circuit 4 for converting coefficient data obtained in the in-field DCT process into a sequence similar to the interface scanning process. In this embodiment, subsequent processing can be performed without the necessity of distinguishing between a still image block and a block representing motion. Thus, the control operations and the circuit construction can be simplified.

The above-described embodiment is directed to a digital VTR which records digital video signals on a magnetic tape. However, the present invention can be applied where a medium such as a disc, rather than a tape, is used.

Claims

1. An apparatus for processing a digital image signal, comprising:

   - block segmentation means (2) for segmenting said digital image signal into blocks of image data;
   - orthogonal transform means (4) for orthogonally transforming said blocks of image data into blocks of coefficient data, each transformed block having a direct current coefficient and a plurality of alternating current coefficients;
   - quantization means (7) for quantizing said alternating current coefficients using a selected quantization step to generate quantized data;
   - and control means (9) for selecting said selected quantization step in accordance with an activity code, variable length code encoding means (11) for encoding said quantized data;

   characterized by
activity detection means (8) including first means for comparing a value of each of said alternating current
coefficients in a transformed block with a first threshold value to produce a detection flag, second means for comparing
the values of alternating current coefficients of a predetermined portion of said transformed block with an
additional threshold value to produce a set of comparison results, and means for generating said activity code in
accordance with said set of comparison results and said detection flag, said activity code corresponding to high
activity when said detection flag indicates that the value of at least one of said alternating current coefficients
exceeds said first threshold value.

2. The digital image signal processing apparatus as in claim 1, wherein said control means (9) is operative to obtain
an initial quantization step from among a plurality of quantization steps of different size, and to adjust said initial
quantization step as a function of said activity code to produce said selected quantization step.

3. The digital image signal processing apparatus as in claims 1 or 7, wherein said control means (9) is operative to
generate an area number representing a position of an alternating current coefficient in a transformed coefficient
data block, to shift said area number when said coefficient represents color information, and to determine said
selected quantization step as a function of said activity code and said area number.

4. The digital image signal processing apparatus as in claims 1 or 3, wherein said quantization means (7) includes
means (72) for dividing said coefficient by said selected quantization step to produce a quotient, and means (73)
for converting said quotient to an integer depending upon whether said selected quantization step is larger than
a predetermined value.

5. The digital image signal processing apparatus as in claim 4, wherein said means (73) for converting said quotient
to an integer is additionally responsive to a position occupied by said coefficient in a transformed coefficient data
block.

6. The digital image signal processing apparatus as in claim 4, wherein said means (73) for converting is operable
to map said quotient to a lower value when said quotient has a fractional value less than two-thirds of a value of
said selected quantization step.

7. A method of processing a digital image signal, comprising the steps of:

segmenting (2) said digital image signal into blocks of image data;
orthogonally transforming (4) said blocks of image data into blocks of coefficient data, each transformed block
having a direct current coefficient and a plurality of alternating current coefficients;
quantizing (7) said alternating current coefficients using a selected quantization step to generate quantized
data;
encoding (11) said quantized data using a variable length code; and
selecting (9) said selected quantization step in accordance with an activity code,
characterized by the steps of

comparing (8) a value of each of said alternating current coefficients in a transformed block with a first threshold
value to produce a detection flag (NF);
comparing (8) the value of alternating current coefficients of a predetermined portion in said transformed block
with an additional threshold value to produce a set of comparison results;
generating (8) said activity code in accordance with said set of comparison results and said detection flag, said activity code corresponding to high activity when said detection flag (NF) indicates that the value of at
least one of said alternating current coefficients exceeds said first threshold value.

8. The digital image signal processing method as in claim 7, wherein the step of selecting includes obtaining an initial
quantization step from among a plurality of quantization steps of different size, and adjusting said initial quantization
step as a function of said activity code to produce said selected quantization step.

9. The digital image signal processing method as in claims 7 or 8, wherein the step of selecting includes generating
an area number representing a position of an alternating current coefficient in a transformed coefficient data block,
shifting said area number when said coefficient represents color information; and determining said selected quan-
tization step as a function of said activity code and said area number.
10. The digital image signal processing apparatus as in claims 7 or 9, wherein the step of quantizing includes dividing said coefficient by said selected quantization step to produce a quotient, and converting said quotient to an integer depending upon whether said selected quantization step is larger than a predetermined value.

Patentansprüche

1. Vorrichtung zur Verarbeitung eines digitalen Bildsignals, welche umfaßt:

   eine Blocksegmentierungseinrichtung (2) zum Segmentieren der digitalen Bildsignale in Blöcke von Bilddaten;

   eine orthogonale Transformationseinrichtung (4) zur orthogonalen Transformation der Blöcke von Bilddaten in Blöcke von Koeffizientendaten, wobei jeder transformierte Block einen Gleichstrom-Koeffizienten und eine Vielzahl von Wechselstrom-Koeffizienten besitzt;

   eine Quantisierungseinrichtung (7) zur Quantisierung der Wechselstrom-Koeffizienten unter Verwendung eines ausgewählten Quantisierungsschritts, um quantisierte Daten zu erzeugen;

   und eine Steuerungseinrichtung (9) zur Auswahl des ausgewählten Quantisierungsschritts in Übereinstimmung mit einem Aktivitätscode,

   sowie eine Codiereinrichtung (11) für einen Code variabler Länge zum Codieren der quantisierten Daten; dadurch gekennzeichnet,


2. Vorrichtung zur Verarbeitung eines digitalen Bildsignals nach Anspruch 1,

   bei welcher die Steuerungseinrichtung (9) tätig ist, um aus einer Vielzahl von Quantisierungsschritten unterschiedlicher Größe einen Anfangsquanti sierungsschritt zu erhalten, und um diesen Anfangsquanti sierungsschritt als eine Funktion des Aktivitätscodes einzustellen, um den ausgewählten Quantisierungsschritt zu erzeugen.

3. Vorrichtung zur Verarbeitung eines digitalen Bildsignals nach Anspruch 1 oder 2,

   bei welcher die Steuerungseinrichtung (9) tätig ist, um eine Bereichszahl zu erzeugen, welche eine Position eines Wechselstrom-Koeffizienten in einem transformierten Koeffizientendatenblock repräsentiert, um diese Bereichszahl zu verschieben, wenn der Koeffizient eine Farbinformation repräsentiert, und um den ausgewählten Quantisierungsschritt als eine Funktion des Aktivitätscodes und der Bereichszahl zu bestimmen.

4. Vorrichtung zur Verarbeitung eines digitalen Bildsignals nach Anspruch 1 oder 3,

   bei welcher die Quantisierungseinrichtung (7) eine Einrichtung (72) zur Aufteilung des Koeffizienten mittels des ausgewählten Quantisierungsschritts, um einen Quotienten zu erzeugen, und eine Einrichtung (73) zur Umsetzung des Quotienten in eine ganze Zahl, abhängig davon, ob der ausgewählte Quantisierungsschritt größer als ein vorbestimmter Wert ist, enthält.

5. Vorrichtung zur Verarbeitung eines digitalen Bildsignals nach Anspruch 4,

   bei welcher die Einrichtung (73) zur Umsetzung des Quotienten in eine ganze Zahl zusätzlich auf eine Position reagiert, welche der Koeffizient in einem transformierten Koeffizientendatenblock einnimmt.

6. Vorrichtung zur Verarbeitung eines digitalen Bildsignals nach Anspruch 4,

   bei welcher die Einrichtung (73) zur Umsetzung betriebsfähig ist, den Quotienten auf einen niedrigeren Wert abzubilden, wenn der Quotient einen Teilwert besitzt, welcher kleiner als zwei Drittel eines Wertes des ausgewählten
Quantisierungsschritts ist.

7. Verfahren zur Verarbeitung eines digitalen Bildsignals, welches folgende Schritte aufweist:

Segmentieren (2) des digitalen Bildsignals in Blöcke von Bilddaten;

orthogonales Transformieren (4) der Blöcke von Bilddaten in Blöcke von Koeffizientendaten, wobei jeder transformierte Block einen Gleichstrom-Koeffizienten und eine Vielzahl von Wechselstrom-Koeffizienten besitzt;

Quantisieren (7) der Wechselstrom-Koeffizienten unter Verwendung eines ausgewählten Quantisierungsschritts, um quantisierte Daten zu erzeugen;

Codieren (11) der quantisierten Daten unter Verwendung eines Codes variabler Länge; und Auswählen (9) eines ausgewählten Quantisierungsschritts in Übereinstimmung mit einem Aktivitätscode,

gekennzeichnet durch die Schritte

Vergleichen (8) eines Wertes von jedem der Wechselstrom-Koeffizienten in einem transformierten Block mit einem ersten Schwellenwert, um ein Detektionsflag (NF) zu erzeugen;

Vergleichen (8) des Wertes des Wechselstrom-Koeffizienten eines vorbestimmten Teils in dem transformierten Block mit einem zusätzlichen Schwellenwert, um eine Satz von Vergleichsergebnissen zu erzeugen;


9. Verfahren zur Verarbeitung eines digitalen Bildsignals nach Anspruch 7 oder 8, bei welchem der Schritt des Auswährens

das Erzeugen einer Bereichszahl, welche eine Position eines Wechselstrom-Koeffizienten in einem transformierten Koeffizientendatenblock repräsentiert;

das Verschieben der Bereichszahl, wenn der Koeffizient eine Farbinformation repräsentiert, und

das Bestimmen des ausgewählten Quantisierungsschritts als eine Funktion des Aktivitätscodes und der Bereichszahl enthält.

10. Verfahren zur Verarbeitung eines digitalen Bildsignals nach Anspruch 7 oder 9, bei welchem der Quantisierungsschritt

das Aufteilen des Koeffizienten durch den ausgewählten Quantisierungsschritt, um einen Quotienten zu erzeugen,

und das Umsetzen des Quotienten in eine ganze Zahl, abhängig davon, ob der ausgewählte Quantisierungsschritt größer als ein vorgegebener Wert ist, enthält.

Revisions

1. Appareil pour traiter un signal d'image numérique, comprenant:

un moyen de segmentation en blocs (2) pour segmenter ledit signal d'image numérique selon des blocs de
données d'image ;
un moyen de transformation orthogonale (4) pour transformer orthogonalement lesdits blocs de données d'image selon des blocs de données de coefficient, chaque bloc transformé comportant un coefficient courant continu et une pluralité de coefficients courant alternatif ;
un moyen de quantification (7) pour quantifier lesdits coefficients courant alternatif en utilisant un pas de quantification sélectionné afin de générer des données quantifiées ; et
un moyen de commande (9) pour sélectionner ledit pas de quantification sélectionné conformément à un code d'activité ;
un moyen de codage de code en longueur variable (11) pour coder lesdites données quantifiées,

caractérisé par :
un moyen de détection d'activité (8) incluant un premier moyen pour comparer une valeur de chacun desdits coefficients courant alternatif dans un bloc transformé avec une première valeur de seuil pour produire un indicateur de détection, un second moyen pour comparer les valeurs de coefficient courant alternatif d'une partie prédéterminée dudit bloc transformé avec une valeur de seuil additionnelle afin de produire un jeu de résultats de comparaison et un moyen pour générer ledit code d'activité conformément audit jeu de résultats de comparaison et audit indicateur de détection, ledit code d'activité correspondant à une activité élevée lorsque ledit indicateur de détection indique que la valeur d'au moins l'un desdits coefficients courant alternatif excède ladite première valeur de seuil.

2. Appareil de traitement de signal d'image numérique selon la revendication 1, dans lequel ledit moyen de commande (9) fonctionne pour obtenir un pas de quantification initial parmi une pluralité de pas de quantification de différentes dimensions et pour régler ledit pas de quantification initial en fonction dudit code d'activité afin de produire ledit pas de quantification sélectionné.

3. Appareil de traitement de signal d'image numérique selon la revendication 1 ou 7, dans lequel ledit moyen de commande (9) fonctionne pour générer un numéro de zone représentant une position d'un coefficient courant alternatif dans un bloc de données de coefficient transformé, pour décaler ledit numéro de zone lorsque ledit coefficient représente une information de couleur et pour déterminer ledit pas de quantification sélectionné en fonction dudit code d'activité et dudit numéro de zone.

4. Appareil de traitement de signal d'image numérique selon la revendication 1 ou 3, dans lequel ledit moyen de quantification (7) inclut un moyen (72) pour diviser ledit coefficient par ledit code de quantification sélectionné afin de produire un quotient et un moyen (73) pour convertir ledit quotient selon un entier en fonction de si ledit pas de quantification sélectionné est supérieur à une valeur prédéterminée.

5. Appareil de traitement de signal d'image numérique selon la revendication 4, dans lequel ledit moyen (73) pour convertir ledit quotient selon un entier est additionnellement sensible à une position occupée par ledit coefficient dans un bloc de données de coefficient transformé.

6. Appareil de traitement de signal d'image numérique selon la revendication 4, dans lequel ledit moyen (73) de conversion peut fonctionner pour cartographier ledit coefficient selon une valeur plus faible lorsque ledit quotient présente une valeur fractionnelle inférieure aux deux tiers d'une valeur dudit pas de quantification sélectionné.

7. Procédé de traitement de signal d'image numérique, comprenant les étapes de :

segmentation (2) dudit signal d'image numérique en blocs de données d'image ;
transformation orthogonale (4) desdits blocs de données d'image selon des blocs de données de coefficient, chaque bloc transformé comportant un coefficient courant continu et une pluralité de coefficients courant alternatif ;
quantification (7) desdits coefficients courant alternatif en utilisant un pas de quantification sélectionné pour générer des données quantifiées ;
codage (11) desdites données quantifiées en utilisant un code de longueur variable ; et
sélection (9) dudit pas de quantification sélectionné conformément à un code d'activité,

caractérisé par les étapes de :

comparaison (8) d'une valeur de chacun desdits coefficients courant alternatif dans un bloc transformé avec une première valeur de seuil afin de produire un indicateur de détection (NF) ;
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comparaison (8) de la valeur de coefficient courant alternatif d’une partie prédéterminée dans ledit bloc transformé avec une valeur de seuil additionnelle afin de produire un jeu de résultats de comparaison ;
génération (8) dudit code d’activité conformément audit jeu de résultats de comparaison et audit indicateur de détection, dudit code d’activité correspondant à une activité élevée lorsque ledit indicateur de détection (NF) indique que la valeur d’au moins l’un desdits coefficients courant alternatif excède ladite première valeur de seuil.

8. Procédé de traitement de signal d’image numérique selon la revendication 7, dans lequel l’étape de sélection inclut l’obtention d’un pas de quantification initial pris parmi une pluralité de pas de quantification de différentes dimensions et l’étape de réglage dudit pas de quantification initial en fonction dudit code d’activité afin de produire ledit pas de quantification sélectionné.

9. Procédé de traitement de signal d’image numérique selon la revendication 7 ou 8, dans lequel l’étape de sélection inclut la génération d’un numéro de zone représentant une position d’un coefficient courant alternatif dans un bloc de données de coefficient transformé, l’étape de décalage dudit numéro de zone lorsque ledit coefficient représente une information de couleur et l’étape de détermination dudit pas de quantification sélectionné en fonction dudit code d’activité et dudit numéro de zone.

10. Appareil de traitement de signal d’image numérique selon la revendication 7 ou 9, dans lequel l’étape de quantification inclut la division dudit coefficient par ledit pas de quantification sélectionné afin de produire un quotient et l’étape de conversion dudit quotient selon un entier en fonction de si ledit pas de quantification sélectionné est supérieur à une valeur prédéterminée.
Fig. 3A

Fig. 3B

Fig. 3C
**Fig. 6**

<table>
<thead>
<tr>
<th>AREA Q NO.</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>SQ</td>
<td>2</td>
<td>2*SQ</td>
<td>4</td>
<td>4*SQ</td>
</tr>
<tr>
<td>1</td>
<td>SQ</td>
<td>2</td>
<td>2*SQ</td>
<td>2*SQ</td>
<td>4</td>
<td>4*SQ</td>
<td>4*SQ</td>
<td>4*SQ</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2*SQ</td>
<td>2*SQ</td>
<td>4</td>
<td>4*SQ</td>
<td>4*SQ</td>
<td>4*SQ</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>2*SQ</td>
<td>2*SQ</td>
<td>4</td>
<td>4*SQ</td>
<td>4*SQ</td>
<td>4*SQ</td>
<td>4*SQ</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4*SQ</td>
<td>4*SQ</td>
<td>4*SQ</td>
<td>4*SQ</td>
<td>8</td>
<td>8*SQ</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>4*SQ</td>
<td>4*SQ</td>
<td>4*SQ</td>
<td>8</td>
<td>8</td>
<td>8*SQ</td>
<td>8*SQ</td>
</tr>
<tr>
<td>6</td>
<td>4*SQ</td>
<td>4*SQ</td>
<td>4*SQ</td>
<td>8</td>
<td>8</td>
<td>8*SQ</td>
<td>8*SQ</td>
<td>16</td>
</tr>
<tr>
<td>7</td>
<td>4*SQ</td>
<td>4*SQ</td>
<td>8</td>
<td>8</td>
<td>8*SQ</td>
<td>8*SQ</td>
<td>8*SQ</td>
<td>16</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8*SQ</td>
<td>8*SQ</td>
<td>8*SQ</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>8</td>
<td>8*SQ</td>
<td>8*SQ</td>
<td>8*SQ</td>
<td>16</td>
<td>16*SQ</td>
<td>16*SQ</td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>8*SQ</td>
<td>8*SQ</td>
<td>8*SQ</td>
<td>16</td>
<td>16*SQ</td>
<td>16*SQ</td>
<td>16*SQ</td>
</tr>
<tr>
<td>11</td>
<td>8*SQ</td>
<td>8*SQ</td>
<td>8*SQ</td>
<td>16</td>
<td>16*SQ</td>
<td>16*SQ</td>
<td>16*SQ</td>
<td>32</td>
</tr>
<tr>
<td>12</td>
<td>8*SQ</td>
<td>8*SQ</td>
<td>16</td>
<td>16*SQ</td>
<td>16*SQ</td>
<td>16*SQ</td>
<td>32</td>
<td>32*SQ</td>
</tr>
<tr>
<td>13</td>
<td>8*SQ</td>
<td>16</td>
<td>16*SQ</td>
<td>16*SQ</td>
<td>32</td>
<td>32</td>
<td>32*SQ</td>
<td>32*SQ</td>
</tr>
<tr>
<td>14</td>
<td>16</td>
<td>16*SQ</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32*SQ</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>15</td>
<td>16*SQ</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32*SQ</td>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
</tbody>
</table>
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