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Description

The present invention relates to a power signal processing system and in particular to a digital protective relay system comprising a plurality of units optimally distributed according to the processing functions, as described in the first part of claim 1. Such a system is known from IEEE TRANSACTIONS ON POWER APPARATUS AND SYSTEMS, Vol. PAS-102, No. 12, December 1983, pages 3842-3848, New York, U.S; ST-JACQUES A.L., "A Multiprocessor-Based Distance Relay: Design Features and Test Results".

In recent years, the digital relay has been developed as a protective relay for a power system to process voltage or current signal data sampled at regular time intervals, detect a system fault and thus to protect the system.

A conventional digital relay of this type, as disclosed in the Journal of the Institute of Electrical Engineers of Japan, Vol. 105, No. 12, p. 12, comprises an input section, a processing section, a setting section and an output section. The input section of this relay includes a filter, a sample-hold circuit, a multiplexer, an analog-digital converter and a buffer. Also, the processing section includes a CPU (microprocessor), a RAM and a ROM for relay computation. In this case, a plurality of relay functions are executed by CPU in time division multiplexing mode.

In another similar digital relay system current and voltage signals are supplied from a current transformer CT, a transformer PT and the like arranged on a transmission line L, and undergo computations according to a predetermined algorithm thereby to monitor the system for an accident. If an accident like the grounding occurs in the transmission line L, this system receives the resulting variations in current and voltage signals, makes a computation on the basis of these signals, pinpoints a position of fault, and produces a signal for tripping a circuit breaker at optimal position.

A high-speed relay, such as the type having high speed and greater accuracy are now required in order to meet the more and more complicated phenomena of system accidents. A multitude of data are required to be processed at high speed according to various algorithms.

A conventional digital relay, however, is limited in the processing ability of the processing section thereof, and is hardly unable to meet the great data processing requirements. An unavoidable measure is to arrange a plurality of digital relays in juxtaposition, thus posing the problem of a generally bulky system configuration.

Such a system, being an assemblage of a plurality of independently-functioning digital relays, is not easily able to secure cooperation among them. For example, it is difficult for the relays to share the results of operation. Separate executions of operations are unavoidable for the respective relays, thus leading to the problem of low efficiency.

A multiprocessor system for executing the operation by a plurality of microprocessors has also been suggested.

In this type of system, as disclosed in JP-A-60-84912, the protective operation is divided into a plurality of individual processing operations for protective relay elements, respectively, which individual processing operations are executed by independent operation modules connected by a serial data transmission line. Each operation module receives only the data required by itself as an input, and after accomplishing an assigned operation, transmits its output to the serial data transmission line.

Another digital protective relay system for power applications is disclosed in the 1986 National Conference Report No. 1319 of the Institute of Electrical Engineers of Japan. In this system, the functions related to the protective relay are divided into a plurality of units respectively packaged on different printed boards, which are connected through a system bus. The units are divided depending on functions into an analog input, computation, setting, accident detection, power supply, input converter, indication, output, input and an auxiliary relay sections.

Of all the aforementioned conventional systems, the system configured of a plurality of operation modules has the protective operation divided by element, and each protective operation thus divided is processed as a pipeline system separately.

The data transfer by a serial transfer line, however, consumes considerable time, and the requirement of serial-parallel conversion at each module increases an processing overhead. This conventional system, therefore, lacks a sufficient processing ability for a protective relay requiring the real-time processing of a great amount of data. Also, a relay system having a multiplicity of elements requires a multiplicity of processing modules, resulting in a bulky system. The great time taken for data transfer among modules, on the other hand, makes high-speed processing difficult.

The digital relay disclosed in the Journal of the Institute of Electrical Engineers of Japan, in spite of its protective relay functions divided into a plurality of units, fails to take into consideration the appropriate control of timings and the like of operation and data transfer between the units.

Specifically, in the case where data transfer is to be executed between a given unit and another unit, each unit is required to secure the right to use the bus and execute the control operation to see whether communications between the units is possible. This not only complicates the control operation but also requires an additional function of each unit for the particular purpose, thus posing the problem of an increased overhead. In addition, if the bus is occupied by another unit, it is necessary to defer data transfer. This is a problem not negligible for a relay system for power applications requiring the processing of a great amount of data in a short time.

The IEEE article mentioned at the beginning discloses the general structure of a multiprocessor-based distance protection system for transmission lines having eight parallel microprocessors. Each of the processors performs a
specific function, and because the calculations are performed sequentially and in parallel, all the data needed for one impedance evaluation, for example, must relate to the same sampling. For this, a common memory is provided. At each sampling time, the content of the common memory is copied into the memories of the processors, so that by the beginning of the next sampling all processors have the same content in their memory. This all-copying process is, however, time-consuming.

An object of the present invention is to provide a power signal processing system for improving the digital processing capacity of the units remarkably (high-speed processing) and realizing high-speed and high-accuracy processing functions without increasing the system size.

According to the present invention, there is provided a power signal processing system in which a series of processing operations from receiving to production of signals based on processing are executed by a plurality of units divided according to the processing functions, and the data transfer between the units is controlled by a system control unit in the specific way defined in claim 1 to execute the series of processing operations by processing function sequentially.

Preferred embodiments of the system in accordance with the present invention are described in claims 2 to 4.

The configuration of the power signal processing system in accordance with the present invention leads to the functions and effects of the present invention described below.

The processing functions relating to the protection or control of a power system are realized by appropriately selecting and combining the processor units for the different processing operations. Also, in view of the fact that data transfer between the units is controlled by a system control unit, all that is required in constructing a system is to set a system control unit to meet the system requirement for transfer control and to connect units having the required functions in the required number. It is thus possible to standardize the system.

For example, a system having the units mentioned above may be standardized as a basic system. In the case where a system to be built has many channels of input data, an analog input unit may be added. If such a system has a great processing volume, on the other hand, a computation processing unit may be added to meet the requirements.

The signal processing system according to the present invention, therefore, permits development of a system configuration in a wide variety of applications. It is thus possible to build a system capable of protecting or controlling various objects including the transmission line, transformer, generator and bus in a wide range of voltage classes such as from 500 kV to 6.6 kV.

Besides, the ease with which the units may be increased or decreased in number or modified realizes a compact, reliable digital protection (control) system of multiple and high functions and performance. Specifically, a system configuration high in versatility and flexibility is produced.

Also, if a digital signal processor (DSP) capable of high-speed computation is mounted on the respective units, the following advantages are attained.

The computation relating to the protection or control of the power system is processed within a short time, and a DSP of floating point arithmetic type widens the dynamic range, eliminating the labor which otherwise might be required for scaling or the like. Further, the high processing speed makes possible many (multiple) functions and high performance operation, thus contributing to an improved performance in control and protection characteristics (high accuracy and high speed operation), as well as reducing the size and cost with an improved reliability.

BRIEF DESCRIPTION OF THE DRAWINGS

Fig. 1 is a block diagram showing a general configuration of a signal processing system according to an embodiment of the present invention.

Fig. 2 is a block diagram showing an inter-unit data transfer control according to an embodiment of the present invention.

Fig. 3 is a time chart showing an example of timings of inter-unit data transfer according to an embodiment.

Fig. 4 is a flowchart showing a general processing operation of a protective relay.

Fig. 5 is a graph showing an example of a well-known protective relay characteristic.

Fig. 6A is a flowchart showing the processing operation of a reactance relay.

Fig. 6B is a diagram showing waveforms processed accordingly.

Fig. 7 is a block diagram showing a configuration of an analog input unit.

Fig. 8 is a flowchart showing the processing operation of the analog input unit.

Fig. 9 is a block diagram showing a configuration of a system control unit.

Fig. 10 is a block diagram showing a configuration of a relay computation unit.

Figs. 11A and 11B are flowcharts showing the processing operations of a system control unit and a relay computation unit, respectively.

Fig. 12 is a block diagram showing a configuration of a sequence processing unit.

Fig. 13 is a block diagram showing a configuration of a digital input/output unit.

Fig. 14 is a flowchart showing the processing operation of a sequence processing unit.
Fig. 15 is a block diagram showing a configuration of a setting and indication processing unit. Fig. 16 is a flowchart showing the processing operation of the setting and indication processing unit. Fig. 17 is a functional block diagram showing an embodiment of a digital signal processor. Figs. 18A and 18B are block diagrams showing examples of the signal flow of a digital filter. Fig. 19 is a detailed block diagram showing an analog input unit. Fig. 20 is a circuit diagram of a low-pass filter in the analog input section. Fig. 21 is a flowchart showing the processing operation of the analog input section. Figs. 22A and 22B are graphs showing examples of the characteristic of a digital filter. Fig. 23 is a diagram showing waveforms produced at various parts when a first method of automatic check and monitoring is executed for the analog input section. Figs. 24A and 24B are graphs showing examples of the characteristic of a digital filter. Fig. 25 is a diagram showing an example of waveforms produced at various parts when a second method of automatic check and monitoring is executed for the analog input section. Fig. 26 is a diagram showing waveforms produced at various parts and the general processing operation of the DSP for explaining the second method of automatic check and monitoring more in detail. Figs. 27A and 27B are graphs showing examples of the characteristic of the digital filter. Fig. 28 is a diagram showing an example of waveforms produced at various parts when a third method of automatic check and monitoring is executed for the analog input section. Fig. 29 is a diagram showing a general block configuration according to an embodiment of the present invention. Fig. 30 is an internal block diagram of a digital signal processor. Figs. 31A to 31C are diagrams showing examples of the characteristic of a protective relay. Fig. 32 is a diagram showing the correspondence between a standard formula and various protective relays. Fig. 33 is a flowchart showing a sequence of protective relay computation according to an embodiment of the present invention. Fig. 34 is a timing chart for the flowchart shown in Fig. 33. Fig. 35 is a diagram showing the contents of a data memory according to the embodiment shown in Fig. 33. Fig. 36 is a flowchart showing a sequence of the protective relay computation according to another embodiment. Fig. 37 is a diagram showing the contents of a data memory according to the embodiment shown in Fig. 36. Fig. 38 is a block diagram showing a configuration of a conventional digital relay system.

DESCRIPTION OF THE PREFERRED EMBODIMENTS

Prior to explanation of the invention, it will be useful to explain a conventional digital relay system as shown in Fig. 38. This system comprises an input section A, a setting panel B, an output section C and a data processing section D. The input section A includes auxiliary transformers A1, A2, analog filters A3, A4, sample-hold circuits A5, A6, a multiplexer A7, and an analog-digital converter A8. The output C includes a trip circuit. The data processing section D includes a central processing unit (CPU) D1 for controlling the internal components of the system and executing various computations on input data, a RAM D2 making up a work area and a data storage area for the CPU D1, a ROM D3 for storing a control program and an operation program of CPU D1, an input interface D4 for receiving input signals from the input section A and the setting panel B, and an output interface D5 for applying to the output section a control signal produced as the result of computation.

In contrast to the conventional digital relay system, the digital protective relay system of the invention is arranged to provide a plurality of the units divided according to the processing functions. Now an embodiment of the present invention will be explained with reference to Fig. 1.

Fig. 1 is a diagram showing a general block configuration of a power digital protective relay system applied to a signal processing system according to an embodiment of the present invention. As shown in the diagram, the present embodiment comprises nine types of units into which the processing functions related to a protective relay are divided. These units are a system control unit 1 for a multiprocessor system, an analog input unit 2 for A/D conversion of an analog input and processing through a digital filter, a relay processing unit 3, a sequence processing unit 4, a setting and display processing unit 5, a digital input/output unit 6, an accident detection unit 7, an auxiliary relay unit B and a display panel unit 9.

The units 1 to 5 are connected to each other through a general-purpose bus B1. The sequence processing unit 4 and the digital input/output unit 6 are connected by an input and output I/O bus B2 different from the general-purpose bus B1.

Further, a sequence processing section 72 and a relay computation section 71 in the accident detection unit 7 are connected by an I/O (input/output) bus B3 different from the buses B1 and B2.

The system also comprises a power unit not shown for driving the units.
Now, explanation will be made about an example of the data transfer control between the units 1 to 5 connected to the general-purpose system bus B1, that is, the data transfer control of a multiprocessor with reference to Figs. 2 and 3. In Fig. 2, the units 1 to 5 are identical to those designated by the same reference numerals in Fig. 1.

The system control unit 1, numeral 10 designates a control section including a general-purpose microprocessor, numeral 11 a direct memory access controller (DMAC) for high-speed data transfer, and numeral 12 a data memory.

In the analog input unit 2, numeral 20 designates a signal processing section including a digital signal processor DSP of floating point arithmetic type (which may be replaced by a fixed point arithmetic type with equal effect), and numeral 21 a dual-port data memory including a dual-port random access data memory (DRAM).

In the relay processing unit 3, numeral 30 designates a computation processing section including a DSP of floating point arithmetic type (which may be replaced with equal effect by a fixed point arithmetic type), and numeral 31 a dual-port data memory including a dual-port random access data memory (DRAM).

In the sequence processing unit 4, numeral 40 designates a sequence processing section 40 including a general-purpose microprocessor and numeral 41 a dual-port data memory including a DPRAM.

In the setting and indication processing unit 5, numeral 50 designates a setting and display processing section including a general-purpose microprocessor, and numeral 51 a dual-port data memory including a DPRAM.

Also, in Fig. 2, a signal line α carries an interrupt signal for notifying a data fetch period, and signal lines a to a fault notification and recognition signals (SYS FAIL) for each unit.

Now, a data transfer system according to this embodiment will be explained with reference to Fig. 3 in addition.

Fig. 3 illustrates data transfer timings in time series. In Fig. 3, (a) designates the processing of the system control unit 1, (b) the processing of the analog input unit 2, (c) the processing of the relay computation unit 3, (d) the processing of the sequence processing unit 4, and (e) the processing of the setting and indication processing unit 5. In this diagram, the dotted arrows of (1) to (5) indicate the directions of data transfer.

First, the system control unit 1 providing a master unit (a unit which obtains the right to use the general-purpose system bus to start data transfer) is supplied with an N-period data 1 from the analog input unit 2 making up a slave unit (a unit responding to the data transfer made by the master unit). This data is a voltage or current data of the power system, for example, processed through a digital filter in the N period by the analog input unit 2 using a sample data in and before the N-1 periods. The data 1 may be input either in the control section 10 or the DMAC 11 of the unit 1. The data 1 input is stored in the data memory 12.

The system control unit 1 transfers the data 2 stored therein as an input to the relay computation unit 3 making up a slave unit, which data is designated by (2) in Fig. 2.

Further, the relay computation result 2 computed in the N period (using an analog input unit output in and before the N-1 period) is applied and stored in the data memory 12 of the unit 1.

The system control unit 1 then transfers the data 3 stored therein as an input to the sequence processing unit 4 making up a slave unit, which data is designated by (3) in Fig. 2.

Further, the sequence processing result 3 computed in the N period (using the relay computation result in and before the N-1 period) is applied and stored in the data memory 12 of the unit 1.

The system control unit 1 then transfers the data 4 stored therein as an input to the setting and display processing unit 5 making up a slave unit, which data is designated as (4) in Fig. 2.

Furthermore, the relay set value 5 stored in the DPRAM of the unit 5 is applied as an input, and stored in the data memory 12 of the system control unit 1. This data 5, which is a set value for the relay, is incorporated into the data 5 and transferred by the system control unit 1, together with the data 3 applied from the unit 2, to the relay computation unit 3 at each sampling time, and is stored in the DPRAM of the unit 3. By so doing, a change in the set value is met immediately.

As obvious from Fig. 3, it is understood that upon completion of data transfer, each unit is capable of fully processing the assigned functions before the next sampling time. Specifically, from the completion of data transfer at a particular timing, each unit is in a position to make computation making full use of the sampling period with the data for particular timing. This is due to the provision of the dual-port data memories 21, 31, 41 and 51 in the units shown in Fig. 2.

The data transfer timing 2 in Fig. 3 is effected by an interrupt signal line α shown in Fig. 2. This signal line α is synchronous with a sample command for sampling the voltage and current of the power system and is issued from the unit 2. This timing is identical to the sampling period of the original sampling signal frequency-divided appropriately.

The data transfers are of course effected following the transfer as easily understood.

The foregoing description concerns the division of the functions of a digital protective relay system applied to the present embodiment, a general block configuration and examples of data transfer between the divided units.

In the aforementioned embodiment, the system control unit 1 controls the other four units 2 to 5. The units controllable by the system control unit 1, however, are not limited to them. Other units to be controlled may be added to the extent that the transfer processing to all the units is covered within a single processing cycle of the system control unit 1 as shown in Fig. 3.

For addition of a unit, the unit may be connected to the system bus B1 and an address is set for the particular unit.
while at the same time modifying the control program of the system control unit.

A unit of the same function as a given unit may be added if the object of addition is to improve the processing capacity of the given unit. If it is desired to add a different function to the system, on the other hand, a unit having such a function may be added.

By adding an analog input unit, for example, more signals are processable. If a relay computation unit is added, on the other hand, more computations are made possible, thus attaining multiple functions and high performance of the relay.

By adding a unit having a different function, by contrast, various functions may be added to the digital relay. If a communication function is provided, for instance, information exchange with other relay systems is made possible, or central control is attained at a master unit with the system as a slave unit.

It is of course possible in this system not only to add units but also delete or modify any of the units.

For example, the computation unit may be replaced by a unit capable of operation at higher speed. In this way, the processing capacity within a period is improved for an increased volume of processable information. As a result, more signals become processable. Also, the computation that has thus far been executed by a plurality of computation units becomes processable by a fewer number of units, thus decreasing the number of units required. As long as the information to be processed is identical to each other, in contrast, the computation of high accuracy or complicated in nature may be executed in a limited time, and therefore the system accuracy and functions are improved.

This principle is applicable to system construction, and various systems including a digital relay system may be built up by selecting the units according to the object.

In this way, according to the method of the present embodiment, various systems are built up to meet the particular object, and the system thus built up is so flexible that it is easily expanded, has functions added thereto, improved in speed or accuracy or functions.

Now, an outline of a digital protective system for power applications will be explained prior to detailed explanation of the respective units. The processing operation in general will be explained with reference to Figs. 4, 5, 6A and 6B.

First, the general processing operation of a power protective system will be explained with reference to Fig. 4.

Step 2001 is supplied with information from a power system that is the voltage and current of a transmission line, for example, and converts an analog amount into a digital one.

Step 2002 detects an electrical amount for accident detection or control. The electrical amount thus detected includes the magnitude of voltage or current at the time of an accident of the power system, the impedance Z up to the accident point, resistance component R, reactance component X, direction of the accident point or frequency at the time of accident.

Step 2003 compares the electrical amount detected at step 2002 with a predetermined set value. If the comparison shows an accident, the process proceeds to step 2004.

Step 2004 decides whether the accident condition determined at step 2003 is sustained, and if sustained, the process proceeds to step 2005.

Step 2005 stores the information related to the accident decided in the preceding steps.

Step 2006 effects a well-known system sequence processing (which may be combined with an external condition or timer) on the basis of the various relay operations stored in step 2005. If an accident is decided, a cut-off command is issued to the circuit breaker.

Step 2007 checks and monitors the system.

The digital control protective system for power applications executes the above-mentioned processing operations within the sampling period of the analog input repeatedly for each sample.

Fig. 5 shows an example of a reactance relay (for one element) and the characteristic of a mho relay. In Fig. 5, the character jx designates an inductive reactance component of the impedance.

Step 2002 in Fig. 4 processes about 30 to 50 relay elements. The sequence processing at step 2006 is made in correspondence with the system on the basis of these relay element outputs. Set values are shown by Z1 and Z2 in Fig. 5, which values determine a protection range in the case of a protective relay. These values are changed on line by an human from outside the system in the case where the power system or the associated protection range is changed, as is well known.

Fig. 6A shows an example of the processing flow of a reactance relay shown in Fig. 5 and Fig. 6B shows example of waveforms in which the steps S1 to S7 correspond to the steps S1 to S7 in Fig. 6A.

In the case of this reactance relay, first, the voltage and current data are applied (steps S1 and S2), various computations are made about these inputs (steps S3 to S7), and the computation result is compared with a set value (step S8). If the computation result is larger than the set value, a counter (not shown) for checking the sustaining time of a fault is incremented by +1 (step 9).

Then, step S10 checks whether the count on the counter has exceeded a predetermined value. If the count is larger than the predetermined value, it is decided that the condition is prevailing for energizing the relay, and an "1" output is produced at the element relay (step S11). If the count has not yet reached the predetermined value, by contrast,
The *0* output of the element relay is produced while leaving the relay off (step S12).

In the case where step S8 finds that the computation result is smaller than a set value, the counter is cleared (step S13), so that the output of the element relay is of course zero (step S14).

An outline of the power protective relay system will be understood from the foregoing explanation.

Now, explanation will be made about a configuration and the processing functions of each unit shown in Fig. 1 embodying the present invention in which the functions of a power-system digital protection system are optimally distributed to meet the requirements of compactness, system expansion and multiple and higher functions while at the same time obtaining high performance (accuracy and speed) and high reliability.

First, a configuration and an outline of processing operation of the analog input unit shown in Fig. 1 according to an embodiment of the present invention will be explained with reference to Figs. 7 and 8. A configuration of the analog input unit 2 (in Fig. 1) is shown in Fig. 7.

In Fig. 7, numeral 201 designates a filter for preventing an aliasing error of a plurality of channels, numeral 202 a sample hold circuit (S/H) for a plurality of channels (all-channel simultaneous sampling system), numeral 203 a multiplexer (MPX), numeral 204 an analog/digital converter circuit, numeral 205 a dual-port buffer memory using a dual port random access memory (hereinafter called DPRAM), numeral 206 a timing generation circuit, and numeral 207 an interface circuit for synchronizing the units or a particular unit with other systems or the like (such as an input signal).

Numerals 208 and 209 designate a digital signal processor (hereinafter called DSP), numeral 208 a program memory of the DSP 200, numeral 209 a dual-port data memory using the DPRAM, numeral 210 a system bus interface circuit, numeral 211 an interrupt generation circuit, and numeral 212 a fault detection circuit.

A signal line X is for carrying an interrupt generation signal (for the unit 1) to take in the data, and a signal line a for carrying a fault notification and recognition signal (SYS FAIL).

The buffer memory 205, the DSP 200, the program memory 208, the dual-port data memory 209, the interrupt generation circuit 211 and the fault detection circuit 212 are connected to the local bus LB. Also, the interrupt generation circuit 211 and the fault detection circuit 212 are connected to the system bus B1. Further, the dual-port data memory 209 is connected to the system bus B1 through the system bus interface circuit 210.

Now, an outline of the processing operation will be explained with reference to Fig. 8.

After the initialization at step 2020, step 2021 checks whether a data input interrupt has occurred after A/D conversion of input information (system voltage and current) by checking the signal line X. This is effected by the DSP 200 shown in Fig. 7.

In the case where a data input interrupt has occurred, the data of all the channels for the particular sampling time is applied at step 2022, and step 2023, using the particular data and other data stored at a previous sampling time as required, effects the filter computation (digital filter computation) for all the the channels. This computation is of course executed by DSP 200 in compliance with a command stored in the program memory 208. An outline of the DSP and the digital filter computation will be explained later herein.

Step 2024 monitors and checks for improving the reliability. This monitoring and checking operation will be described later herein.

Step 2025 operates the counter C stepwise, and step 2026 decides whether the counter C has reached a predetermined value (α). The operation of steps 2025 and 2026 is performed by counting the number of data input interruptions at step 2021. This counter C is set, for example, in the DSP 200.

In the case where step 2026 decides that a predetermined value has been reached, step 2027 clears the counter. Step 2028 stores the result of filter computation for all the channels in the dual-port data memory (DPRAM) 209, followed by step 2029 for initiating an interrupt to fetch the data against the system control unit 1 in Fig. 1.

As seen from the foregoing description, the analog input unit 2 according to the present embodiment is different in the processing sequence from the analog input for the digital relay described in the Journal of the Institute of Electrical Engineers of Japan, Vol. 105, No. 12 described above.

Specifically, the latter well-known analog input is effected from a filter (analog) to a S/H (sample hold) to MPX (multiplexer) to A/D (analog/digital conversion) to predetermined computation. In contrast, the analog input section according to the embodiment under consideration is effected from a S/H (sample hold) to A/D to digital filter to a predetermined computation.

As clear from step 2026 in the processing flow of Fig. 8, the period of digital filter computation at step 2023 is 1/α (α: Positive integer) of the period for data transfer to another unit. Assume that the computation period of the digital filter is 167 μs (6-kHz sampling) and α is 10, for example. The period of data transfer to another unit (the system control unit 1 shown in Fig. 1 according to the present embodiment) is 1667 μs (equivalent to 600-Hz sampling). Specifically, the digital computation is effected in a period 1/10 the period of digital protective computation. The value of α may of course be set or changed as desired according to the system involved.

If a multiplicity of channels are required by a system, on the other hand, a plurality of analog input units may of course be connected to a plurality of system buses respectively, and these units are synchronized through the interface circuit 207 shown in Fig. 7 for parallel processing.
As will be seen from the foregoing description, the analog input unit according to this embodiment is such that the errors of S/H, MPX and A/D (offset voltage, noise, quantization errors) are collectively removed by the digital filter and the resulting data is used for an intended relay computation, thus greatly improving the characteristics as compared with the conventional configurations.

Now, an embodiment of the system control unit 1 shown in Fig. 1 will be explained with reference to Fig. 9.

In Fig. 9, numeral 100 designates a general-purpose microprocessor, and numeral 101 a direct memory access controller (hereinafter called DMAC) for high-speed data transfer.

Numeral 102 designates a program memory using a PROM, for example, numeral 103 a data memory using a RAM, numeral 104 a set data memory for storing set data including settings, constants and coefficients by use of an electrically erasable and rewriteable nonvolatile memory E²PROM, and numeral 105 an analysis data memory including a static random access memory (SRAM) and a nonvolatile memory E²PROM similar to the above-mentioned memory packaged in the same chip (IC) for storing data at high speed and analyzing a fault which may occur.

Further, numeral 106 designates a system logic including a system reset, system clock and a bus access reconciliation circuit, numeral 107 a system interruption decision circuit, numeral 108 a fault detection circuit, numeral 109 a communication interface (RS-232C) circuit for connecting with a personal computer or the like, and numeral 110 a system bus interface circuit.

The analysis data memory 105, as described above, includes a SRAM and an E²PROM and has such a function that all the data in the SRAM are transferred to the E²PROM at a time by a store control signal (pulse) on the one hand, and all the data in the E²PROM to SRAM at a time by a recall control signal (pulse) on the other.

As a result, if the system is so configured that a store control signal is generated on the occasion of power failure or upon detection of a unit fault or the like, the immediately preceding data are maintained in the nonvolatile E²PROM suitably for restarting the operation or analyzing the fault.

The microprocessor 100 is connected to a local bus LB. The local bus LB is connected with a DMAC 101, a set data memory 104, an analysis data memory 105, a system interface circuit 110, a program memory 102, a data memory 103, a fault detection circuit 108, a communication interface circuit 109 and a system interrupt decision circuit 107.

Now, an explanation will be made about a configuration of the relay computation unit 3 shown in Fig. 1 according to an embodiment of the present invention with reference to Fig. 10.

In Fig. 10, numeral 300 designates a processor (DSP) for computation processing, numeral 301 a DSP program memory using an EPROM, numeral 302 a dual-port data memory using a data storage DDRAM, numeral 303 a system bus interface circuit, and numeral 304 a fault detection circuit. An outline of the DSP will be explained later herein.

This relay computation unit is for processing the steps 1 to 5 at high speed. Specifically, it is a processor unit for processing operation for the digital control and protection of a power system. Depending on the particular system, a plurality of these units may be connected to a system bus for parallel processing.

The processing operation according to an embodiment of the system control unit 1 shown in Fig. 9 will be briefly explained with reference to Fig. 11A. An outline of the processing operation of the relay computation unit 3 in Fig. 10 is also shown in Fig. 11B.

The processing operation of the system control unit 1 is effected in the manner shown in Fig. 11A.

(1) After initialization, decision (waiting for interrupt) is made as to whether there is a data intake request (α times the digital filter computation period) from the analog input unit 2 (steps 1000, 1001).

(2) As explained with reference to Figs. 2 and 3, data transfer is made between the units (step 1002). Specifically data transfer control between the units is effected by the system control unit 1.

(3) Mutual checking is made to see whether data transfer is normally made between the units (steps 1003 to 1007).

(4) The local and system interrupt processing is effected (steps 1008, 1009).

(5) The data to be stored in the set data memory 104 and the analysis data memory 105 shown in Fig. 9 are compiled. At the same time, the data is saved in case a fault occurs in the system (steps 1010 to 1012).

(6) Self diagnosis (self check) is effected (steps 1013, 1015).

The system control unit 1 repeatedly executes the above-mentioned processings each time of a data intake request, that is, in each protection (control) computation period. It will be easily inferred that in the case of exchange or addition of units, the data transfer control corresponding thereto is of course changed for executing the processing. Though not shown, the hardware and software for controlling these operations are of course built in the units.

Now, an outline of the processing operation of the relay computation unit 3 shown in Fig. 10 will be explained with reference to Fig. 11B.

(a) After an initialization step, decision is made as to whether data transfer from the system control unit 1 has been finished (waiting for an interruption using the signal line INTRY in Fig. 10) (steps 3000, 3001).

(b) The data transferred to the dual-port data memory in Fig. 10 is transferred again to the data memory in the
DSP 300. This is for processing the computation using the DSP 300 at high speed.
(c) The protective relay processing operation for the power system according to a predetermined algorithm is
5  
effected (step 3003).
(d) The computation result is transferred to the dual-port data memory 302 shown in Fig. 10 (step 3004). This
computation result is transferred again by the system control unit 1 to the sequence processing unit 4 described
later herein.
(e) The constant monitoring operation (steps 3009 to 3011) including mutual check and self check is effected to
10 see whether data transfer with the system control unit 1 is normally effected (steps 3005 to 3009).

As explained above, the relay computation unit 3 is operated repeatedly for each data transfer period, that is, for
each computation period. The computation time can be fully used without overhead from an interrupt for end of data
transfer to the next transfer interrupt, thus improving the processing capacity. Also, the relay computation processing
of step 3003 is for executing a multiplicity of types and numbers of processing operations mentioned in Figs. 5 and 6.
Now, an example of the technique for detecting a fault by mutual check and monitor by data transfer between the
units (system control unit 1 and the relay computation unit 3) will be explained with reference to Figs. 11A and 11B.
First, the monitor operation of the system control unit 1 shown in Fig. 11A will be explained.

(Step 1003)

This step is for checking to see whether the relay computation unit 3 has transferred thereto a predetermined data
A in this example) in every period from the system control unit 1. The system control unit 1 transfers a fixed data A in
every period to a given fixed area (say, address N) of the dual-port data memory 302 in Fig. 10.

(Step 1004)

This step is for the system control unit 1 to take in a fixed data B from a given fixed area (say, address M) of the
dual-port data memory 302 in Fig. 10. The data B at address M is cleared in every period by the system control unit 1
and set by the relay computation unit 3 in every period.

(Step 1005)

In view of the fact that step 1004 receives the data (normally, B) from address M of the dual-port data memory 302
in Fig. 10, the data B should be stored at address M in the next period if the relay computation unit 3 is normal. Step
1005 is for clearing the data B to discriminate the case where the data remains stored.

(Step 1006)

This step is for deciding whether the data applied from address M is B or not. If it is B, it is decided that data transfer
with the relay computation unit 3 is also normal. Further, if the data is B, it is decided that the relay computation unit 3
processes the step 3005 in Fig. 11B normally. In the case where the data received from address M is not B, it is decided
40 that the relay computation unit 3 is not operating normally. This is because whether a data transfer is normal or not is
easily decided by making access to another address (say, address M+1) if the address M is not accessible normally.
Now, the check and monitor operation of the relay computation in Fig. 11 B will be explained.

(Step 3005)

This step is for storing a fixed value B in every period at address N of the dual-port data memory 302 in Fig. 10.
This is effected by the system control unit 1 taking in a fixed value in every period to decide whether the relay computa-
tion unit 3 is operating in normal way. Specifically, this step is one for having other units monitor the particular unit.

(Steps 3006, 3007, 3008)

These steps enable the relay computation unit 3 to monitor the system control unit 1.
Step 3006 takes in data from address M of the dual-port data memory 302 in Fig. 10. As mentioned above, the
fixed value A is transferred in every period to this address M if the system control unit 1 is normally operating.
Step 3007 is for clearing the data at address M received at step 3006. If the system control unit 1 is normally
operating, the fixed value A should be transferred to address M again before the next period.
Step 3008 is for deciding whether the data received from address M is A or not. If it is A, it is decided that the

system control unit 1 is normal, and if the data is not A, it is decided that the system control unit is faulty.

Instead, the memory including address M may be faulty when the decision is that the data is not A. Whether the memory is faulty or not may be decided, however, by making access by the DSP 300 of the relay computation unit 3. If the decision is not the data A, on the other hand, the system bus interface circuit 303, not the system control unit 1, may be faulty in Fig. 10. This discrimination, however, is made from the fact that if the system bus interface circuit 303 is faulty, the processing operation (access to address N) of the system control unit 1 should also be faulty.

It will be understood from the foregoing description that the processors mounted on both the units 1 and 3 make mutual check possible. As a result, a fault of each unit is detectable both quickly and easily.

The system control unit 1 also makes mutual check with other units in quite the same manner as above. (Step 1007 in Fig. 11A)

Now, a configuration of an embodiment of the sequence processing unit will be explained with reference to Fig. 12.

In Fig. 12, numeral 400 designates a sequence processor for effecting the sequence processing operation by use of a general-purpose computer in a power protective relay system, numeral 401 a program memory using a PROM storing a sequence processing program, numeral 402 a data memory (RAM), numeral 403 a dual-port data memory using a DRAM, numeral 404 a system bus interface circuit, numeral 405 an input/output bus (hereinafter called the I/O bus) for taking interface with the digital input/output unit 6 (in Fig. 1) described later herein, numeral 406 a fault detection circuit, and numeral 407 a general-purpose communication interface circuit (such as a general-purpose RS-232C) for taking interface with a personal computer or the like.

A configuration of an embodiment of the digital input/output unit 6 connected to the sequence unit mentioned above through the I/O bus will be explained with reference to Fig. 13.

In Fig. 13, numeral 600 designates an I/O bus interface circuit, numeral 601 a data latch circuit, numeral 602 a photocoupler, numeral 603 an output buffer circuit, numeral 604 an input buffer circuit, and numeral 605 a photocoupler. The photocouplers 602 and 605 are both interfaces for electrical insulation.

Now, the processing operation of the sequence processing unit 4 described above will be briefly explained with reference to Fig. 14.

(1) As in the relay computation unit 3, after initialization (step 4000), it is decided (step 4001) whether all the data transfer necessary for sequence processing from the system control unit 1 has been finished or not. This decision is made by checking an interrupt signal INTSEQ generated upon completion of data transfer from the system control unit 1 as shown in Fig. 12.

(2) The data transferred from the system control unit 1 to the dual-port data memory 403 shown in Fig. 12 is further transferred to the data memory 402 (step 4002).

(3) Digital input processing is effected through the I/O bus 2 (step 4003).

(4) The sequence processing is effected in accordance with a predetermined algorithm (step 4004).

(5) The check and monitor processing in the respective units, and mutual check and monitor processing between the units similar to the one described for the system control unit 1 and the relay computation unit 3 are executed (steps 4005 and 4006).

(6) The result of sequence processing is supplied as an output (digital output) through the I/O bus B2 (step 4007). This output is applied to the digital output in Fig. 13 through the digital output section in Fig. 13. This information of course contains a cut-off command for an intended circuit breaker.

(7) Further, the result of sequence processing stored in the data memory 402 in Fig. 12 is transferred (step 4008). This is a process for enabling the system control unit 1 to make access to this data. The system control unit 1 transfers this data to the setting and indication processing unit 5 described later herein.

A configuration and an outline of processing operation of the setting and indication processing unit 5 will be explained with reference to Figs. 15 and 16. Fig. 15 shows a configuration of the setting and indication processing unit 5.

In Fig. 15, numeral 500 designates a microprocessor, numeral 501 a program memory (ROM), numeral 502 a data memory (RAM), numeral 503 a dual-port data memory (DRAM), numeral 504 a system bus interface circuit, numeral 505 a set value memory including a nonvolatile memory E2PROM for storing a set value, numeral 506 a fault detection circuit, numeral 507 a communication interface circuit with a personal computer or the like, and numeral 508 a panel interface circuit with the display panel 9 (in Fig. 1).

The processing operation of this setting and display processing unit 5 will now be briefly explained with reference to Fig. 16.

(1) In exactly the same manner as the sequence processing unit 4, after initialization (step 5000), it is decided whether all the data transfer from the system control unit 1 has been completed (step 5001).

(2) The display processing on the display panel 9 in Fig. 1 is effected (step 5003).

(3) The processing is effected for changing the set value (coefficient) from the display panel 9 in Fig. 1 (steps 5004
and 5005).

(4) The checking and monitoring in the units and mutual checking and monitoring between the units are effected in exactly the same manner as in the sequence processing unit 4 mentioned above (step 5006).

(5) The coefficient (set value) stored in the set value memory 505 in Fig. 15 is transferred to the dual-port data memory 503 (step 5007). This is a process for enabling the system control unit 1 to transfer the set value therefrom to other units (such as the relay computation unit).

From the foregoing description, the configuration and the general processing operation of the setting and display processing unit 5 will be understood.

Finally, the functions and the general processing operation of the accident detection unit 7 shown in Fig. 1 will be explained.

The unit 7 is separated from the other units described above in consideration of system reliability. Specifically, it is not electrically connected in both input and output with any of the units explained above.

The accident detection unit performs the same processing operation as any combination of units mentioned above. As a result, as shown in Fig. 1, information from a power system is received, and the input thus received is processed in accordance with a predetermined algorithm, so that the result of processing is applied to the auxiliary relay unit 8 shown in Fig. 1 as in the aforementioned cases. Specifically, the accident detection unit 7 is for fail-safe applications. The scale of the processing operation performed by this unit is generally considerably smaller than in any combinations of units mentioned above.

A configuration and the processing operation of this unit will be briefly explained below.

(1) In Fig. 1, numeral 71 designates a relay computation section of the accident detection unit 7, which is configured in the same way as the analog input unit 2 shown in Fig. 1. The following processing operations are effected:

- The analog input A/D converted and processed in a digital filter
- Set value received as an input (from the part 72 described later herein)
- Relay computation for accident detection
- Diagnosis

(2) In Fig. 1, numeral 72 designates a sequence processing section of the accident detection unit 7, as the processing operation thereof is briefly described below.

(a) The computation result of the accident detection relay computation section 71 is received through the I/O bus (B3) in Fig. 1 and digital input and output processing thereof.
(b) Sequence processing for accident detection relay
(c) Setting and display processing for accident detection relay
(d) Diagnosis

This sequence processing section 72, as will be easily understood, has the same hardware configuration as the sequence unit 4 in Fig. 1 with the digital input and output unit 6 and the display panel interface circuit packaged therein.

Each unit according to the foregoing embodiments is configured of circuit elements such as ICs mounted on a printed board. In this case, an IC or the like may be selected for each unit separately, but may be more desirably shared among the units. An embodiment of such a configuration will be explained below.

In the embodiment shown in Fig. 1, the following component elements, for example, may be shared by the analog input unit 2 and the relay computation unit 3:

1a. DSP
1b. DSP program memory (PROM)
1c. Dual-port data memory (DP_RAM)
1d. System bus interface circuit
1e. Fault detection circuit
1f. Local bus

Also, in the embodiment of Fig. 1, the system control unit 1, the sequence processing unit 4 and the setting and display processing unit 5 may share the following component elements:

2a. General-purpose microprocessor
2b. Program memory (PROM)
Further, the units 1 to 5 may share the following component elements:

3a. Program memory (PROM)
3b. System bus interface circuit
3c. Fault detection circuit
3d. Local bus

The aforementioned sharing is illustrative and possible in various forms taking the capacity, packaging convenience, etc. of each element into consideration. The component elements to be shared among different units are mounted on a common printed board to which component parts not shared are added to make up each unit. As a result, it is necessary to lay out a printed board with a space for mounting common component elements and also one for carrying non-common component elements.

Further, this concept may be advanced a step further, and component elements that can be shared are appropriately combined into an LSI.

In sharing component elements, if component elements not required for a given unit are also mounted thereon, the sharing of component elements is enhanced, so that by writing a specific program into each program memory, it is possible to configure systems having the same hardware configuration but different functions. This is very preferable for system standardization and unification.

An example of the hardware configuration containing common component elements of the units will be explained below.

A general-purpose microprocessor, a PROM, a DPRAM, a RAM, a system bus interface circuit, a fault detection circuit, a communication interface circuit and a local bus make up a hardware configuration common to a plurality of units on a single printed board.

Also, a DSP, a DPRAM, a PROM, a system bus interface circuit, a fault detection circuit and a local bus make up a hardware configuration common to a plurality of units on a single printed board.

Each device used in the hardware configurations according to this embodiment is only an example, and other devices which can realize the same function may be used alternatively. For example, a dynamic RAM may be replaced with a static RAM or a PROM with an EPROM. Also, the processor may be replaced with one higher in speed or larger in processing capacity. In the case where the signal amount to be processed is small, on the other hand, a device lower in performance but low in cost may be used in place.

In such a case, the whole system is not affected as long as there is no change in the function or performance of an input or output as related the system bus of each unit. As a result, free designing for each unit is possible on the one hand and design change is facilitated on the other.

Specifically, according to the present embodiment, each unit may be built in the system to the extent that data input into and output from the system control unit according to a predetermined specification is possible. According to the present embodiment, therefore, units having various functions may be incorporated in the system freely, and also even after a system is built up, the units may be improved, modified or increased in number as required.

Now, the DSP (digital signal processor) making up a key component of a configuration embodying the present invention will be explained.

A detailed configuration of an embodiment of the DSP is shown in Fig. 17.

The DSP according to this embodiment, as shown, includes an address register 222 for designating an address in an external memory, a data register 223 used as a parallel port, a data RAM 224, a high-speed parallel multiplier 225 of m bits x m bits, an instruction ROM 226, an arithmetic logic unit ALU 227 for performing such calculations as addition and subtraction, a register 228 such as an accumulator, a control circuit 229 for controlling the interrupt or the like of a control signal (a, b or c) with an external circuit, and an internal bus 230 of the DSP.

The multiplier 225 is for multiplying the contents of the input signals A and B during one instruction cycle and applying the result C thereof to the internal bus 230.

The ALU 227 is to add or subtract the data derived from the internal bus 230 and the register 228 to or from each other and writes the result thereof in the register 228.

The DSP has a feature in that, as well known, the sum-of-products computation is possible during one instruction cycle and that the pipeline processing is available thereby to realize a high-speed numerical computation of fixed and floating point data. As a result, the input data relating to multiple input points may be processed through a filter in real
time. This concept is not applicable to a general-purpose microprocessor low in processing speed.

An embodiment of the digital filter using a DSP will be explained.

Figs. 18A and 18B are diagrams schematically showing typical block configurations of a digital filter. Fig. 18A shows an IIR (infinite-extent impulse response) type of filter, and Fig. 18B shows a FIR (finite-extent impulse response) type of filter.

In Fig. 18A, Xn designates an input signal sign, numeral 241 a coefficient block, K a gain coefficient, A1, A2, B1, and B2 filter coefficients. Numeral 242 designates delay blocks including a one-period delay block (Wn-1) for delaying the signal Wn by one unit-time corresponding to one period T, and a block (Wn-2) for delaying the same signal by two unit-times. Numeral 243 designates an add block, and Yn a filter output data.

As seen from Fig. 18A, various filters indicated by equations (5), (6), (7), (8) and (9) below are realized by regulating the filter coefficient in the shown configuration. H(z) designates a transfer function, and Z is equivalent to S of an analog system.

(Low-pass filter)

\[ H(z) = \frac{1 - B_1 + B_2}{4} \cdot \frac{(1 + Z^{-1})^2}{1 - B_1 Z^{-1} + B_2 Z^{-2}} \]  

(5)

(Band-pass filter)

\[ H(z) = \frac{1 - B_2}{2} \cdot \frac{1 - Z^{-2}}{1 - B_1 Z^{-1} + B_2 Z^{-2}} \]  

(6)

(High-pass filter)

\[ H(z) = \frac{1 + B_1 + B_2}{4} \cdot \frac{(1 - Z^{-1})^2}{1 - B_1 Z^{-1} + B_2 Z^{-2}} \]  

(7)

(Notch filter)

\[ H(z) = \frac{1 + B_2}{2} \cdot \frac{1 - r Z^{-1} + Z^{-2}}{1 - B_1 Z^{-1} + B_2 Z^{-2}} \]  

(8)

where \( r = 2 \cdot \cos 2\pi f_0 T \), T is a sampling period, and \( f_0 \) a blocking frequency.

(All-pass filter)

\[ H(z) = \frac{Z^{-2} - B_1 Z^{-1} + B_2}{1 - B_1 Z^{-1} + B_2 Z^{-2}} \]  

(9)

In Fig. 18B, Xn designates an input data, and Yn an output data. Numeral 244 designates delay blocks, of which X'n-1 is one for delaying one unit-time and X'n-2 for delaying two unit-times. Numeral 245 designates a filter coefficient block for setting the filter coefficients A0, A1, and A2. Numeral 246 designates an add block.

This diagram may be expressed by a computation formula shown in equation (10) below.

\[ Y'n = A_0 \cdot X'n + A_1 \cdot X'n-1 + A_2 \cdot X'n-2 \]  

(10)

As described above, an input signal is filtered by digital filter means using a DSP according to the present embodiment. This operation is performed repeatedly for each sampling period T on the basis of a filter coefficient set in advance. As a consequence, input signals may be filtered by time division in software fashion in accordance with the number of input points, thus meeting the requirements for changing the number of input points, modification of characteristics and standardization of the printed board.

Also, since the filtering operation is possible without using an analog filter, this embodiment is completely free of factors adversely affecting the elements such as secular or other variations in element value due to the initial value error or ambient temperature of such devices as resistors and capacitors unlike in the analog filter, thus assuring a
high accuracy free of adjustment.

Also, an external checking circuit is eliminated as the need thereof is met by an internal software, so that the production processes are greatly shortened, eliminating the need of maintenance, thereby leading to a higher accuracy, lower cost and other advantages of the protective relay system.

Now, an example of an automatic checking system suitably applied to the analog input section of an analog input unit according to the present invention will be explained.

(Embodiment: Automatic checking (1))

Fig. 19 is a diagram showing a block configuration of an automatic checking system for the analog section according to a first embodiment of the present invention.

In Fig. 19, numerals 201-1 to 201-N designate low-pass filters (mainly used for prevention of aliasing errors in sampling and hereinafter abbreviated as LPF) for removing the high harmonics superimposed on the input analog signals in1 to inN and a digital signal Tin supplied from an external source while adding these input signals to each other. Numerals 202-1 to 202-N designate sample hold circuits (hereinafter called S/H), numeral 203 a multiplexer (hereinafter called MPX), numeral 204 an analog-digital converter circuit (hereinafter called A/D converter), and numeral 205 a buffer memory for the A/D converted data using a DPRAM.

Numerals 206 designates a DSP (digital signal processor), numeral 212 a program memory (ROM) for storing DSP instructions, LB a local bus, numeral 209 a dual-port data memory for receiving data from and delivering data to the system bus, numeral 210 a system bus interface circuit, and B1 a system bus.

Numerals 206 designates a timing generation circuit for controlling the operation of the S/H circuits 202-1 to 202-N, the MPX 203, the A/D circuit 204 and the buffer memory 205 and applying a digital signal to the LPFs 201-1 to 201-N.

Fig. 20 is a circuit diagram showing in detail the LPFs 201-1 to 201-N in Fig. 19.

In Fig. 20, numerals 201a, 201b, 201c and 201d designate resistors, numeral 201e a capacitor, and numeral 201f an operational amplifier (OP amplifier).

The above-described LPFs are for adding an analog input signal in and the digital input signal Tin to each other, and filtering these input signals to remove the high harmonics.

Now, explanation will be made about the processing sequence of automatic checking (fault detection of an analog circuit) of the analog input section according to the present embodiment with reference to the flowchart of Fig. 21.

(i) Input, combination and A/D conversion of check signal

The LPFs 201-1 to 201-N in Fig. 19 are supplied with input signals in1 to inN representing the condition amounts of the power system detected by a transformer, a current transformer or the like (normally 50 Hz or 60 Hz). Also, they are supplied with a digital signal (clock signal) of a frequency fn from the timing generation circuit 206 shown in Fig. 19. The LPFs 201-1 to 201-N function to combine these input signals while at the same time operating as an anti aliasing filter for preventing an aliasing error caused by sampling.

The filter output is sample-held for every period T by the S/H circuits 202-1 to 202-N shown in Fig. 19.

The MPX 203 in Fig. 19 sequentially switches the outputs of the S/H circuits 202-1 to 202-N for every period T* (period 1/n the period: n is an integer) and applies the data in the S/H circuits to the A/D conversion circuit 204 shown in Fig. 19. The A/D conversion circuit 204 converts an analog amount into a digital amount and stores the result of conversion into the buffer memory 205 shown in Fig. 19.

These operations are repeated for each period T, which provides a sampling period of the digital filter.

(ii) Initialization

As an initialization step, the register and memory in the DSP 200 and the buffer memory 205 are cleared to set the initial state (step 2021a). The processes in and subsequent to (ii) are for energizing the DSP 200 by a command stored in the program memory 212.

(iii) Data input

Step 2021b transfers the input data stored in the buffer memory 205 into the DSP 200 through the local bus LB.

(iv) Filter coefficient input

Step 2021c transfers the filter coefficients stored in advance in the program memory 212 into the DSP 200. These filter coefficients include coefficients (filter coefficient group A) for passing the frequency (f0: 50 Hz or 60 Hz) of the
power system mentioned above to realize the characteristics for removing high harmonics, and coefficients (filter coefficient group B) for attenuating the frequency f₀ of the power system greatly and realizing the characteristics for passing only the frequency f₀ of the signal Tin applied from the timing generation circuit 206. These coefficients may be supplied through the system bus B1 from other units.

(v) Digital filter computation (1)

Several specific methods of digital filter computation are available, of which the processing operations shown by equations (11) and (12) are an example.

\[
W_n = K \cdot X_n + B_1 \cdot (W_{n-1}) + B_2 \cdot (W_{n-2}) \tag{11}
\]

\[
Y_n = W_n + A_1 \cdot (W_{n-1}) + A_2 \cdot (W_{n-2}) \tag{12}
\]

where K: Gain coefficient,

A₁, A₂, B₁, B₂: Filter coefficients
Xn: Input data,
Yn: Output data,
Wn-1: Wn data delayed by one unit-time
Wn-2: Wn data delayed by two unit-times

The filter coefficient group A is used as filter coefficients for the filter computation at step 2021d.

Fig. 22A shows an example of the gain-frequency characteristic of a filter used for the processing operation at this step. This filter passes the frequency f₀ and attenuates the frequency f₁ to such an extent as to have no effect on the protective computation.

The protective computation uses the filter output obtained at this step. As a result, the application of an input Tin of the frequency f₁ is of course free of any effect on the relay characteristic.

(vi) Digital filter computation (2)

The filter computation at step 2021e is exactly the same as that shown in (v) above and the same computation program is thus involved. The filter coefficient group B is used as filter coefficients.

Fig. 22B shows the gain-frequency characteristic of a filter used for the processing operation performed at this step. Only the frequency component (f₂) of the signal applied from the timing generation circuit is passed while the other signals are attenuated. Specifically, the selectivity Q is set to a very high level. Also, another computation program may be used for this step.

(vii) Decision

Step 2021f determines the absolute value of the filter output for each channel computed at step (vi) and is compared with a known set value. As a result, within the range of a known set value, it is decided that the analog input section, that is, LPFs 201-1 to 201-N, S/H circuits 202-1 to 202-N, MPX 203, A/D conversion circuit 204 and the buffer memory 205 are operating in normal way. Outside a known set value range, on the other hand, it is known that either the analog input section or the buffer memory 205 is faulty.

According to the present invention, the aforementioned computation is effected by DSP and therefore a computation of very high accuracy is possible, thus permitting a very accurate decision.

(viii) Data output

Step 2021g transfers the filter output processed by the filter at step (v) to the system master (a unit connected to the system bus and having a system control function). This process is repeated for each period T.

The master unit for effecting the aforementioned control of the system locks a relay on the basis of the above-mentioned result of decision, while at the same time preventing a faulty operation by system fault indication. Also, since it is known that the analog input unit is faulty, the faulty portion is localized.

This operation permits high-accuracy and reliable automatic checking of the analog input section. Further, the checking of the analog input section which has thus far been difficult is made possible without any additional circuit. As a result, all the processes from data input to filter computation are effected in their entirety, thus greatly improving the system reliability.
In the above-described embodiment, the input $I_n$ applied to the LPF is explained with reference to a case where the input is applied from the timing generation circuit. According to the present embodiment, the input $I_n$ of LPFs 201-1 to 201-N may be supplied, not from the timing generation circuit, but as an output of an oscillation circuit separately inserted with equal effect, as easily understood.

Fig. 23 shows waveforms produced at various parts of the embodiment under consideration. (a) designates an input signal of the power system, (b) a clock input signal, (c) output waveforms of LPFs 201-1 to 201-N, (d) an output data of the digital filter A, (e) an output data of the digital filter B, and (f) an output data determined as an absolute value of the output data of the digital filter B.

Although the aforementioned embodiment concerns a case in which the clock signal $T_n$ shown in Fig. 23B is applied to the LPFs 201-1 to 201-N, not only the clock signal but also a sinusoidal wave signal or the like may be applied with equal effect as easily understood.

(Embodiment: Automatic checking - (2))

Unlike in the above-described embodiment in which a given clock signal is applied to the LPFs shown in Fig. 19, the embodiment explained below has a DC signal applied to the LPFs for automatic checking. This embodiment has the same circuit configuration and processing flow as those shown in Figs. 19 and 21.

Fig. 24A shows exactly the same frequency-gain characteristic as the filter shown in Fig. 22A. Fig. 24B shows the frequency-gain characteristic of a low-pass filter (a digital filter C using the filter coefficient group C). As a result, the difference of this embodiment from the aforementioned ones lies in the filter characteristic of step 2021e (Filter B replaced by filter C).

Now, the operation of this embodiment will be explained.

First, one of the two input terminals of the LPFs 201-1 to 201-N is supplied with an input signal from the power system shown in Fig. 25A, and the other input terminal thereof with an input signal $T_n$ making up a DC voltage of $V_{ref}$ in magnitude shown in Fig. 25B. As explained above, the outputs of the LPFs 201-1 to 201-N shown in Fig. 19 take the forms as shown in Fig. 25C.

Specifically, the wave form is such that $V_{ref}$ is added to the input signal from the power system.

Now, the DC portion of the filter output to which the filter coefficient group A is applied is cut off as shown in Fig. 25D. As a result, the DC portion of the filter A applied to the protective relay computation is cut off, and therefore the effect of the application of a DC signal input that would otherwise have on the protective relay computation is eliminated entirely.

Fig. 25E shows an output of the filter C. As seen from this diagram, if the analog input section explained above operates normally, the DC portion ($V_{ref}$ in magnitude) applied as an input is faithfully produced as shown in Fig. 25E.

It is, however, easily understood that the output of the filter C may be multiplied in gain to a desired degree.

In the case where the analog input section described above is not operating in normal way, on the other hand, the output magnitude of the filter C is not $V_{ref}$, and therefore a circuit fault is detected earlier (with a delay only as much as a delay in the transient response of the filter C), thus greatly improving the reliability.

Fig. 26 is a diagram for explaining the embodiment under consideration more in detail. Fig. 26(a) shows an output of the filter C, and Fig. 26(b) a DSP processing.

Assume that the analog circuit operates normally before time point $T_f$, and a circuit fault has occurred at time point $T_f$.

At time point $T_f + \alpha$ several samples later, the magnitude of the filter output is not $V_{ref}$. As a result, a fault of the analog circuit should be capable of being detected at that time point. Specifically, a high-speed automatic checking is of course realized.

(Embodiment: Automatic checking - (3))

Still another embodiment will be explained. This embodiment, like the one explained above, has a circuit configuration and a computation flow similar to those shown in Figs. 19 and 21. This embodiment, however, is different in the coefficients of the filter at steps 2021d and 2021e and the input signal $T_n$ applied to the LPFs 201-1 to 201-N shown in Fig. 19.

Fig. 27A is a diagram showing an example of the frequency-gain characteristic of a filter used for passing the frequency $f_0$ of the power system and effecting the protective relay computation.

(The filter coefficient group D is used)

The above-mentioned filter characteristic is such that the input of frequency $f_0$ is zero.

Fig. 27B is a diagram showing an example of the gain-frequency characteristic of a filter E (filter coefficient group...
E) for cutting off the frequency component \( f_2 \) of the power system and passing only the frequency component \( f_1 \) of the applied signal in contrast with the case of Fig. 27A.

Thus the filter having the characteristic shown in Fig. 27A which cuts off the input '1' of frequency \( f_1 \) has no adverse effect on the protective relay computation.

Now, the operation of the present embodiment will be explained.

Fig. 28(a) shows an S/H signal for sampling the filter. Fig. 28(b) is a diagram showing an input signal Ti' providing an input waveform applied to the LPFs 201-1 to 201-N shown in Fig. 19.

The S/H signal is synchronized in timing with the Ti' input signal. Specifically, the input signal Ti' has a period of 24 times (n: Integer) as large as the period of the S/H signal. Also, the input signal Ti' has a clock waveform oscillating between positive and negative sides.

An output waveform of the filter D described above is shown in Fig. 28(c). This filter output assumes a waveform responsive only to the input signal Ti' due to the filter characteristic described above, and under normal operation of the analog input section, is identical to the known data at the time points designated in Fig. 28(d). Specifically, since the S/H signal is in phase with the Ti' input signal, the DSP 200 in Fig. 19 is informed of the number of processings it has been engaged from the point of polarity change of the input signal Ti', and thus the output thereof is known in advance. In view of this, if the filter output is compared with the known data corresponding to the sampling time point, a fault of the analog circuit is discriminated at early time quickly by use of the DSP.

As a result, a quick fault detection is possible for every sampling period of the filter, and therefore the protective relay system can be locked to prevent a false operation at the time of a fault of the analog input section.

Also, according to the present embodiment in which an input oscillated between positive and negative sides as shown in Fig. 26B, the checking of the A/D conversion circuit considered very important in the prior art is also performed, thus eliminating an additional checking circuit exclusive to the A/D conversion circuit. As a result, the circuit is reduced in size and improved in reliability.

In respect of the operation flow shown in Fig. 21, on the other hand, the filter computation for checking, if limited in computation time, may be effected in time division but not for every period of filter computation.

The aforementioned embodiment for automatic check of the analog input section eliminates the need of an additional circuit for automatic check and permits an accurate fault detection at an early time, thus improving the reliability as a protective relay system.

Further, even at the time of an accident of the power system, the application of a high-frequency signal which otherwise might not be generated under an accident and the detection of response to such an input are used for automatic checking, so that a high-accuracy automatic check is possible regardless of whether a system accident has occurred or not. It is thus possible to realize a very reliable protective relay system as compared with the conventional systems, thereby leading to a great advantage.

The automatic checking of the analog input section is applicable not only to an analog input unit used for a power signal processing system but also to a circuit generally used for converting an analog into a digital signal with equal effect.

Apart from the above-described embodiments in which the signal processing system according to the present invention is applied to a protective relay system, the system according to the present invention may also be applied to other fields such as a reactive power compensation system, or more preferably to a control means for a static-type reactive power compensation system.

The signal power processing system according to the present invention may find an application, for example, in a control system for controlling the on-off timing (phase angle of \( \phi \)) of a thyristor with reactor current in the case of TCR system combining a reactor with a thyristor.

In the case of a TSC system having a power capacitor and a thyristor switching unit for the capacitor, on the other hand, the system according to the present invention is applicable to a control system for on-off control of the thyristor.

In this way, in a static-type reactive power compensation system, the data such as voltage change of the system or the like is computed at high speed by a predetermined algorithm using a parameter set in advance to control the thyristor. Also, the change rate (\( \Delta V \)) of the system voltage is detected and on the basis of this detection, the system voltage is stabilized. Further, the change rate of the effective power (\( \Delta P \)) or the frequency (\( \Delta f \)) of the system is added as an auxiliary signal to dampen power fluctuations.

In operating a static-type reactive power compensation system, therefore, the control unit has necessary functions of processing various input data representing the system conditions and the above-mentioned high-speed computation. Other functions added as required include the sequence processing forming control information based on the computation result and an auxiliary relay function for converting the control data into a predetermined level and producing the same data. Further, the setting and indication processing function is required as a man-machine interface.

These functions are realized by a system equivalent to the signal processing system shown in Fig. 1. Such a system is of course different from the protective relay system in the processor program of each unit. Also, a fault detection unit is not required in this case, too.
Now, another example of a power system control and protective system to which the signal processing system according to the present invention is applicable will be described. The application of the present invention is not of course limited to the shown example.

(System control)

(1) System stabilization system
(2) Automatic restoration system
(3) Voltage reactive power control system
(4) Power substation automatic operating system
(5) System checking system
(6) Fault point plotting system
(7) Automatic operation recording system

(System protection)

(1) Protective relay system for power transmission line
(2) Bus protection relay system
(3) Step-out detection and system separation system
(4) DC power transmission control and protection system

The signal processing system according to the present invention is of course applicable also to the power transmission line, bus, transformer, generator, voltage stabilizer, static-type reactive power compensation system, etc. in a wide range of the power system from 500 kV to 66 kV as well as a lower voltage range.

According to the aforementioned embodiments of the present invention, all or parts of the effects (1) to (5) described below are realized depending on the form of embodying the invention.

(1) The units may be added or exchanged to realize a compact, highly reliable digital protective system or control system with multiple and sophisticated functions. That is to say, it is possible to realize a system and apparatus superior in expandability and versatility.

(2) The digital filter processing using a DSP realizes a great reduction in size, improvement in reliability and stabilization of the analog input section. At the same time, with a great reduction in quantization error of the digital filter, the characteristics of the control and protective relay systems are remarkably improved in accuracy with the need of adjustment eliminated.

(3) The high-speed processing of the control and protective computation permits the processing of a multiplicity of sophisticated functions for an improved performance (high accuracy and operating speed). In addition, such function, are realized with a small hardware volumes thus leading to a compactness, an improved reliability and a lower cost.

(4) A fault is detected by unit and thus is localized more easily. Also, the easy maintenance and repair work realizes a system easy to operate.

(5) The need of checking the analog input section is eliminated, thus greatly reducing the size of the system and saving the software processing for checking at the same time. As a result, the maintenance is not required, resulting in the great advantages of higher accuracy and lower cost of the system.

Furthermore, the elimination of the need of automatic check also eliminates the down time of the system, thus realizing a very reliable system.

Still another embodiment of the present invention will be explained with reference to Figs. 29 to 37.

A general configuration of a digital protective relay system according to still another embodiment of the invention is shown in Fig. 29. The protective relay system comprises an analog input unit 2, a system control unit 1, a relay computation unit 3, a general-purpose system bus B1 and a setting panel 55 connected to the system control unit 1.

The analog input unit 2 is for taking in the input data (including the voltage and current data of the power transmission line) representing the condition amounts of the power system and processing them as an input in predetermined manner. A plurality of the input data are introduced to an A/D converter 254 through a buffer amplifier 251, a sample holder (S/H) 252 and a multiplexer (MPX), and after being converted into a digital value by the A/D converter 254, is supplied through a system bus interface circuit 255 to a system bus B1.

The system control unit 1, on the other hand, is for data transfer between the units, sequence processing for the protective relay, input and output processing with external units, and input processing of a relay set value. The system control unit 1 thus includes a microprocessor (MPU) 100, a program memory 102, a data memory 103, a system bus
interface circuit 110, a communication interface circuit 109 with external units, a relay-setting interface circuit 111 and a local bus LB connected therewith. The relay-setting interface circuit 111 is connected with the setting panel 55.

The relay computation unit 3 takes in the input data processed at the analog input unit 2 and the contents associated with the relay characteristics such as the relay set value supplied from the setting panel 55, and executes the protective relay computation in accordance with a predetermined computation program to decide on a fault or not, while producing the result thereof. This relay computation unit 3 includes a digital processor (DSP) 300, a DSP program memory 301, a data memory (RAM) 305, a dual-port data memory 302 and a system bus interface circuit 303.

The interior of the DSP 300 is configured as shown in Fig. 30. In Fig. 30, numeral 310 designates an address register for designating an address in an external memory; numeral 320 a data register, numeral 330 a data memory, and numeral 340 a high-speed parallel multiplier of m bits x n bits. The high-speed parallel multiplier 340 is for multiplying the input data iX and in Y applied thereto during one instruction cycle, and producing the result out Z thereof.

Numeral 350 designates an instruction ROM storing the program for controlling the data input and output and the processing operation of the DSP, numeral 360 a control circuit for controlling the interruption such as the control signals a and b connected with an external circuit, numeral 370 an ALU (arithmetic logic unit) for making such calculations as addition or subtraction, numeral 380 an accumulator, and numeral 390 an internal bus of the DSP (data bus and address bus).

The features of the DSP lie in that as mentioned above the sum-of-products computation is possible at high speed during one instruction cycle and that the pipeline processing is possible, thus realizing a high-speed numerical computation of fixed or floating point data.

The processing operation of a protective relay related to the features of the present invention will be specifically described below.

Characteristics of three types of protective relay are shown illustratively in Figs. 31A, 31B and 31C. These characteristics are well known.

Fig. 31A shows the characteristic of a reactance relay, in which Z_{SX_1}, Z_{SX_2} and Z_{SX_3} are set values in first to third stages. The computation formula for this relay is well known, and is given by the following equation for the first stage:

\[ \sum_{n=1}^{N} \left( (I \cdot Z_{SX_1} - V) \cdot (I \cdot Z_{SX_1}) \right) > K_1 \quad .... \quad (13) \]

where V is the voltage, I the current, K_1 a constant, n the number of sampling points and N the range of n.

The characteristic of a mho relay shown in Fig. 31B, in which Z_{SH_1}, Z_{SH_2} and Z_{SH_3} indicate set values for the first to third stages respectively. the computation formula for this relay is well known, and is expressed as shown below for the first stage:

\[ \sum_{n=1}^{N} \left( (I \cdot Z_{SH_1} - V) \cdot V \right) > K_2 \quad .... \quad (14) \]

Fig. 31C shows the characteristic of an offset mho relay, in which Z_{F} is a forward set value and Z_{B} is a rear set value. The computation formula for this relay is well known, and is expressed by the equation below:

\[ \sum_{n=1}^{N} \left( (I \cdot Z_{F} - V) \cdot (V - I \cdot Z_{B}) \right) > K_3 \quad .... \quad (15) \]

As described above, the contents of the computation formula are varied from one protective relay to another. If coefficients k_1, k_2, k_3, k_4 and k_5 freely settable are used together with set values Z_1 and Z_2 which are also freely settable, however, the computation formulae for the protective relay mentioned above are standardized as shown by equation (16) below.

\[ \sum_{n=1}^{N} \left( (k_1 \cdot I \cdot Z_1 - k_2 \cdot V) \cdot (k_3 \cdot V - k_4 \cdot I \cdot Z_2) \right) > k_5 \cdot k \quad .... \quad (16) \]

Fig. 32 shows a combination of the values of the coefficients k_1 to k_5 for realizing the computation formulae given by equations (13) to (15). If the setting is k_1 = k_5 = 1, k_3 = 0 and k_4 = -1, for example, the processing operation of
the reactance relay given in equation (13) is reached. In similar fashion, if the setting is \( k_1 = k_2 = k_3 = k_5 = 1 \) and \( k_4 = 0 \), on the other hand, a mho relay given in equation (14) is realized. Also, an offset relay is obtained if the setting is \( k_1 \) to \( k_5 = 1 \). Though not shown in the diagram, an over-current relay or a short-voltage relay is also realizable in similar manner.

Specifically, according to the present embodiment, a computation program relating to the protective relay is prepared by use of the standard formula of equation (16), and the particular program is stored in the ROM 350 in the DSP 300. At the same time, the constants associated with the relay characteristics including the set values \( Z_1, Z_2 \) and the coefficients \( k_1 \) to \( k_5 \) are supplied from outside as a data, so that a plurality of types of protective relay computation processes are effected by a single computation program.

As compared with using individual computation formulae shown in equations (13) to (15), the use of the standard equation (16) increases the multiplications. By using the DSP 300 capable of multiplication processing higher in speed by one digit or more than the MPU, no problem is posed.

Now, explanation will be made specifically about an example of protective relay computation processing of a reactance relay (three stages) based on the standard equation (16) with reference to the processing flowchart of Fig. 33.

First, step 331 applies the coefficients \( k_1 \) to \( k_5 \) (Fig. 32) set corresponding to the reactance relay to the DSP 300 making up protective relay computation means. Then, step 332 applies voltage and current data \( V_a \) and \( I_a \) of phase \( a \) for instance, of all the input data. Step 333 applies the relay set value \( Z_1 = Z_2 = Z_{0X} \) for the first stage. As a result, all the conditions required for the computation of phase \( a \) have been applied. Step 334 executes the protective relay computation in accordance with the standard equation (16). The next step 335 decides whether the computation up to the third stage of the reactance relay has been finished or not. Since only the first stage is finished, the process returns to step 333 to apply the set value \( Z_1 = Z_2 = Z_{0X} \) of the second stage. Step 334, as in the first stage, then executes the computation in accordance with the standard equation (16).

In this way, steps 333 to 335 are repeatedly executed up to the third stage. In the third stage, the set value of \( Z_1 = Z_2 = Z_{0X} \) is applied.

Upon completion of the third stage, the process proceeds to step 336 for deciding whether or not the protective relay computation for three phases of \( a \) to \( c \) has been finished. If phase \( b \) or \( c \) is not finished, the process returns to step 332 for applying the input data \( V_c, I_c \) or \( V_b, I_b \) of phase \( b \) or \( c \) and the computation from the first to third stages is executed sequentially as in the above-mentioned case. If the answer at step 336 is affirmative, the process proceeds to step 337 for stepping the sampling time forward in preparation for the next sample data.

A time chart for the aforementioned computation sequence is shown in Fig. 34. In Fig. 34, the abscissa represents the time axis, the time zone marked with * represents the one for executing the protective relay computation corresponding to step 334. This computation is for executing the standard equation (16), that is, executing exactly the same program repeatedly.

As described above, the coefficients \( k_1 \) to \( k_5 \) and the relay set values \( Z_1 \) and \( Z_2 \) for realizing the desired functions of the protective relay are supplied to the DSP 300 as a data similar to the input data. In the process, a program is stored in the data memory 305, the dual-port data memory 302 or the RAM 330 in the DSP 300 in Fig. 29, which program is taken into the DSP 300. Various methods are conceivable for storing the data in these memories. According to the embodiment shown in Fig. 29, the coefficients \( k_1 \) to \( k_5 \) and the set values \( Z_1, Z_2 \) are applied and set through the system control unit 1 from the setting panel 55 arranged outside outside.

Fig. 35 shows the manner in which the coefficients and set values relating to three stages of reactance relay together with input data, are stored in a predetermined area in the memory. In the case where the function of executing the three-phase processing of three stages of the mho relay shown in Fig. 31B is given, the values of the corresponding coefficients shown in No. 2 of Fig. 32 are stored in the areas of the coefficients \( k_1 \) to \( k_5 \) and the three stages of \( Z_{0X}, Z_{0H1}, Z_{0H2} \) and \( Z_{0H3} \) shown in Fig. 31B in the area of the set value \( Z_1 \). In similar fashion, in the case where the function is given of an offset mho relay as shown in Fig. 31C, the values shown in No. 3 of Fig. 32 are stored as the coefficients \( k_1 \) to \( k_5 \) and the set values \( Z_1 = Z_5 \), \( Z_2 = Z_6 \) in corresponding areas respectively. In this case, the offset mho relay makes up one element, and each of \( Z_1 \) and \( Z_2 \) one element respectively.

As described above, according to the present embodiment, the computation formulae relating to various types of protective relays are presented as a standard equation like (16), and the coefficients \( k_1 \) to \( k_5 \) for this standard equation are applied as an input and set as an external data, while at the same time applying and setting relay set values from an external circuit, thus effecting the desired protective relay computation. As a result, various types of protective relays are realized by the same computation program. Specifically, the standard equation (16) remains unchanged for all the protective relays or relay set values, and therefore a computation program may be fixed and used as a subroutine. In configuring a protective relay system, therefore, the program capacity requirement is reduced by about one digit as compared with the conventional system having different computation programs for different relays, thus improving the software productivity.

Fig. 36 shows a processing sequence for realizing several types of protective relay functions by the protective relay system shown in Fig. 29. Specifically a plurality of coefficients \( k_1 \) to \( k_5 \) corresponding to a plurality of types of
protective relays and a plurality of set values $Z_1$, $Z_2$ corresponding to a plurality of stages of each relay are determined, so that these protective relay computations are executed for three phases at a time by a single computation program (standard equation). Fig. 37 shows the contents of a RAM storing input data, coefficients, set values, etc. required for the protective relay computation. As shown in this diagram, the memory areas are divided into an input data-related area, a coefficient-related area and a set value-related area which are respectively adapted to store (1) the number of input data (such as the number corresponding to three phases), head addresses of input data and input data group, (2) the number of types of coefficients (number corresponding to the number of types of protective relays), head addresses of the coefficients, coefficients (by type of protective relay), and (3) the number of set values (such as the number of stages), head addresses of the set values, and set values (by the type of protective relay).

Now, the sequence of computation processing of the protective relays will be explained with reference to the flowchart of Fig. 36. Step 361 clears the memories and sets the registers as an initial process. Steps 363, 365, 366 executes the same processes as steps 331, 333. At steps 362, 364 and 366, however, the number of phases (normally three) the number of coefficients (number of types of protective relays), the number of set values (number of stages) and the like to be processed are applied from an external source, whereby the program is also standardized for the number of phases, the number of a plurality of types of protective relays and the number of stages. These numbers are stepped forward at steps 369, 371 and 373.

The protective relays handled are of five types including an overcurrent relay and a short voltage relay indicated by equations (17) and (18) below in addition to the reactance relay, mho relay and the offset mho relay described with reference to the embodiment shown in Fig. 29.

$$\sum_{n=1}^{N} I^2 > K_4 \quad \ldots \ldots (17)$$

$$\sum_{n=1}^{N} V^2 > K_5 \quad \ldots \ldots (18)$$

As explained above, according to the present embodiment, the same computation program may be used to alter and set the coefficients ($k_1$ to $k_5$) thereby to realize any of a reactance relay, a mho relay, an offset mho relay, an overcurrent relay or a short voltage relay. Also, the floating point arithmetic system, in which the program is not changed to secure the number of significant digits according to the size of the set value, realizes standardization of the software, that is, a program.

The effect of reducing the program capacity will be specifically explained by citing specific examples. A reactance relay having a characteristic shown in Fig. 31A, for example, has six relay elements. If this is processed for three phases, the total number of relay elements processed are eighteen. Further, if the shorting protection and the grounding protection are to be provided, on the other hand, the total number of relay elements are 36. Assuming that this is processed by a conventional system, about 3.6 K steps of computation program are required, one element being 100 steps. According to the present invention, in contrast, the total number of steps is not more than 200 even considering that the number of steps for the standard equation (16) is twice the number for the conventional system, thus saving the program capacity greatly (to about 1/20). As a result, the software productivity is improved and the debugging work is facilitated at the same time.

Although each of the embodiments described above represents a case in which the processing operation based on the standard equation (16) is effected by a digital signal processor DSP of floating point arithmetic type, it is of course possible to use a general-purpose microprocessor or microcomputer if it is of floating point arithmetic type.

Further, the present embodiment has an advantage in that the fact that the computation program for the protective relay is fixed and very small makes it possible to check the program very frequently, thus realizing a very reliable system.

Also, since the system is configured both easily and in simple manner, the system cost is reduced.

As described above, the coefficients $k_1$ to $k_5$ relating to the setting of the characteristics of the protective relay may be stored in the data memory (RAM) in the DSP 300 after all with the input settable from the setting panel 55 shown in Fig. 29, for example. An embodiment of the method of setting the input will be explained below.

The setting interface 111 of the system control unit 1 has built therein a nonvolatile memory (EEPROM) normally electrically re writable to store the set value of the relay, and a set value from the setting panel 55 is written in this memory. By taking advantage of this feature, the coefficients ($k_1$ to $k_5$) are written and set like a set value. The coefficients thus written are transferred to the dual-port data memory 302 of the relay computation unit 3 by the microprocessor (MPU) 100. Then, the DSP 300 reads the coefficients ($k_1$ to $k_5$) from the dual-port data memory 302 and takes
them into its own data memory 330 for storing as shown in Figs. 35 and 37 for computation. As in setting the coefficients (k1 to k3), the number of coefficients or the information on the head address of the coefficients may be applied from the setting panel 55.

In this way, the protective relay system is directly developed from the setting panel. In place of a setting panel, a personal computer may be used to set the coefficients (k1 to k3) or the like, thus making it possible to set or alter the relay characteristics on line.

As will be understood from the foregoing description, according to another embodiment of the present invention, the computation formula relating to a plurality of types of protective relays are standardized into a single standard equation, and the characteristic constants for the particular standard equation are variably set. In view of this, a plurality of types of protective relays are realized by a single computation program, thus greatly facilitating the program preparation while at the same time remarkably reducing the program capacity requirement. As a result, the software productivity is improved, and a low-cost, reliable protective relay system is realized. In addition, the small program capacity assures frequent program check and monitor thereby permitting a maintenance-free operation.

Also, the characteristic constants including the coefficients can be set and altered in data form through a setting panel or a personal computer, so that a protective relay of the desired type and characteristics is easily realized. Further, the configuration of the protective relay system is easily developed, modified, checked or otherwise handled, while at the same time making it possible to change the protective relay system and the characteristics thereof on line.

Claims

1. A power signal processing system for taking in a signal representing the conditions of a power system, subjecting said signal to a digital computation processing based on a predetermined algorithm, and producing a signal for protecting or controlling the power system in accordance with the result of said computation processing, comprising:

   a plurality of processor units (2, 3, 4, 5, 6, 7, 8, 9) for executing a series of processing operations in divided fashion in accordance with respective processing functions, and a system control unit (1) for controlling the data transfer between the processor units in order to sequentially execute the series of processing operations divided in accordance with the processing functions, wherein each of said processor units controlled by the system control unit in data transfer has a data memory (12, 21, 31, 41, 51) accessible by both the particular processor unit and the system control unit; characterized in that said system control unit includes a memory (12, 103) for holding the data transferred between the processor units; and that said system control unit transfers data between processor units by reading the data to be transferred from the data memory of a processor unit, storing said data to be transferred in the memory (12, 103) of the system control unit and writing said data stored in the memory (12, 103) of the system control unit into the data memory of another processor unit, thus executing the data transfer between the processor units through the system control unit.

2. A system as in claim 1, wherein said processor units and the system control unit are each mounted on an independent board and connected through a system bus (B1).

3. A system as in claim 1, wherein said processor units include:

   an analog input unit (2) for taking in an analog signal from the power system, converting it into a digital signal and executing a filtering operation, a relay computation unit (3) for executing a relay computation on the data, including the signal from the analog input unit, in accordance with a predetermined algorithm, a sequence processing unit (4) for executing a sequence processing based on the computation result of said relay computation unit, a setting and display processing unit (5) for determining a set value for said relay computation and for displaying the operating condition of the system, a digital input/output processing unit (6) for producing the result of said computation processing and processing a digital data input from an external source.

4. A system as in claim 3, wherein

   said analog input unit (2) includes an analog input section (204) and a digital signal processor (200) for filtering the digital signal;
   said sequence processing unit (4) includes a microprocessor (400);
   said digital input/output processing unit (6) is connected to the sequence processing unit (4) by a specific bus (B2) for functioning as an input/output interface with an external circuit and producing the result of said com-
Patentansprüche

1. Starkstromsignal-Verarbeitungssystem zum Aufnehmen eines Signals, das den Zustand eines Starkstromsystems repräsentiert, zum Unterwerfen des Signals unter eine digitale Berechnungsverarbeitung auf der Basis eines vorgegebenen Algorithmus, und zum Erzeugen eines Signals zum Schützen oder Steuern des Starkstromsystems in Übereinstimmung mit dem Ergebnis der Berechnungen, mit einer Anzahl von Prozessoreinheiten (2, 3, 4, 5, 6, 7, 8, 9) zum Ausführen einer Reihe von Verarbeitungsoperationen in verteilter Art entsprechend den jeweiligen Verarbeitungsfunktionen, und mit einer Systemsteueereinheit (1) zum Steuern der Datenübertragung zwischen den Prozessoreinheiten für die aufeinanderfolgende Ausführung der Reihe von Verarbeitungsoperationen, die entsprechend den Verarbeitungsfunktionen aufgeteilt sind, wobei jede der Prozessoreinheiten, deren Datenübertragung durch die Systemsteueereinheit gesteuert wird, einen Datenspeicher (12, 21, 31, 41, 51) aufweist, auf den sowohl von der jeweiligen Prozessoreinheit als auch von der Systemsteueereinheit zugreifbar werden kann; dadurch gekennzeichnet, daß die Systemsteueereinheit einen Speicher (12, 103) zum Festhalten der zwischen den Prozessoreinheiten übertragenen Daten aufweist; und daß die Systemsteueereinheit dadurch Daten zwischen den Prozessoreinheiten überträgt, daß sie die zu übertragenden Daten aus dem Datenspeicher einer Prozessoreinheit ausliest, diese zu übertragenden Daten im Speicher (12, 103) der Systemsteueereinheit speichert und die im Speicher (12, 103) der Systemsteueereinheit gespeicherten Daten in den Datenspeicher einer anderen Prozessoreinheit einschreibt, so daß die Datenübertragung zwischen den Prozessoreinheiten über die Systemsteueereinheit ausgeführt wird.

2. System nach Anspruch 1, wobei die Prozessoreinheiten und die Systemsteueereinheit jeweils auf einer eigenen Karte angeordnet und über einen Systembus (B1) verbunden sind.


4. System nach Anspruch 3, wobei die analoge Eingangsschaltung (2) einen analogen Eingangsabschnitt (204) und einen digitalen Signalprozessor (200) zum Filtern des digitalen Signals aufweist; die Sequenzverarbeitungseinheit (4) einen Mikroprozessor (400) umfaßt; die digitale Ein/Ausgabeverarbeitungseinheit (6) mit der Sequenzverarbeitungseinheit (4) über einen speziellen Bus (B2) verbunden ist, um als Ein/Ausgabeinterface für eine externe Schaltung zu dienen und um das Ergebnis der Berechnungsverarbeitung zu erzeugen; die Systemsteueereinheit (1) einen Mikroprozessor (100) umfaßt; und die analoge Eingabeinheit (2), die Relaisberechnungseinheit (3), die Sequenzverarbeitungseinheit (4) und die Einstell- und Anzeigeverarbeitungseinheit (5) jeweils einen Datenspeicher (209, 302, 403, 503) mit zwei Eingängen aufweist, auf den sowohl vom Prozessor der jeweiligen Verarbeitungseinheit als auch vom Mikroprozessor der Systemsteueereinheit zugegriffen werden kann, wobei die Einheiten zum Übertragen der Daten durch einen Systembus (B1) verbunden sind.
Revendications

1. Système de traitement de signaux de puissance destiné à récupérer un signal représentant les états d'un système de puissance, à soumettre ledit signal à un traitement de calcul numérique basé sur un algorithme prédéterminé, et à produire un signal destiné à protéger ou à commander le système de puissance conformément au résultat dudit traitement de calcul, comportant :

une pluralité d'unités de traitement (2, 3, 4, 5, 6, 7, 8, 9) destinées à exécuter une série d'opérations de traitement de manière séparée en conformité avec les fonctions de traitement respectives, et une unité de commande système (1) destinée à commander le transfert des données entre les unités de traitement, dans l'ordre, pour exécuter sous un programme séquentiel, les séries d'opérations de traitement séparées en conformité avec les fonctions de traitement, dans lequel chacune des unités de traitement, commandées par l'unité de commande système pendant le transfert des données, comporte une mémoire de données (12, 21, 31, 41, 51) à laquelle ont accès à la fois l'unité de traitement particulière et l'unité de commande système, caractérisé en ce que ladite unité de commande système comporte une mémoire (12 ; 103) destinée à conserver les données transférées entre les unités de traitement, et en ce que ladite unité de commande système transfère les données entre les unités de traitement en lisant les données à transférer à partir de la mémoire de données d'une unité de traitement, en mémorisant les données livrées à transférer dans la mémoire (12 ; 103) de l'unité de commande système et en écrivant les données mémorisées dans la mémoire (12 ; 103) de l'unité de commande système, dans la mémoire de données d'une autre unité de traitement, exécutant ainsi le transfert des données entre les unités de traitement à travers l'unité de commande système.

2. Système selon la revendication 1, dans lequel lesdites unités de traitement et l'unité de commande système sont montées chacune sur une carte indépendante et sont connectées par l'intermédiaire d'un bus système (B1).

3. Système selon la revendication 1, dans lequel lesdites unités de traitement comportent :

une unité d'entrée analogique (2) destinée à récupérer un signal analogique en provenance du système de puissance, à le convertir en un signal numérique et à exécuter une opération de filtrage, une unité de calcul de relais (3) destinée à exécuter un calcul de relais sur les données, y compris sur le signal provenant de l'unité d'entrée analogique, conformément à un algorithme prédéterminé, une unité de traitement de séquence (4) destinée à exécuter un traitement de séquence basé sur le résultat du calcul de ladite unité de calcul de relais, une unité de réglage et de traitement d'affichage (5) destinée à déterminer une valeur de réglage pour ledit calcul de relais et à afficher l'état de fonctionnement du système, une unité de traitement d'entrée/sortie numérique (6) destinée à produire le résultat dudit traitement de calcul et à traiter une entrée de données numériques en provenance d'une source externe.

4. Système selon la revendication 3, dans lequel

ladite unité d'entrée analogique (2) comporte une section d'entrée analogique (204) et un processeur de signaux numériques (200) destiné à filtrer le signal numérique,
ladite unité de traitement de séquence (4) comporte un microprocesseur (400),
ladite unité de traitement d'entrée/sortie numérique (6) est connectée à l'unité de traitement de séquence (4) par l'intermédiaire d'un bus spécifique (B2) destiné à agir en tant qu'interface d'entrée/sortie avec un circuit externe et à produire le résultat dudit traitement de calcul,
ladite unité de commande système (1) comporte un processeur (100), et chacune de ladite unité d'entrée analogique (2), de ladite unité de calcul de relais (3), de ladite unité de traitement de séquence (4) et de ladite unité de réglage et de traitement d'affichage (5) comporte une mémoire de données double-acès (209, 302, 403, 503), respectivement, à laquelle peuvent accéder à la fois un processeur de l'unité de traitement respective et le microprocesseur de l'unité de commande système, lesdites unités étant connectées par l'intermédiaire d'un bus système (B1) pour le transfert des données.
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[Diagram showing the components of a computer system with labels for address register, data register, RAM, multiplier, internal bus, ROM, ALU, control circuit, and register.]
**FIG. 20**

\[ \text{Diagram showing electronic circuit components.} \]

**FIG. 21**

```
START

2021a ~ INITIALIZE

2021b ~ INPUT DATA

2021c ~ INPUT FILTER COEFFICIENT

\( (1) \) ~ COMPUTE DIGITAL FILTER (FILTER COEFFICIENT A)

2021d ~ COMPUTE DIGITAL FILTER (FILTER COEFFICIENT B)

2021e ~ PROCESS DECISION

2021f ~ OUTPUT DATA
```

43
FIG. 22A  

FILTER A  

GAIN  

f_0  

f_n  

FREQUENCY  

FIG. 22B  

FILTER B  

GAIN  

f_0  

f_n  

FREQUENCY  

FIG. 23  

(a) \( i_n \)  

(b) \( T_{in} \)  
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**FIG. 32**

<table>
<thead>
<tr>
<th>NO</th>
<th>REALIZABLE RELAY</th>
<th>EQUIVALENT COMPUTATION FORMULA</th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$k_3$</th>
<th>$k_4$</th>
<th>$k_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>REACTANCE RELAY</td>
<td>$\sum \left{ (I \cdot Z_1 - V) \cdot (I \cdot Z_1) \right} &gt; K$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>MHO RELAY</td>
<td>$\sum \left{ (I \cdot Z_1 - V) \cdot V \right} &gt; K$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>OFFSET MHO RELAY</td>
<td>$\sum \left{ (I \cdot Z_1 - V) \cdot (V - I \cdot Z_2) \right} &gt; K$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

STANDARD FORMULA: $\sum_{n=1}^{N} \left\{ (k_1 \cdot I \cdot Z_1 - k_2 \cdot V) \cdot (k_3 \cdot V - k_4 \cdot I \cdot Z_2) \right\} > k_5 \cdot K$
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**FIG. 35**

| k₁ = 1 | COEFFICIENT OF REACTANCE RELAY |
| k₂ = 1 | PHASE A INPUT DATA |
| k₃ = 0 | PHASE B INPUT DATA |
| k₄ = -1 | PHASE C INPUT DATA |
| k₅ = 1 | SET VALUE FOR STAGE 1 |
| V₀ | SET VALUE FOR STAGE 2 |
| I₀ | SET VALUE FOR STAGE 3 |
| Vₖ | |
| Iₖ | |
| Z₁ = Z₅x₁ | |
| Z₂ = Z₅x₁ | |
| Z₁ = Z₅x₂ | |
| Z₂ = Z₅x₂ | |
| Z₁ = Z₅x₃ | |
| Z₂ = Z₅x₃ | |
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Y
**FIG. 37**

<table>
<thead>
<tr>
<th>a</th>
<th>INPUT DATA COUNT VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>INPUT DATA HEAD ADDRESS (a)</td>
</tr>
<tr>
<td></td>
<td>INPUT DATA X</td>
</tr>
<tr>
<td></td>
<td>NUMBER OF PHASES</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>b</th>
<th>COEFFICIENT COUNT VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>COEFFICIENT HEAD ADDRESS (b)</td>
</tr>
<tr>
<td></td>
<td>COEFFICIENT (K1 TO K5)</td>
</tr>
<tr>
<td></td>
<td>X TYPE</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>c</th>
<th>SETTING COUNT VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SETTING HEAD ADDRESS (c)</td>
</tr>
<tr>
<td></td>
<td>SET VALUE X</td>
</tr>
<tr>
<td></td>
<td>NUMBER OF STAGES</td>
</tr>
</tbody>
</table>

INPUT DATA-RELATED AREA

COEFFICIENT-RELATED AREA

SETTING-RELATED AREA