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Description

The invention relates to a data processing apparatus, comprising a processor, a read-write memory, and an interface element all interconnected by a data bus, furthermore an interconnected sequence of a program counter, a program memory, and an instruction register, the latter feeding a control bus leading to processor, read-write memory and interface element, said interconnected sequence having increment means for in a first mode incrementing the program counter and load control means for in a second mode loading the program counter with a jump address.

An apparatus of this kind is known from GB-A-1,480,209. Such apparatus may be of elementary or complicated structure, for realization as single or multichip, for special purpose or multipurpose use.

Jumps occur in many programs: dependently or independently of a certain result of a previous operation, a choice has to be made between two or more subsequent operations. If a choice has to be made between two possibilities, there will be a branch point in the program. In the latter case, the structure of the program is often such that with a first result the program counter need only be incremented so that the number is increased by one unit. This costs little time because specialised components are provided for the purpose and, in particular, no information feed-in from (very) remote components of the apparatus need take place. For the performance of a program jump the program counter has to be loaded with new information, for which purpose this information has often to be supplied via the control bus. This operation costs extra time compared with direct incrementation. Moreover, extra instructions have in many cases to be written into the program to that end, so that the program becomes longer. The execution of these extra instructions also costs time. The above program relates to the program at the level of the data processing apparatus (machine language) and not a program in a so-called higher-level programming language. In the latter, expressions of, for example, the form (if A then B else C), are possible. This last can, however, as generally known, only be made executable by a series of two or more machine instructions. It is an objective of the invention to accelerate the execution of program jumps, particularly those which are conditionally executable, by a simple addition of components, while, furthermore, a large degree of flexibility is retained.

According to one of its aspects, the invention realizes the above object in that it is characterized in that a feedback finite-state machine is provided which has a multibit wide input and a multibit wide output from an output register, at least a part of said output being retrocoupled to said input in combination with at least one further signal from the control bus, in that a comparator is provided that is fed on the one hand by said output register by a multibit condition code, elements of which have been generated in at least two different successive machine cycles, and on the other hand by the instruction register, in that a first condition in the comparator controls execution of the current instruction, and in that a second condition in the comparator invalidates the current instruction as a non-operation instruction, for allowing activation of a next-following instruction.

A feedback finite-state machine is known from Electronics, Vol. 52, No. 8, 12th April 1979, pages 134-138, New York, N.Y., USA.

The number of different states of such a component is finite and known. The various states are combined with each other in a network. This first implementation of the idea underlying the invention is favourable particularly in cases where only one instruction need be skipped. By performing the comparison in specially added components, great decision speed is achieved. In many cases this implementation has the same effect as if the program was provided with two different incrementation mechanisms, namely one which increases the "reading" by one and one which increases the "reading" by two. By repeating the mechanism with the dummy instruction two or more times, it is possible with the same components to skip a series of instructions in a jump over two or more storage locations. Doing this with a dummy operation is more advantageous than providing the program counter with a second incrementation facility whereby the program counter would be advanced by two. In the latter case the mutual synchronisation between various operations to be performed on a pipeline basis would not be maintained. And, particularly in more complicated data-processing apparatuses, a pipeline organisation of this kind itself contributes much to the high processing speed. With a dummy operation, which itself costs some time, the pipeline organisation remains unaffected.

It is an advantage if the said finite-state machine incorporates a first decoding circuit one output of which is connected to another register, if outputs of the said other register are connected to the comparator and also fed back to the first decoding circuit, and if the first decoding circuit is also connected to a character-signal output of the processor. This is a particularly simple version of the finite-state machine. Other versions, however, can also be of advantage.

It is an advantage if the said output register is provided with another parallel output for addressing a second decoding circuit (XROM) and an output of the second decoding circuit is connected to the said data bus. The finite-state machine can then provide information to be used in other components of the computer apparatus.

It is an advantage if means of control are available
to couple an output of the said second decoding circuit in a loading operation to a data input of the program counter. In particular, this makes immediate loading of the program counter possible without need for access to the program memory and for further, protracted operations.

Further advantageous aspects will be stated in another subsidiary claim.

The invention will be further explained with reference to some figures, but first, by way of clarification, the said existing state of the art will be examined, then the expansion of a data-processing apparatus in accordance with the invention, and finally examples will be given of the acceleration of performance and the simplified structure of the (part of the) program to be performed.

Figure 1 shows a block diagram of a vector processor.

Figure 2 shows a known solution in detail.

Figure 3 shows at two successive levels improvements which can be achieved with the invention.

Figure 4 illustrates a problem to be solved.

Figure 5 shows a flow diagram relating thereto.

Tables 1 to 14 give illustrations to accompany various algorithms.

Figure 1 shows a block diagram of a vector processor according to NL-A-8304442 (EP-A-0154051) to the same Applicant cited by way of illustration. As already stated, the invention can also be applied to other categories of data-processing apparatus. The block diagram is intended to be integrated on a single substrate element (chip). The internal connection is effected by a first 16-bit information bus 22 and a second 16-bit information bus 20. Together these form the data bus which is also used for addresses. The circuit comprises a number of registers of which some are connected directly to one or both buses, namely elements 24, 26, 34, 46, 48, 50, 56 (the last two via a selection element), 70, 72, 74, 88, 100, 104, 106, 118, 120 and 116. Element 30 is a program counter and addresses a program memory 28 with a capacity of 512 40-bit words which can be loaded in the instruction register 26. In these instructions most bits control further functions in the rest of the circuit via connections, for simplicity's sake not further indicated, which together form part of a control bus. A 16-bit part can also be taken to the data bus, namely to the two information buses 20 and 22. Program counter 30 can be incremented to the next higher position. Additionally, program counter 30 is loadable either by nine bits from the instruction register 26 or by an address from selecting register 24, or with an address from 8-word stack register 158. Register 24 operates as an address register and is connected to both buses (namely in the same manner as elements 34, 70 and 78: unidirectionally with bus 22 and bidirectionally with bus 20). In a simple version the loading mechanism of program counter 30 is only provided from the output of instruction register 26. In addition to the said outputs from the instruction register 26, which together form part of the control bus, other control lines not described here also form part of the latter.

Element 90 is a data memory which in this example takes the form of a read-only memory for 512 16-bit words. Furthermore, elements 36 and 102 are data-memory modules, elements 38, 92 and 114 address-computation units, and elements 66 and 78 selectors for the two buses. Registers 48, 100 and 106 belong to the address-computation units which, for the sake of brevity, will not be explained further. Additionally, some registers have, as shown (for example 88, 104, 46, 72, 74 and 34), selecting connections to the two buses. Registers 50 and 56 act as registers which may or may not be transparent. Element 58 is a 16 x 16-bit multiplication element. Element 64 is a 40-bit accumulator/adder. Element 68 is a 40-bit accumulator register. Element 78 is a bidirectionally operating selector. Element 122 is a data-processing element. Element 716 is a memory with three ports which is used as a collection of scratchpad or working memories. Furthermore, elements 80, 92, 84, 88, 130 and 132 are input/output units for communication with the outside world.

The registers have the following functions:

48 : Instantaneous address register for RAM 36 (ARA)
48 : data register at the output of RAM 36 (DRA)
106 : instantaneous address for RAM 102 (ARB)
104 : data register at output of RAM 102 (DRB)
50, 56 : two registers, working transparently or not, at the inputs of the multiplication element (MXL, MYL)
60 : product resistor (PR)
68 : accumulator register (ARC)
72, 74 : register parts for, respectively, the most significant and the least significant part of product (MSP, LSP)
70 : register for controlling the shift element 62 (BSR)
118, 120 : two registers, operating transparently or not, at the input of ALU 122 (AXL, AYL)
116 : fifteen scratchpad registers (RO ... R14)
40, 94, 108 : base-address registers (AA, RA, BA)
42, 98, 110 : shift-address registers (AS, RS, BS)
44, 98, 112 : address-masking registers (AM, RM, BM)
44, 132 : serial output registers for the two buses (SOX, SOY)
82, 130 : serial input registers for the two buses (SIX, SIY)
86 : multiplexed parallel input/output register (PO, PI)
80 : additional parallel output register (ADO).

Subject to synchronisation by a clock not indicated separately, the data processor may carry out up to 10 million machine instructions per second. This is possible because two or three instructions can be executed in parallel by means of a pipeline organisation. In this process two information buses operating
in parallel are used to speed up transport. Communication with the outside world is catered for by I/O adapter units for both serial and parallel communication. Three data memories are provided, namely two read-write memories and one read-only memory, each of which is provided with its own address-computation unit. The multiplication element 58 is combined with a 40-bit accumulator 64/68 and shift unit 62 for general purposes.

Two preferred embodiments of the invention will now be described, in which description, for the sake of brevity, only the environment of the program counter, program memory and the instruction counter will be given. For the purpose of comparison, figure 2 gives a basic block diagram of a simple example of the known solution. The elements have numbers similar to those in figure 1, so that program counter 30, program memory 28 and instruction register 26 are shown. The feedback from register 26 to program counter 30 passes via control bus 200 and multiplexer 202. Control bus 200 also conveys control signals to various kinds of elements in the data-processing apparatus, such as a data-processing element, a read-write memory and a connecting element for connection to the outside world. The width of program counter 30 is generally much smaller than that of instruction register 26 (if desired, register 26 can incorporate an output decoder in order to pass on the control bits decoded). Element 204 is an incrementer. This element may be a structural facility within the program counter, whereby the counting function is achieved with the passing-on of transfer information between succeeding counter stages. If multiplexer 202 is conducting for the top input, the program counter value will be increased by 1. If multiplexer 202 is conductive for the bottom input, program counter 30 will be loaded with new information. Control of multiplexer 202 is effected by control unit 31. This may, for example, be another finite state machine, known in its own right, which is controlled by a number of flag bits (FLGS) in order to issue the control code bit(s) CC. Thus the following functions, for example, can be performed:

- a call instruction
- a jump instruction
- a return instruction; for this purpose a register stack, not shown, is required, one output of which is connected to multiplexer 202
- a repetition instruction.

The multiplexer 202 can also be connected to the data bus (see also figure 1) in order to derive an item of information, for example from the data-processing element or from a memory. For the sake of simplicity, the control at the level of the clock-pulse cycle is not shown. The internal structure of finite-state machine 31 is not shown, either. It can also, for example, take the form of a single decoder, i.e. without a feedback mechanism as in the case in the finite-state machine in figure 3.

Figure 3 shows, in two successive levels, improvements which can be achieved in accordance with the invention. At a first level the additions are the elements 206, 208 and 218. The lower part of the figure corresponds largely to Figure 2. The multiplexer is not shown separately but the control signal LD/INCR for the program counter which selects as between loading and incrementing is. Loading in this case can be effected via either the control bus CBUS or one of the two data buses DABUS and DBBUS. The latter is a "load immediate" operation. Also shown is a loading signal LD for instruction register 26. The second input of program counter 30 is shown as CDABUS. If desired another finite-state machine like element 31 in figure 2 is provided. The control within a machine cycle is not shown. The control signals LD for elements 30 and 28 need therefore not be dependent and synchronous.

Block 206 represents a programmable logic arrangement (PLA). It sends out a condition code (CC), which in this case has the width of one bit. This bit is stored under the control of a control pulse (SHIFT) and shifted on into a shift register 208, which in this case has a bit length of three.

A parallel output of this register is connected to the comparator COMP (216). Furthermore, the parallel outputs from register 208 are fed back to inputs of programmable logic arrangement 206. This last element thus continuously forms a condition code bit which is stored under the control of successive shift pulses.

Elements 206 and 208 thus form together a (second) finite-state machine. This is also controlled by condition signals; in this case these are, for example, the value of the sign bit in an output result from the arithmetic and logic unit (SIGNLU). A second condition signal (SIGNACC) is the value of the sign bit in an output result from the accumulator (which is located at the output side of the multiplier in Figure 1).

By itself, the second finite-state machine can be implemented in a different manner. The aim is merely that a multi-bit quantity should be available for comparison at a parallel output. Thus two or more condition code bits can be issued simultaneously. The shifting can also be controlled in another manner. It can, for example, be effected by means of a limited selection from the stock of instructions. If two or more condition-code bits are emitted in parallel, they can be taken in parallel to various shift registers which receive mutually independent shift pulses. Nor is it necessary that the elements 206 and 218 receive the same bit selections. However, it is essential here for condition code bits from different successive instruction periods to be present, so that the finite-state machine can work at a more complicated level than a decoder. As stated, this limitation need not apply to the first finite-state machine 31 in Figure 2.

The instruction register 26 has several outputs. In
the first place, there are as many outputs connected to the bottom input of comparator 218 as the latter has top inputs from (here) shift register 208. A connection 224 is also connected via register RX (216) to an information bus, in this example only to information bus 222. Also, as stated, there is a connection to the control bus (CBUS). The three outputs described together form all the outputs of instruction register 26. They may or may not (partly) coincide. The application of instruction bits to data and/or control buses is described in the reference quoted and will not be explained further. Thus it is possible, by continual incrementing of program counter 30, to call up a series of successive instructions from the program memory 28 and to execute them. Additionally, the program counter can be loaded via one or more of the three buses CBUS, DABUS and DBBUS, jointly indicated symbolically as the input CDABBUS.

The expansion consisting of the finite-state machine and comparator is now used in the following manner: If the comparator 218 (which is activated by an indicated synchronisation signal) indicates that a first equality condition, e.g. "not equal", exists, then the output control signal REPL = "1" and nothing special happens, which means that the normal operation is then performed: either the instruction is executed and then the program counter is incremented or the program counter is loaded via the CDABBUS input. The validity signal VALID (not shown in the figure) has the inverse value with respect to REPL. The logic used has an "active-low" level. In the event that the second equality condition exists, e.g. "equal", then the output control signal REPL is equal to "0". This has the consequence that the program counter is then incremented and that the instruction appearing in the instruction register 26 is regarded as a dummy instruction NOP, so that it does not give rise to any data-processing operation. Next, the program counter is again incremented in the following machine cycle and the then following instruction in instruction register 26 is executed. In this way it is possible to skip an instruction, which means very rapid execution of a jump operation without a relatively time-consuming operation to load the program counter being necessary. An example of application will be given below.

Provided at a second level of expansion are a second decoding circuit, here a read-only memory XROM (210), a register RA (212) and a register RB (214). Decoding circuit 210 in this example receives the same bit as comparator 218 and arrangement 206. These three bits are decoded in order to be able to apply an item of information to one or both data buses. The information can be applied via the data bus or directly to the program counter in a "load immediate" operation, or to other elements of the data-processing apparatus. In the first case in particular, no memory access is required, which results in great speed. The use of this addition will be discussed later.

In this case, too, it is not necessary for the decoding circuit 210 to receive the same bit selection as comparator 218 and arrangement 206. It will be clear that this further expansion can also be used if there is only one information bus, and also for the application of information to a specific address if present, e.g. a memory position or a register. If circumstances so require, the meanings of the two equality conditions described can be interchanged, if desired under the control of an extra signal. It is also possible to control certain bit positions of the comparator 218 in a "don't care" mode with a specific control signal.

Figure 4 illustrates a problem to be solved, in this case the computation of an approximation of a parabolic function: \( y = x^2 \), with the aid of six coefficients A(1...3), B(1...3). Figure 5 gives a flow diagram to accompany it. In block 230 two coefficients are fetched (after the keying-in of a starting operation which, for the sake of simplicity, is not shown). In blocks 232 and 234 a detection operation determines in which range the value of \( x \) occurs. Depending on the result, two other parameter values are fetched in 236 and 238, or else a dummy operation (240) is executed. Then the value of the function itself is determined and, if necessary, used, but, for the sake of brevity, the latter will not be discussed further.

Table 1 shows the sequence of execution on the architecture in figure 2. Because of the pipelines between the program counter, the program memory and the instruction register, every jump has to be followed by a "NOP" instruction. This implementation requires 14 instructions in the program memory. The number of execution cycles may vary but is at most 10.

The solution in figure 5, first level (without decoding memory 210) can perform the same algorithm more efficiently. In principle the microcode takes the following form: <opcode> <source X> <source Y> <dest X> <dest Y> <ACU> <COND> <FSM>. The fields given in the patent application referred to respectively contain the operation code, two source elements which supply an item of data for the two information buses, two elements relating to destinations for which these two items of data are intended, and an item of information (ACU) for the address computation units. Compared with the microcode in the patent application referred to, two special fields have been added, namely COND and FSM.

a) FSM field

The FMS field can be controlled indepdendently of the rest of the instruction and parallel to it. The user can define a number of instructions, for example SHSET: shifts condition bits and puts a new CC condition code bit similar to the sign of the present ALU result

SET: as the preceding, but rewrites the condition bit C2
COUNT: shifts condition bits if CC = 1 (see below).
In order to be able to define these three instructions, the FSM field must contain at least two bits.

b) COND field
If there are three condition bits (C3, C2 and C1), then this is a field of 3 bits in which a certain code can be written, e.g. <instruction> <001>: this instruction, specified by <instruction>, will only be executed if C3 = C2 = 0 and C1 = 1.

If different choices have to be made at two or more places in a program, this field is also used to identify the respective places, which usually makes one or more extra bit positions in the field necessary. If an instruction has to be suppressed, this can be done with the REPL signal. The destination elements are then all switched to a do-nothing (NOP) condition and all arithmetic processing blocks (ALU, address-computation elements, multiplier) in the data-processing apparatus switch to the holding mode as was described for the known data-processing apparatus.

The execution is illustrated in table 2. Implementation requires 8 instructions in the program memory. The number of execution cycles is also 8.

The solution in figure 3, second level (with the second decoding circuit 210), can perform the same algorithm more efficiently. The condition bits are also used as address bits for the second decoding circuit (X-ROM). If a read operation occurs, the data end up in one or both of registers RA and RB. These are two ordinary registers forming part of the data path, i.e. controlled by the normal source-indication fields. In some cases (such as in the example) a single register (RA) may also suffice.

The execution is illustrated in table 3; the contents of decoding circuit 210 and the data memory (e.g. memory 102 in figure 1) are shown in table 4.

Tables 5, 6 and 7 show the working out of a second example for the same three solutions, namely: an array of 8 elements is given. The question is: how many elements are smaller than a certain number (U)? This example will be worked out with straight-line coding, i.e. without loops or subroutines. The first solution costs four instructions per element of the array. The second solution costs two instructions per element. The third solution costs only one instruction per element: at the end the decoding memory contains the counter reading. Shift register 208 now has room for 8 condition bits. The memory XROM contains nine words with contents as shown in table 8. The expansion of the data-processing apparatus needed for the second example can also be used for the first example, by, in the first example, giving five other bits of the register corresponding to register 218 a "don't care" status. This can be done by, for example, dividing the comparator into a left-hand part (three bits) and a right-hand part (five bits). The right-hand part would then be ignored for the first example. The equality condition can thus also imply only a partial equality/inequality.

Tables 9, 10, 11 and 12 similarly show the working out of a third example. Given: three numbers a, b and d. Required: to find the middle one of the three. For a larger number of numbers the median can likewise be found. For every possible combination of two numbers the shift register has to be able to contain one bit, hence three bits for three numbers and ten for five numbers and a total of \( \frac{1}{2} n(n-1) \) for \( n \) numbers.

Here again, it can be said that, if the capacity of the shift register or the address length of the decoding circuit XROM is sufficient, all the examples stated can be implemented.

For each of the three problems I, II and III shown and for each of the three solutions A, B and C, table 13 gives first the necessary number of instructions and then the number of machine cycles necessary for implementation.

In order to show how powerful this architecture is for taking decisions, the third example can be expanded to make a median filter. A continuous stream of input samples then arrives (namely a, b, c, d, ...) and every so often, an output sample has to be computed which is equal to the middle value of the last three samples to arrive. The use of the shift register for the condition bits will prove very useful here. The program is shown in table 14.

The components described can be embodied in various ways. The decoding circuit (206 and 210 in figure 3), for example, can take the form of a programmable logic arrangement (PLA or FPLA), as a PROM, ROM or RAM, or even as wild logic.

NOTES ON THE TABLES:
Table 3, line 3: for performance reasons an extra cycle is inserted here;
line 4: use in hold register RA as direct address for the data RAM. The read operation thereafter may then be A1, A2, or A3; tables 5 and 6: "TELLER" is counter.

Claims

1. A data processing apparatus, comprising a processor, a read-write memory, and an interface element all interconnected by a data bus (20, 22; 220, 222); furthermore an interconnected sequence of a program counter (30), a program memory (28), and an instruction register (28), the latter feeding a control bus (200) leading to processor, read-write memory and interface element, said interconnected sequence having increment means (204) for in a first mode incrementing the program counter and load control means for in a second mode loading the program counter with a jump address, characterized in that a feedback finite-state machine (206, 208) is provided which has a multibit wide input and a multibit wide output from an output register, at least a part of
said output being retrocoupled to said input in combination with at least one further signal (207) from the control bus, in that a comparator (218) is provided that is fed on the one hand by said output register by a multibit condition code (C0, C1, C2), elements of which have been generated in at least two different successive machine cycles, and on the other hand by the instruction register, in that a first condition (unequal) in the comparator controls (execution of the current instruction, and in that a second condition (equal) in the comparator invalidates the current instruction as a no-operation instruction (NOP), for allowing activation of a next following instruction.

2. An apparatus as claimed in Claim 1, characterized in that said finite state machine has an input decoding circuit (206) feeding said output register, said input also receiving a sign signal (207) from the processor.

3. An apparatus as claimed in Claim 1 or 2, characterized in that said output register (208) also addresses a second decoding circuit (210) which feeds said data bus.

4. A data-processing apparatus as claimed in Claim 3, in which control elements are incorporated in order to couple an output of the said second decoding circuit in a loading operation with a data input of the program counter.

5. A data-processing apparatus as claimed in any of Claims 1 to 4, in which the apparatus is designed as a signal processor mounted on a signal substrate element (chip) and the said processor includes a separate multiplier and a separate arithmetic and logic unit which are coupled with the data bus and with the control bus.

Ansprüche

1. Datenverarbeitungsanlage mit einem Prozessor, einem Schreib/Lese-Speicher und einem Schnittstellenleiter, die alle durch einen Datenbus (20, 22 ; 220, 222) miteinander verbunden sind, außerdem mit einer untereinander verbundenen Folge eines programmzählers (30), eines Programmspeichers (28) und eines Befehlsregisters (26), das einen Steuerbus (200) nach dem Prozessor, dem Schreib/Lese-Speicher und dem Schnittstellenleiter speist, wobei diese untereinander verbundene Folge Erhöhungsmedium (204) zum Erhöhen des Programmzählers in einer ersten Betriebsart sowie Ladungssteuermittel zum Laden des Programmzählers in einer zweiten Betriebsart mit einer Sprungadresse enthält, dadurch gekennzeichnet, daß ein endlicher Rückkopplungsautomat (206, 208) vorgesehen ist, der einen mehrbitbreiten Eingang und einen mehrbitbreiten Ausgang von einem Ausgangsregister enthält, wobei wenigstens ein Teil dieses Ausgangs nach diesem Eingang in Kombination mit wenigstens einem weiteren Signal (207) aus dem Steuerbus zurückgekoppelt wird, daß ein Komparator (218) vorgesehen ist, der einerseits vom Ausgangsregister mit einem Mehrbitbedingungscode (C0, C1, C2) von dem Elemente in wenigstens zwei verschiedenen aufeinanderfolgenden Automenzyklen erzeugt wurden, und andererseits vom Befehlsregister gespeist wird, daß eine erste Bedingung (ungleich) im Komparator die Durchführung des laufenden Befehls steuert, und daß eine zweite Bedingung (gleich) im Komparator den laufenden Befehls als einen Nichtoperationsbefehl (NOP) zum Ermöglichen der Aktivierung eines folgenden Befehls ungültig macht.

2. Anlage nach Anspruch 1, dadurch gekennzeichnet, daß der endliche Automat eine Eingangsdekodierschaltung (206) enthält, die das Ausgangsregister speist, wobei der Eingang auch ein Zeichensignal (207) aus dem Prozessor empfängt.

3. Anlage nach Anspruch 1 oder 2, dadurch gekennzeichnet, daß das Ausgangsregister (208) auch eine zweite Dekodierschaltung (210) adressiert, die den Datenbus speist.


5. Datenverarbeitungsanlage nach einem der Ansprüche 1 bis 4, wobei die Anlage als Signalprozessor ausgelegt ist, der auf einem Signalsubstratlement (Chip) angebracht ist, und daß dieser Prozessor einen getrennten Vervielfacher und eine getrennte ALU-Einheit enthält, die mit dem Datenbus und mit dem Steuerbus verbunden sind.

Revendications

1. Appareil de traitement de données, comprenant un processeur, une mémoire vive et un élément d'interface, tous interconnectés par un bus de données (20, 22 ; 220, 222), ainsi qu'une séquence interconnectée d'un compteur de programme (30), d'une mémoire de programme (28) et d'un registre d'instruction (26), ce dernier alimentant un bus de commande (200) aboutissant au processeur, à la mémoire vive et à l'élément d'interface, la séquence interconnectée comportant un moyen d'incrémentation (204) pour, dans un premier mode, incrémenter le compteur de programme, et un moyen de commande de chargeur, dans un second mode, charger le compteur de programme d'une adresse de sauvegarde, caractérisé en ce qu'il est prévu un automate d'états finis à la réaction (206, 208) qui comporte une entrée de largeur multibit et une sortie de largeur multibit d'un registre de sortie, au moins une partie de la sortie étant rétrocoupée à l'entrée en combinaison avec au
moins un autre signal (207) du bus de commande, en ce qu'il est prévu un comparateur (218) qui est alimenté, d'une part, par le registre de sortie par un code d'état multibit (C0, C1, C2), dont des éléments ont été produits dans au moins deux cycles machine successifs différents, et, d'autre part, par le registre d'instruction, en ce qu'un premier état (égal) dans le comparateur commande l'exécution de l'instruction en vigueur et en ce qu'un second état (égal) dans le comparateur invalide l'instruction en vigueur comme une instruction d'opération inefficace (NOP) afin de permettre l'activation d'une instruction immédiatement suivante.

2. Appareil suivant la revendication 1, caractérisé en ce que l'automate d'états finis comporte un circuit décodeur d'entrée (208) alimentant le registre de sortie, l'entrée recevant également un signal de signe (207) du processeur.

3. Appareil suivant la revendication 1 ou 2, caractérisé en ce que le registre de sortie (208) adresse également un second circuit décodeur (210) qui alimente le bus de données.

4. Appareil de traitement de données suivant la revendication 3, dans lequel des éléments de commande sont prévus pour coupler une sortie du second circuit décodeur dans une opération de chargement à une entrée de données du compteur de programme.

5. Appareil de traitement de données suivant l'une quelconque des revendications 1 à 4, qui est conçu comme un processeur de signal monté sur un élément formant substrat pour le signal (puce) et le processeur comprend un multiplicateur séparé et une unité arithmétique et logique séparée qui sont couplés au bus de données et au bus de commande.
fetch A2  
fetch B2  
X = X1, set CC  
if CC = 0 goto '1'  
nop  
fetch A1  
fetch B1  
goto 'end'  
nop  

1 X = X2, set CC  
if CC = 1 goto 'end'  
nop  
fetch A3  
fetch B3  
end continue

**TAB. 1**

| X = X1 | SET | : set C1 |
| X = X2 | SHSET | : set C2 and shift C1 |

**TAB. 2**

| X = X1 | SET | : set C1 |
| X = X2 | SHSET | : set C2 en shift C1 |

**TAB. 3**
<table>
<thead>
<tr>
<th>add(C2,C1)</th>
<th>cont</th>
<th>add</th>
<th>dat</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0</td>
<td>4</td>
<td>0</td>
<td>A1</td>
</tr>
<tr>
<td>0 1</td>
<td>2</td>
<td>1</td>
<td>B1</td>
</tr>
<tr>
<td>1 0</td>
<td>0</td>
<td>2</td>
<td>A2</td>
</tr>
<tr>
<td>1 1</td>
<td>2</td>
<td>3</td>
<td>B2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>A3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>B3</td>
</tr>
</tbody>
</table>

**TAB. 4**

TELLER = 0

X(1) - U , set CC

if CC = 0 goto 1

nop

inc TELLER

X(2) - U , set CC

if CC = 0 goto 2

nop

inc TELLER

1  ... 

... 

7 X(8) - U , set CC

if CC = 0 goto 8

nop

inc TELLER

8 continue

**TAB. 5**
TELLER = 0
X(1) - U , SET C1
inc TELLER , cond < 0 >

1 X(2) - U , SET C1
inc TELLER , cond < 0 >

2 ...

...

7 X(8) - U , SET C1
inc TELLER , cond < 0 >

8 continue

TAB. 6

X(1) - U , COUNT
X(2) - U , COUNT
X(3) - U , COUNT
X(4) - U , COUNT
X(5) - U , COUNT
X(6) - U , COUNT
X(7) - U , COUNT
X(8) - U , COUNT
read X-ROM

TAB. 7

<table>
<thead>
<tr>
<th>add</th>
<th>dat</th>
</tr>
</thead>
<tbody>
<tr>
<td>00000000</td>
<td>0</td>
</tr>
<tr>
<td>00000001</td>
<td>1</td>
</tr>
<tr>
<td>00000011</td>
<td>2</td>
</tr>
<tr>
<td>00000111</td>
<td>3</td>
</tr>
<tr>
<td>00001111</td>
<td>4</td>
</tr>
<tr>
<td>00011111</td>
<td>5</td>
</tr>
<tr>
<td>00111111</td>
<td>6</td>
</tr>
<tr>
<td>01111111</td>
<td>7</td>
</tr>
<tr>
<td>11111111</td>
<td>8</td>
</tr>
</tbody>
</table>

TAB. 8
a - b, set CC
if CC = 1 goto 1
nop
b - d, set CC
if CC = 1 goto 2
nop
read b
goto 'end'
nop

2 a - d, set CC
if CC = 1 goto 3
nop
read d
goto 'end'
nop

3 read a
goto 'end'
nop

1 b - d, set CC
if CC = 1 goto 4
nop
a - d, set CC
if CC = 1 goto 5
nop
read a
goto 'end'
nop

5 read d
goto 'end'
nop

4 read b
end continue

TAB. 9
a - b , SET       : set C1
b - d , SHSET    : shift C1 and set C2
a - d , SHSET    : shift C1 and C2 and set C3
read b , cond < -11 >
read d , cond < 101 >
read a , cond < 001 >
read a , cond < 110 >
read d , cond < 010 >
read b , cond < 00 >

TAB. 10

a - b , SET       : set C1
b - d , SHSET    : shift C1 and set C2
a - d , SHSET    : shift C1 and C2 and set C3
read X-ROM
RA → ACU , read data RAM

TAB. 11

<table>
<thead>
<tr>
<th>X-ROM</th>
<th>data RAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>add (C3,C2,C1)</td>
<td>cont</td>
</tr>
<tr>
<td>0 0 0</td>
<td>2</td>
</tr>
<tr>
<td>0 0 1</td>
<td>1</td>
</tr>
<tr>
<td>0 1 0</td>
<td>3</td>
</tr>
<tr>
<td>0 1 1</td>
<td>2</td>
</tr>
<tr>
<td>1 0 0</td>
<td>2</td>
</tr>
<tr>
<td>1 0 1</td>
<td>3</td>
</tr>
<tr>
<td>1 1 0</td>
<td>1</td>
</tr>
<tr>
<td>1 1 1</td>
<td>2</td>
</tr>
</tbody>
</table>

TAB. 12
A  B  C
I  14  8  5
II 4  2  1
III 32  9  5

A  B  C
I 10  8  5
II 4  2  1
III 12  9  5

TAB. 13

a→Ram(1)
- a + b , b→Ram(2) , SHSET : set C1
      c - b , c→Ram(3) , SHSET : shift and set C2
read a
- a + c , , SHSET : shift and set C3
read X-ROM
      read OUT1
d - c , d→Ram(4) , SHSET : shift and set C4
read b
- b + d , , SHSET : shift and set C5

TAB. 14