A computer implemented method for generating a response to a join. Two tables are divided into fragments. A join fragment map identifies, for each respective fragment from the first table, the fragments from the second table which contain a record that satisfies the join predicate with a record from the respective fragment from the first table. The map is used to eliminate fragments which cannot satisfy the join predicate.

Claim

1. A computer implemented method for generating a response to a join having a join predicate between a first table having a first plurality of fragments and a second table having a second plurality of fragments, the method comprising:

   retrieving a join fragment map that, for each respective fragment from the first table, identifies the fragments from the second table which contain a record that satisfies the join predicate with a record from the respective fragment from the first table; and

   using the map to eliminate fragments which cannot satisfy the join predicate.
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INVENTION TITLE:

Method and apparatus for performing a join query in a database system

The following statement is a full description of this invention, including the best method of performing it known to me/us:
The present invention relates generally to database systems, and more particularly to methods and apparatus for the processing of queries having join predicates by database systems.

A database is a collection of information. A relational database is typically illustrated as one or more two-dimensional tables. Each table arranges items and attributes of the items in rows and columns. Each table row corresponds to an item (referred to as a record), and each table column corresponds to an attribute of the item (referred to as a field). In a relational database a collection of tables can be related to each other through a common attribute or "key". The common key enables information in one table to be automatically cross-referenced to corresponding information in another table.

A complex search may be performed on a database with a "query". A query includes one or more predicates to specify the information for a database system to retrieve from the database. A join query is a query which requests information from more than one table. For example, in a database which stores customer information in one table and credit card transactions in another table, a join query may request the transactions in which customers made a purchase in the same state as their residence. A join query must include at least one join predicate to specify the criteria to select records from the two tables (e.g., that the state of residence of the customer be the same as the state in which the
transaction occurred). A join query may also include one or more single-table predicates to select records from the individual tables.

To perform a join query, a conventional database system examines every record in the second table for each record in the first table to determine whether any records satisfy the join predicate. Such records may be said to "match." The database system then constructs a query table from the matching records.

In many circumstances, conventional database operations may be unacceptably slow when performing a join query. Several techniques have been developed to reduce the time required to process join queries. One technique to improve the performance of a join query is to reduce the amount of data searched by the database system. In particular, records that cannot satisfy the join predicate should be eliminated from both tables of the query.

An example of such a technique may be illustrated with the following query:

```
SELECT * FROM R, S
WHERE R.r = S.s
and R.r < 10;
```

[Example 1]

This query attempts to find all records that satisfy the join predicate \( R.r = S.s \).

Since records from Table R must also satisfy the predicate \( R.r < 10 \) and since \( R.r \) must equal \( S.s \), by applying the algebraic rule of transitivity, the database system can determine that matching records of Table S must also satisfy the condition \( S.s < 10 \).

After deducing the predicate on S, the database system may apply the predicate to eliminate records from the scan of S that cannot possibly contribute to the result of the join.
Fragmentation is another technique used to increase the processing speed of queries. Fragmentation breaks a table into horizontal sections called fragments. After fragmentation, the table consists of a collection of fragments.

A fragment contains a set of records. The criteria for storing a record in a fragment is defined by the user and is known as the 'fragmentation scheme.' It is possible for a fragment to be empty if none of the records satisfy the criteria.

A 'scan' is the process of reading a fragment of a table. Fragments may be stored independently on separate disks or on separate nodes in a cluster or network architecture. Logically, all fragments may be scanned simultaneously, thereby increasing the overall rate at which the complete table can be read. By definition, to read more than one fragment simultaneously, the database system must use multiple scan operators.

'Fragment elimination' is a process by which the database system can identify fragments from a table that cannot participate in the result of the query and remove those fragments from consideration. An example of fragment elimination may be illustrated with the following query:

```
SELECT * FROM R where R.month = "September"  [Example 2]
```

Assume that Table R has 12 fragments -- one for each month of the year -- and that the R.month column identifies the fragment for each record in Table R. For example, fragment #1 contains all records whose R.month value is "January", fragment #2 contains all records whose R.month value is "February," and so on.

Using the query in Example 2 and the fragmentation scheme, the database system is able to eliminate all but three fragments, namely fragments #10-#12, corresponding to records whose R.month value is "October", "November"
or "December". The eliminated fragments #1-#9 cannot possibly return records satisfying the query and need not be scanned. Thus, fragment elimination allows the database system to scan three fragments instead of all twelve.

Summary of the Invention

In one aspect, the invention is directed to a computer implemented method for generating a response to a join. The join has a join predicate between a first table having a first plurality of fragments and a second table having a second plurality of fragments. A join fragment map is retrieved. The join fragment identifies, for each respective fragment from the first table, the fragments from the second table which contain a record that satisfies the join predicate with a record from the respective fragment from the first table. The map is used to eliminate fragments which cannot satisfy the join predicate.

Among the advantages of the invention are the following. The join query may be performed quickly, and the performance of other similar join queries may be improved for all users on the system.

Additional advantages of the invention will be set forth in the description which follows, and in part will be obvious from the description, or may be learned by practice of the invention. Advantages of the invention may be realized and obtained by means of the instrumentality and combinations particularly pointed out in the claims.

Brief Description of the Drawings

The accompanying drawings, which are incorporated and constitute a part of the specification, schematically illustrate the invention and, together with the general
description given above and the detailed description
given below, serve to explain the principle of the
invention.

Figure 1 illustrates a general purpose computer
system programmable in accordance with the invention and
including a relational database.

Figures 2A and 2B illustrate tables of the
relational database of Figure 2.

Figures 3A and 3B illustrate fragment maps of the
tables of Figures 3A and 3B, respectively.

Figure 4 illustrates a join map in accordance with
the present invention.

Figure 5 illustrates a bitmap derived from the
join map of Figure 5.

Figure 6 illustrates the components of a database
management system.

Figure 7 is a flow diagram of the processing of a
join query.

Figures 8, 9, and 10 are a flow diagram of a
method of optimizing a join query in accordance with the
present invention.

Figures 11 and 12 are a flow diagram of a method
of generating a join bitmap in accordance with the
present invention.

Figure 13 is a flow diagram of a method of
executing a query in accordance with the present
invention.

**Detailed Description**

The present invention provides a method and
apparatus embodying what will be referred to as "Co-
Fragment Elimination", by which a database system can
optimize the processing of a join by eliminating
fragments from one table using information from another
table. As used in the specification and claims, the term "table" is used to denote any collection of records.

A join, in its most general form, is an operation that collects information from two or more tables. This is done by specifying one or more join predicates that combine information from records of the tables involved. For example, a general single predicate join between two tables R and S, can be specified by the following query:

```
SELECT R.all, S.all
FROM R, S
WHERE f(r) relop g(s)
```

where \( f(r) \) denotes any function derived from the fields of a record \( r \) of \( R \), \( g(s) \) denotes any function derived from the fields of a record \( s \) of \( S \), and \( \text{relop} \) is any one of \( =, !=, <, <=, >, >= \). The join predicate in the above query is \( f(r) \, \text{relop} \, g(s) \).

\( f(r) \) can be as simple as \( R\.state \) or something much more complex that is any function of one or more columns of \( R \).

The result of a join operation may be returned directly to a user or may be further processed before it is returned to a user. Such subsequent processing of join output may also be used for purposes of updating, inserting or deleting other data records in a database. The present invention applies to all such activities based upon the output of a join.

Referring to Figure 1, a general purpose computer system 10 runs programs enabling a user to view and perform queries on data in a database. The computer system 10 includes a digital computer 12 (such as a personal computer or a workstation), a display 14, a mass storage device 16 (such as a floppy-disk drive, a hard-disk drive, a CD-ROM drive, or a magneto-optical disk drive), a keyboard 18, and a mouse 20 or other pointer device (such as an input tablet). The computer 12 is of conventional construction and includes a memory 22, a
processor 24, and other customary components, such as a memory bus and a peripheral bus (not shown). The computer 12 also includes communications hardware and programs (not shown) by which the computer system 10 may be connected over a communications link (not shown) to other computers (not shown) to form a computer network.

The computer system 10 includes a database 30 for storing and processing data. The database 30 may be centralized on a single computer, or it may be distributed across the computer network. Typically, the database 30 will be managed by a database management system 38 running on a computer linked to the database, either permanently or transiently, although in this illustration the database management system is shown as running on the computer 12.

The invention will be illustrated using a database configured to store information for a credit card company. The database 30 is a relational database with a customer table ("Table R") 32 and a transaction table ("Table S") 34. In addition, the database 30 includes a join fragment map 36 bitmap (discussed below with reference to Figures 5-6). The database 30 may also include other resources, such as rules for interacting and manipulating objects, index tables, and interpreters to execute query requests (not shown).

Referring to Figure 2A, the customer table 32 includes a record 40 for each customer. Each record 40 includes a customer number field (R.number) 42, a customer name field (R.name) 44, one or more customer address fields, including a customer state field (R.state) 46, and a credit card expiration month field (R.month) 48. The customer table 32 is partitioned into twelve fragments, one for each expiration month. Each fragment contains records only for its expiration month.
Referring to Figure 2B, the transaction table 34 includes a record 50 for each credit card transaction. Each record 50 includes a transaction number field (S.number) 52, a merchant name field (S.name) 54, a merchant state field (S.state) 56, a transaction date field (S.week) 58, and a customer number field (S.rnumber) 59. The customer number fields 42 and 59 may be used as keys to link Table S to Table R. For these illustrations, the transaction table 34 is fragmented into fifty-two fragments, each fragment containing the records for transactions having a transaction date in one of the fifty-two weeks of the year.

Returning to Figure 1, a user (a human or a program) may submit a join query to retrieve information from the database 30. For example, the user may query the database 30 to list records in which the customer state field R.state and the transaction state field S.state have the same value. Now consider the following query:

```
SELECT * FROM R, S
WHERE R.month > "September"
AND R.state = S.state
```

[Example 3]

As discussed with reference to the query of Example 2, the database system can eliminate nine fragments from Table R by applying known single-table techniques.

To eliminate other fragments, the database system generates or accesses the join fragment map 36. The join fragment map 36 indicates which fragments from the two tables do not contain records which can satisfy the join predicate and need not be searched during the query execution. Thus, the join fragment map is specific both to the content of the database and the join predicate. If the content of the database changes, the join fragment map may become invalid. The join fragment table 36 may
be stored as a bitmap, as multiple field-fragment maps, or as a fragment-fragment map or other data structure that indicates which pairs of fragments do not contain records that can satisfy the join predicate. The join fragment map may be composed from two field-fragment maps 60 and 70 (see Figures 3A and 3B) for the two tables in the query. The join fragment map may be implemented in a database system using a relational, hierarchical, object-oriented, or non-relational database.

Referring to Figure 3B, the database system 30 generates or accesses a field-fragment map 70. The field-fragment map 70 indicates which fragments from Table S contains records from which states. The field-fragment map 70 includes an entry 72 for each state. Each entry 72 matches a particular state 74 to a list 76 of fragments from Table S that contain records that match the state. For example, field-fragment map 70 includes a list of fragments from Table S that contain records with S.state = "CA", a list of fragments that contain records with S.state = "AZ", and so on. Since there are fifty states, there would be fifty entries 72, some of which may be empty, in the field-fragment map 70. Each list 76 will contain at most fifty-two fragment numbers because there are fifty-two fragments in Table S.

Referring to Figure 3A, the database system 30 generates or accesses a similar field-fragment map 60 for Table R. The field-fragment map 60 also includes an entry 62 for each state. Each entry 62 matches a particular state 64 to a list 66 of fragments from Table R that contain records that match the particular state. There should be fifty entries 62, some of which may be empty, but each list 66 will contain at most twelve fragment numbers because there are only twelve fragments in Table R.
Referring to Figures 3A and 3B, by reading the first row of the field-fragment maps 60 and 70 together, the database system may determine that some records from certain fragment numbers (4, 5, 9 and 12) of Table R will be match some records from certain fragment numbers (2, 4, 7, 27 and 39) of Table S. Similarly, by reading from the second row of each map, the database system may determine that records from certain fragment numbers (1, 2, 7, 9 and 11) of Table R will match records from certain fragment numbers (5, 7, 27, 30, 31 and 45) of Table S.

Referring to Figure 4, the join fragment map may be composed of a single fragment-fragment map 80, formed by combining the two fragment maps 60 and 70. The fragment-fragment map may be created by eliminating the state columns 64 and 74 from the two field-fragment maps. The fragment-fragment join map 80 will contain twelve entries 82, i.e., one entry for each fragment of Table R. Each entry 82 will include a list 86 of fragment numbers from Table S that contain records that satisfy the join predicate with records from the associated fragment 84 of Table R. For example, the first entry has a list of fragments (5, 7, 27, 30, 31, 45) from Table S that contain records that satisfy the join predicate with one or more records from fragment #1 of Table R. In this illustration, the fragment-fragment map 80 was generated by combining only the first two rows of the two field-fragment maps 60 and 70.

Referring to Figure 5, the fragment-fragment map 80 can be transformed into a bitmap 90. Instead of a list of fragment numbers, the bitmap 90 includes a row 92 for each fragment of Table R and a column 94 for each fragment of Table S. In the bitmap 90, an "on" bit (shown as shaded in the Figure) denotes that some record in the fragment of Table S will join with the
corresponding fragment of Table R. The bitmap 90 may be compressed, for example, by run-length encoding or other techniques.

The bitmap 90 can be used to eliminate fragments from either table involved in the join query, as will be described in terms of the present example and the query of Example 3. Using the single-table predicate (R.month > "September"), fragments #1-#9 of Table R are eliminated. From the bitmap 90, certain remaining fragments of Table R, such as fragment #10, can be eliminated because they do not contain records that would satisfy the join predicate with records from any fragment of Table S. Similarly, the bitmap 90, shows that certain fragments of Table S do not contain records that would match records in fragments #10-#12 of Table R. For example, fragments #1, #3, #6, #8-#26, #28-#29, #22-#38, #40-#44 and #46-#52 of Table S cannot contribute any records which will satisfy the join predicate. Therefore, using the bitmap 90, the database system can eliminate all but two fragments from Table R and all but nine fragments from Table S.

After co-fragment elimination, the database system has to search only nine fragments of Table S for each record in the two fragments of Table R. In contrast, in the prior techniques, all fifty-two fragments of Table S would be searched for each record in three fragments of Table R. The commonly used join methods are the hash join method, the sort merge join method, and the nested loops methods. The latter may be performed with or without an index. Our invention applies to any join method. For purposes of the claims, the term "searching" does not imply the use of one particular join method.

The bitmap 90 is reversible. That is, fragments eliminated from Table S (based on single-table predicates) can be used, with the bitmap 90, to eliminate
fragments from Table R that join only with the eliminated fragments of Table S.

The bitmap 90 can also be used at the execution of the query to dynamically eliminate fragments. Again referring to the query of Example 3, after optimization, the database system has eliminated all but two fragments from Table R and all but nine fragments of Table S. In prior techniques, the join operator would read each record of Table R from the three fragments and scan each of the remaining nine fragments of Table S for records which satisfy the join predicate. However, for any particular record in Table R, not all nine fragments of Table S need be searched. The bitmap shows that a record from Table R fetched from fragment #11 can only find matches in six of the nine remaining fragments of Table S, namely fragments #5, #7, #27, #30, #31 and #45. Therefore, for this particular record from Table R, only six fragments of Table S need be scanned. Similarly, if the record fetched from Table R is from fragment #12, then only five fragments from Table S need be scanned, namely fragments #2, #4, #7, #27 and #39.

The creation of a bitmap can be triggered in a number of ways. The query optimizer can decide to create the bitmap as a query processing strategy. A user can explicitly create a bitmap using the data definition language for a given database in similar fashion to the creation of an index. The database system can implicitly create a bitmap when a foreign key relationship is specified as an integrity constraint. The system can exhaustively search for joins between tables that yield sparse bitmaps.

In all of these cases, the system can use sampling to verify the expected sparseness of a resulting bitmap. The sparseness is the percentage of bits that are turned
on in a bitmap indicating fragments from two tables that have matching tuples.

To generate (or build) the bitmap 90, the database system executes a 'simplified query' based on the original query. The simplified query contains the same join predicate as the original query, but none of the single-table predicates. For example, the simplified query for the query of Example 3 is:

```
SELECT R.fragment#, S.fragment# FROM R, S
WHERE R.state = S.state
```

Executing the simplified query returns the corresponding fragment numbers from each table that contain matching records. The bitmap 90 may be generated directly, without generating the intermediate join map 80 described above. Various techniques may be used to increase the speed with which the simplified query is executed. Preferably, the necessary fields of the records from the first or second table are retrieved from the leaves of a table index rather than from the table itself. In addition, column indices can be used, if they exist. As another example, information from the fragmentation scheme may be used. Under certain implementations of the simplified query, once a match has been made between fragments from the two tables, other records need not be searched for the same match.

The creation of a bitmap may be aborted if the bitmap becomes too full, i.e., non-sparse, indicating that records from a fragment of the first table have corresponding matching records in a large percentage of the fragments from the second table.

Sampling is used on both the first and second table for purposes of building the bitmap to arrive at an early determination of whether the bitmap will be sufficiently sparse.
The bitmap may be stored only in volatile memory as opposed to being stored in the non-volatile metadata for a database.

There is a performance cost to building the bitmap. Specifically, there is a cost to executing the simplified query and storing the resulting bitmap. Therefore, the database system must decide whether the bitmap can provide a sufficient gain in performance to warrant the cost of building the bitmap. Generally, the bitmap can provide the greatest benefit if it can be used more than once, for example, in subsequent queries.

Whenever a bitmap is created, if the bitmap is not sufficiently sparse by comparison to a system threshold, the system persistently remembers that fact in the metadata definition of a database to avoid unnecessary subsequent attempts to recreate the bitmap.

The fragment join map may be used when the user explicitly fragments the data so as to make the map sufficiently sparse. It can also be used if the data between two tables is implicitly 'correlated' so as to result in a sufficiently sparse co fragmentation map.

The database system needs a different bitmap for each combination of tables, columns, and join predicates. For example, one would need separate bitmaps for the following two queries:

```
SELECT * FROM R, S WHERE R.state = S.state  [Example 5]
SELECT * FROM R, S WHERE R.state < S.state   [Example 6]
```

However, the same bitmap can be used if the query uses the same join predicate but includes different single-table predicates.

If the query includes multiple join predicates, then a fragment join map may be generated for each sample join in the multiple join map. For example, if the query was:

```
SELECT * FROM R, S
```

[Example 7]
WHERE R.state = S.state and R.name = S.name
then one fragment join map would be generated using a
simple query with R.state = S.state and another fragment
join map would be generated using a simple query with
R.name = S.name.

In addition, bitmaps of simple join predicates can
be combined to generate the bitmap for a multiple join
query. In this illustration predicate P1 is R.state =
S.state and predicate P2 is R.name = S.name. The bitmap
for the query
SELECT * FROM R,S WHERE P1 and P2
[Example 8]
can be generated by a logical AND to the bitmaps for P1
and P2. Similarly, the bitmap for the query
SELECT * FROM R,S WHERE P1 or P2
[Example 9]
can be generated by applying a logical OR to the bitmaps
for P1 and P2.

In general, the database can handle multiple join
predicates. For example, if the query is:
SELECT R.all, S.all
FROM R, S
WHERE f1(r) rlopl g1(s) and/or
  f2(r) rlopl2 g2(s) and/or
  ...
  ...
  ...
  fn(r) rlopl gn(s)
then the database system can build one fragment join map
for all the n predicates combined, or it can build n
individual fragment join maps, one for each join
predicate, or any intermediate combination of fragment
join maps between these two extremes. However, if the
database system builds a bitmap corresponding to two or
more predicates, then that bitmap can only be used for a
query that includes the same predicates. That bitmap
cannot be used if the query has a smaller number of
predicates. Thus for maximum utility it might be beneficial to build one fragment join map for each single join predicate. These individual join fragment maps may be ANDed or ORed as dictated by the query.

Co-fragment elimination may also be performed on joins on three or more tables, such as

SELECT * FROM R,S,T WHERE R.a = S.a = T.a  

[Example 10]

which is the same as the query

SELECT * FROM R,S,T WHERE R.a = S.a AND S.a = T.a

In the illustration of Example 10, B1 will be the bitmap for "R.a = S.a" and B2 will be the bitmap for "S.a = T.a".

As discussed above, bitmap B1 can be used to eliminate fragments from Tables R and S, and bitmap B2 can be used to eliminate fragments from Tables S and T.

Two techniques may be used to reduce fragments between Tables R and T. In the first technique, a bitmap B3 is constructed by combining the bitmaps B1 and B2. This technique is similar to combining join maps to construct bitmaps. Then bitmap B3 can be used to reduce R and T.

In the second technique, the fragments eliminated from Table S (due to bitmap B2) can be used to eliminate fragments from Table R again. In general, the database system would begin by using single-table fragment elimination to eliminate fragments from Tables R, S and T independently. Then bitmap B1 is used against Table R to eliminate fragments from Table S, and bitmap B2 is used against Table S to eliminate fragments in Table T. Then the database system uses the newly eliminated fragments in Table T to reduce Table S again, and then it uses the newly eliminated fragments in Table S to reduce Table R again. The database system continues to repeat this procedure until no more fragments can be eliminated from any table.
The database system should pick the former procedure if join queries between Tables R and T are common since that procedure results in generating bitmap B3 (without explicitly building it using a "simplified bitmap query") which can be stored and used later. On the other hand, the database system should pick the latter procedure if the join queries between Tables R and T are relatively rare and do not warrant the overhead of maintaining bitmap B3.

Since the join fragment map is generated from the result of an actual join query, i.e., since the map depends upon the actual data in the tables, its usefulness is diminished or even destroyed when the underlying tables are modified.

If records have been deleted from one or both tables, the bitmap can still be used. Performance may be less than ideal as the database system may search fragments that no longer have matching records.

If records have been added or updated in one or both tables, the integrity of the bitmap may be destroyed. If the added or modified value now qualifies the fragment as one that contains matching records whereas prior to the update the fragment did not qualify, the integrity of the bitmap has been violated. Thus, the database system must assume that the integrity of the bitmap is violated any time that records are added or updated unless the system checks the predicate against the modified or new records.

When an update occurs that would invalidate a bitmap, the system can decide to incrementally update and maintain the integrity of the bitmap. Alternately, the system can decide to invalidate the bitmap and recreate it. Such recreation of a bitmap can either be accomplished immediately, at the next instance when the
bitmap is deemed necessary by the optimizer or as a result of a specific, manual command by a user. When the integrity of the bitmap is destroyed, it needs to be restored before it can be used in future queries. As previously mentioned, there are costs to modifying bitmap 90, and there are costs to discarding and recreating it. The database system may estimate the time required to either modify or recreate the bitmap to select the better of the two alternatives. For example, where small incremental changes have been made to the database, it is likely that the bitmap will be modified, whereas if a large number of changes have been made in the database, the bitmap will be recreated.

Referring to Figure 6, the database system includes several software subsystems including an optimizer 110, a bitmap generator 170, a dictionary manager 190, and an executor 200. The subsystems interact to create and use the bitmap.

The optimizer 110 recognizes the need for a bitmap to perform co-fragment elimination, triggers an event that causes the bitmap to be built, and uses the bitmap to eliminate fragments. The bitmap generator 170 formulates a query to generate the bitmap, executes the simplified query and collects the fragment numbers from the result, and generates the bitmap from the collected fragment numbers. The dictionary manager 190 saves the bitmap in a globally accessible non-volatile storage to allow other queries and users access, and provides the bitmap to the optimizer upon request. In addition, the dictionary manager 190 marks the bitmap as invalid if data modification occurs to one or both of the underlying tables which invalidates the previous bitmap. The executor 200 uses the bitmap to perform dynamic co-fragment elimination during execution of the join query.
Fragment Elimination", by which a database system can optimize the processing of a join by eliminating fragments from one table using information from another

Referring to Figure 7, the method 100 used by the database system to process a query from a user is shown. First, the database system optimizes the query (step 102), as discussed below with reference to the optimizer. Then, the database system scans the active fragments of one of the tables (step 104). If possible, the database system should scan the fragments simultaneously. A join query is executed for each record received during the scan, (step 106). Once execution of the join query is complete, the processing is done.

Referring to Figure 8, the optimizer performs single-table fragment elimination on both tables R and S using the single-table query predicate (step 112), as previously discussed with reference to Example 2.

Then the database system determines whether or not a new bitmap should be generated (step 114). The user may force the database system to generate a bitmap by inserting a command or by setting a default. Alternatively, the user may allow the database system to determine whether a bitmap should be generated. In this case, the database system determines if the cost of building the bitmap is worth the benefits. Specifically, using conventional techniques, the computer system estimates the length of time to run a simplified query, generate the bitmap, store the bitmap, and execute the query using the bitmap, and compare that time to an estimated length of time to perform the query without the bitmap.

If a bitmap is needed, then the database management system determines whether a bitmap is available for the query (step 115). A bitmap may be considered available only if it was generated by a join predicate that exactly matches the join predicate of the current query, and the integrity of the bitmap has not been violated. If a bitmap is needed, then the optimizer
calls the bitmap generator (step 116). After calling the bitmap generator to generate the bitmap, or if the bitmap was already available as determined in step 115, the optimizer fetches the bitmap (step 117), and calls a subroutine to optimize one of the tables, such as Table R (step 118).

Referring to Figure 9, the database system includes a method 120 for optimizing Table R. The database system begins by marking the fragments that were eliminated from Table R using the single-table predicates in step 112 as inactive, and marking the remaining fragments as active (step 122). Then, Table R is marked as inactive (step 124). The bitmap is then used to determine which fragments in Table S, if any, join with each active fragment from Table R. The database system enters a loop to examine each active fragment from Table R (step 128). The database system uses the bitmap to determine if the fragment from Table R contains any records which satisfy the join predicate with any record from any fragment from Table S (step 130). If there is no match, the fragment from Table R is marked as inactive (step 132). On the other hand, if there is a match, the fragment remains active and Table R is also marked as active (step 134). Once the last active fragment from Table R has been examined, the database system proceeds to a subroutine to optimize Table S (step 136).

Referring to Figure 10, the database system includes a method 140 to optimize Table S. The database system begins by marking the fragments which were eliminated from Table S in step 112 as inactive, and marking the remaining fragments of Table S as active (step 142). The computer system sets a flag (fragment_eliminated_from_S) to "false" (step 144) and marks Table S as inactive (step 146). The bitmap is then used to determine which fragments in Table R, if any,
join with each active fragment from Table S. The database system enters a loop to examine each active fragment from Table S (step 148). The database system uses the bitmap to determine if the fragment from Table S contains any records which satisfy the join predicate with any record from any fragment of Table R (step 152). If there is no match, the fragment from Table R is marked as inactive (step 154) and the flag is set as "true" (step 156). On the other hand, if there is a match, the fragment remains active and Table S is marked as active (step 158). Once the fragments in both tables have been examined, if either table remains marked as inactive, then the query can halt, as it will return zero records.

Once the last active fragment from Table S has been examined, the database program checks the flag (step 164). Because some fragments from Table S may have been eliminated using the bitmap, the newly eliminated fragments from Table S can be used to attempt to eliminate some of the fragments from Table R. Therefore, if the flag is set "true", the database system returns to the method 120 for optimizing Table R (step 166). Once subroutine 120 is complete, any newly eliminated fragments from Table R are used to eliminate further fragments from Table S. Thus, the database system alternates between subroutines 120 and 140 until no more fragments can be eliminated. At this point the flag will be set "false" and the database system will return to the optimizer to commence execution of the query (step 168).

Returning to Figure 9, if subroutine 120 was called from subroutine 140 and if no additional fragments were marked as inactive from Table R, then in step 136 the database system returns to the optimizer rather than proceeding to the subroutine 140 to optimize Table S.
Referring to Figure 11, the bitmap generator 170 begins by locking both tables to prevent the bitmap from being damaged while it is being built (step 172). A simplified query is then constructed (step 174). The simplified query contains the same join predicate as the query presented by the user, but all single-table predicates are removed. The simplified query is executed, and the fragment numbers from both tables are collected from the query results (step 176) to provide two field-fragment tables (e.g., fragment tables 60 and 70). Then the fragment numbers from the field-fragment tables 60 and 70 are used to construct the bitmap 90 (step 178). Finally, the dictionary manager subroutine 190 is called (step 180), the locks are released, and the database system returns to the optimizer (step 182).

Referring to Figure 12, the dictionary manager 190 begins by determining whether a previous bitmap has been created for the join predicate of the current query (step 192). If a previous bitmap exists, then the old bitmap is discarded (step 194) and the new bitmap is saved (step 196). If there is no old bitmap for this query, then the step of discarding the previous bitmap may be skipped. Finally, the database system returns to the bitmap generator subroutine (step 198).

Referring to Figure 13, executor 200 is called when the database system executes the join query in step 106 (see Figure 7). In brief, the executor receives a record from an active fragment of one of tables. The executor uses the fragment number and the bitmap to identify the fragments from the other table that should be scanned. The executor scans those fragments, collects the matching records from the fragments, and returns the matching records to the user. The executor begins by receiving a record from an active fragment of one Table R (step 202). The record is received from Table R in this
example, although Tables R and S could be switched in the operations discussed below. Then the database system uses the join fragment map to identify the fragments of Table S that should be scanned for matching records (step 204). Specifically, if the join fragment map is a bitmap, the database system accesses the bit at a row equal to the fragment number of Table R and a column equal to the fragment number of Table S to determine whether that pair of fragments contain records which satisfy the join predicate. The identified fragments of Table S are scanned for records that satisfy the join predicate (step 206). These records are collected (step 208) and returned to the user (step 210). Finally, a completion message is sent to the user (step 212) and the executor ends (step 214).

Although illustrated as a linear process, the method of executor 200 can be carried out in a looped process in which each active fragment from Table S is examined, the bitmap is used to determine whether the fragment should be scanned, the fragment is scanned (assuming it contains matching records) and records that satisfy the join predicate are returned to the user, and the process advances to the next active fragment.

The invention is described in terms of a software implementation, the invention may be implemented in software or hardware or firmware, or a combination of the three.

The present invention has been described in terms of an embodiment. The invention, however, is not limited to the embodiment depicted and described. Rather, the scope of the invention is defined by the appended claims.

Throughout this specification and the claims which follow, unless the context requires otherwise, the word "comprise", and variations such as "comprises" and "comprising", will be understood to imply the inclusion of a stated integer or step or group of integers or steps but not the exclusion of any other integer or step or group of integers or steps.
THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS:

1. A computer implemented method for generating a response to a join having a join predicate between a first table having a first plurality of fragments and a second table having a second plurality of fragments, the method comprising:
   retrieving a join fragment map that, for each respective fragment from the first table, identifies the fragments from the second table which contain a record that satisfies the join predicate with a record from the respective fragment from the first table; and using the map to eliminate fragments which cannot satisfy the join predicate.

2. A computer-implemented method for processing a join between a first table having a first plurality of fragments and a second table having a second plurality of fragments, the method comprising:
   retrieving a join fragment map that, for each respective fragment from the first table, identifies the fragments from the second table which contain a record that satisfies a join predicate of the join with a record from the respective fragment from the first table; identifying fragments possibly having records that satisfy the join predicate by applying the map; and executing the join on the identified fragments.

3. The method of claim 2 further comprising identifying a first set of fragments from the first table which satisfy a single-table predicate of the join.

4. The method of claim 3 wherein identifying fragments includes using the map to identify a second set of fragments from the second table which satisfy the join predicate with the first set of fragments.
5. The method of claim 4 wherein executing the query includes executing the query on the first set of fragments and the second set of fragments.

6. The method of claim 2 wherein identifying fragments includes using the map to identify a first set of fragments from the first table which may satisfy the join predicate.

7. The method of claim 6 wherein identifying fragments further includes using the map to identify a second set of fragments from the second table which may satisfy the join predicate with the first set of fragments.

8. The method of claim 7 wherein identifying fragments further includes using the map to identify a subset of the first set of fragments which may satisfy the join predicate with the second set of fragments.

9. The method of claim 8 wherein identifying fragments further includes using the map to identify a subset of the second set of fragments which may satisfy the join predicate with the subset of the first set of fragments.

10. The method of claim 9 wherein the steps of identifying subsets are iterated until no further fragments are eliminated.

11. In a system operating to execute queries on database tables and supporting separation of tables into fragments, a computer-implemented method for applying a join operation to a first table and a second table, comprising:
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identifying for each fragment of the first table
those fragments of the second table that contain a record
satisfying the join predicate with a record from the
first table fragment and storing the identification in a
map;
identifying a first set of fragments from the
first table having records satisfying a single-table
predicate of the query;
identifying a second set of fragments from the
second table containing records that satisfy the join
predicate with records from the first set of fragments by
applying the map; and
executing the query on the first set of fragments
and the second set of fragments.

12. A computer-implemented method for processing a
join between a first table having a first plurality of
fragments and a second table having a second plurality of
fragments, the method comprising:
retrieving a map that, for each respective
fragment from the first table, identifies the fragments
from the second table which contain a record that
satisfies a join predicate of the join with a record from
the respective fragment from the first table;
receiving a record from the first table;
using the map to identify a set of fragments from
the second table which satisfy the join predicate with
the fragment of the received record; and
scanning the identified set of fragments for
records that satisfy the join predicate with the received
record.

13. The method of claim 12 further comprising using
the map to select a fragment containing a record which
satisfies the join predicate, and wherein the receiving,
using and scanning steps are applied to every record from the selected fragment.

14. In a system operating to execute queries on database tables and supporting separation of tables into fragments, a computer-implemented method for applying a join operation to a first table and a second table, comprising:
   identifying for each fragment of the first table those fragments of the second table that contain a record satisfying the join predicate with a record from the first table fragment and storing the identification in a map;
   receiving a record from the first table;
   identifying a set of fragments from the second table having records satisfying a the join predicate with the received record by applying the map; and
   scanning the identified set of fragments for records that satisfy the join predicate with the received record.

15. In a database system supporting separation of tables into fragments, a method of optimizing a join having a join predicate on a first table and a second table, comprising:
   executing a simplified query having the join predicate to create a join fragment map, the join fragment map identifying for each fragment of the first table those fragments of the second table that contain a record satisfying the join predicate with a record from the first table fragment.

16. The method of claim 15 wherein the join fragment map lists for each fragment of the first table those fragments of the second table that contain a record
satisfying the join predicate with a record from the first table fragment.

17. The method of claim 15 wherein the join fragment map is a bitmap having a bit for each pair of fragments from the first table and the second table.

18. The method of claim 17 further comprising compressing the bitmap.

19. The method of claim 17 further comprising selecting a first fragment from the first table, selecting a second fragment from the second table, and checking the bit corresponding to the pairing of the first fragment and second fragment to determine whether the pair of fragments contains a record satisfying the join predicate.

20. The method of 17 wherein the creation of the bitmap is aborted if the bitmap becomes too full.

21. The method of 17 wherein the first and second tables are sampled to determination of whether the bitmap will be sufficiently sparse.

22. The method of 17 wherein the creation of a bitmap is triggered by a discovery process in which the server joins various columns of different tables to located for bitmaps with a sparse number of bits turned on.

23. The method of 15 wherein the join fragment map is stored in volatile memory.
24. The method of 15 wherein the creation of a join fragment map is triggered by an explicit user data definition command.

25. The method of 15 wherein the creation of a join fragment map is triggered by the definition of a referential integrity constraint between two tables.

26. The method of claim 15 wherein the simplified query does not contain any single-table predicates from the query.

27. The method of claim 15 wherein the simplified query contains a single simple join predicate.

28. The method of claim 15 further comprising updating the join fragment map if records from the first table or the second table are added or modified.

29. The method of claim 15 further comprising retrieving the join fragment map for a new query having the same join predicate as the original query and at least one different predicate.

30. The method of claim 15 further comprising:

20 using the join fragment map to select fragments of the first table and fragments of the second table to which to apply the original query.

31. In a system operating to execute queries on relational database tables and supporting separation of tables into fragments, a method of optimizing a query having a join predicate on a first table and a second table, comprising:
identifying a first set of fragments being those fragments of the first table having records possibly satisfying the join predicate;
identifying a second set of fragments being those fragments of the second table having records possibly satisfying the join predicate; and
executing the query on the identified fragments.

32. The method of claim 31 wherein the first set of fragments is identified by a join fragment map identifying for each fragment of the first table those fragments of the second table that contain a record satisfying the join predicate with a record from the first table fragment.

33. The method of claim 31 wherein executing the query on the identified fragments comprises:
   retrieving a record from a selected fragment from the first set of fragments;
   identifying a subset of fragments from the second set of fragments, the subset being those fragments of the second table having records possibly satisfying the join predicate with the selected fragment; and
   scanning the subset of fragments for records satisfying the join predicate.

34. A method of processing join queries in a system operating to execute queries on relational database tables and supporting separation of tables into fragments, comprising:
   executing a simplified query having the join predicate to create a join fragment map, the join fragment map identifying for each fragment of the first table those fragments of the second table that contain a
record satisfying the join predicate with a record from
the first table fragment;
using the join fragment map to identify a first
set of fragments being those fragments of the first table
having records satisfying the join predicate;
using the join fragment map to identify a second
set of fragments being those fragments of the second
table having records satisfying the join predicate;
retrieving a record from a selected fragment from
the first set of fragments;
identifying a subset of fragments from the second
set of fragments, the subset being those fragments of the
second table having records satisfying the join predicate
with the selected fragment; and
scanning the subset of fragments for records
satisfying the join predicate.

A computer program, residing on a computer-
readable medium, comprising instructions causing a
computer to operate to:
retrieve a join fragment map that, for each
respective fragment from the a first table, identifies
the fragments from the second table which contain a
record that satisfies a join predicate with a record from
the respective fragment from the first table; and
use the map to eliminate fragments which cannot
satisfy the join predicate.
36. A method substantially as hereinbefore described with reference to the drawings.

37. A computer program substantially as hereinbefore described with reference to the drawings.

38. A system substantially as hereinbefore described with reference to the drawings.

39. The steps, features, compositions and compounds disclosed herein or referred to or indicated in the specification and/or claims of this application, individually or collectively, and any and all combinations of any two or more of said steps or features.
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ABSTRACT

A computer implemented method for generating a response to a join. Two tables are divided into fragments. A join fragment map identifies, for each respective fragment from the first table, the fragments from the second table which contain a record that satisfies the join predicate with a record from the respective fragment from the first table. The map is used to eliminate fragments which cannot satisfy the join predicate.
<table>
<thead>
<tr>
<th>R.number</th>
<th>R.name</th>
<th>R.state</th>
<th>R.month</th>
</tr>
</thead>
<tbody>
<tr>
<td>1001</td>
<td>Johnson</td>
<td>CA</td>
<td>January</td>
</tr>
<tr>
<td>1002</td>
<td>Brown</td>
<td>AZ</td>
<td>April</td>
</tr>
<tr>
<td>1003</td>
<td>Smith</td>
<td>HI</td>
<td>August</td>
</tr>
<tr>
<td>1004</td>
<td>Taylor</td>
<td>CA</td>
<td>February</td>
</tr>
</tbody>
</table>

**FIG. 2A**

<table>
<thead>
<tr>
<th>S.number</th>
<th>S.name</th>
<th>S.state</th>
<th>S.week</th>
<th>S.number</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001</td>
<td>Abstract Designs</td>
<td>DC</td>
<td>week #45</td>
<td>1001</td>
</tr>
<tr>
<td>2002</td>
<td>Brown Shoes</td>
<td>AZ</td>
<td>week #2</td>
<td>1002</td>
</tr>
<tr>
<td>2003</td>
<td>California Kitchen</td>
<td>CA</td>
<td>week #5</td>
<td>1003</td>
</tr>
<tr>
<td>2004</td>
<td>Donut Shop</td>
<td>AZ</td>
<td>week #4</td>
<td>1004</td>
</tr>
</tbody>
</table>

**FIG. 2B**
### Table 1: Fragments from R state containing this state

<table>
<thead>
<tr>
<th>State</th>
<th>Fragments</th>
</tr>
</thead>
<tbody>
<tr>
<td>AZ</td>
<td>4, 5, 9, 12</td>
</tr>
<tr>
<td>CA</td>
<td>1, 2, 7, 9, 11</td>
</tr>
<tr>
<td>IL</td>
<td>6, 7</td>
</tr>
</tbody>
</table>

### Table 2: Fragments from S state containing this state

<table>
<thead>
<tr>
<th>State</th>
<th>Fragments</th>
</tr>
</thead>
<tbody>
<tr>
<td>AZ</td>
<td>2, 4, 7, 27, 39</td>
</tr>
<tr>
<td>CA</td>
<td>5, 7, 27, 30, 31, 45</td>
</tr>
<tr>
<td>IL</td>
<td>50</td>
</tr>
</tbody>
</table>

**Figures:**
- **Fig. 3A**
- **Fig. 3B**
- **Fig. 4**
**FIG. 7**

1. Optimize Query (102)
2. Scan Fragments Marked as ACTIVE (104)
3. Execute Join (106)
4. END

**FIG. 8**

1. OPTIMIZE JOIN QUERY
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FIG. 12
EXECUTOR
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