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1. A data processing system comprising:

- first processor means;
- first data storage means associated with said first processor means and including a plurality of data storage locations for storing data;
- second data storage means including a plurality of data storage locations for storing data;
- control means associated with said first processor means for selecting one of said plurality of data storage locations of said first data storage means as an access window for accessing said second data storage means, such that said first processor means gains...
access to at least one of said plurality of data storage locations of said second data storage means by addressing a selected one of said plurality of data storage locations of said first data storage means; and second processor means responsive to said first processor means for transferring data between said selected one of said plurality of data storage locations of said first data storage means and at least one of said plurality of data storage locations of said second data storage means.
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Complete specification for the invention entitled:

"SERIAL STORAGE SUBSYSTEM FOR A DATA PROCESSOR"

The following statement is a full description of this invention, including the best method of performing it known to us: -
SERIAL STORAGE SUBSYSTEM FOR A DATA PROCESSOR

DESCRIPTION

Technical Field

This invention relates to computer systems and data storage subsystems, and more particularly to a multiple dimensioned address space storage system using block storage devices.

Background

A continuing problem facing computer designers and computer programmers is the need to minimize the cost of computer memory without increasing the access time required to locate desired data. Memory devices from which computer programs derive direct data are typically referred to as main or primary memories, and as such must be capable of providing data in various lengths or words. Secondary memory storage devices, such as magnetic drums, disks or tapes, typically store large quantities of data which is provided to the primary memory in blocks under control of programmer read and write instructions. Additionally, typically in the art, address information for a data element is treated as a data element itself. The largest representation of a data object has become the largest representation of an address. Therefore, computer architecture has expanded to store larger addresses and extended address information at greater expenses. The alternative to such expansion is smaller address space resulting in limited computer usage.

Prior art memories have been technologically limited to sequential or random access linear lists, which often require that their contents be
continuously reorganized by programmed instructions. Typical memories are organized as sequentially or randomly accessed wordwise-linear, one-dimensional lists. Additionally, stacks and queues are examples of commonly used information structures which are not random access.

It has also been proposed to use multi-dimensional arrays for memory devices. Prior art memories include subscripted arrays which are linearized through complex address translation techniques. Dimensionality refers to the number of coordinates of a memory. In a random access, wordwise one-dimensional linear memory, an n-dimensional array is linearized. Extensive program manipulation is required for such linearization.

A need has thus arisen for a multidimensional memory which is invisible or internal to the computer architecture for the storage and transfer of blocks of information and which does not require programmer manipulation. Such a memory system would enable the amount of storage space in a data processor to be increased without increasing the main storage addressing requirements. A need has further arisen for the use of block storage devices in combination with direct memory access techniques for implementing state of the art technology in memory devices.

**Summary Of The Invention**

In accordance with the present invention, a serial storage subsystem for a data processor is provided. The system includes a first processor and a first data storage device including a plurality
of data storage locations for storing data. A second data storage device includes a plurality of data storage locations for storing data. A control device is provided and is associated with the first processor for selecting one of the plurality of data storage locations of the first data storage device as an access window for accessing the second data storage device, such that the first processor gains access to at least one of the plurality of data storage locations of the second data storage device by addressing a selected one of the plurality of data storage locations of the first data storage device. The system further includes a second processor responsive to the first processor for transferring data between the selected one of the plurality of data storage locations of the first data storage device and at least one of the plurality of data storage locations of the second data storage device.

In accordance with another aspect of the present invention, a storage subsystem for a data processor is provided. The system includes a first processor and a random access data storage device associated with the first processor which includes a plurality of data storage locations for storing data. A serial block storage device is provided and includes a plurality of data storage locations of variable widths for storing data. A control device is coupled to the first processor for selecting one of the plurality of data storage locations from the random access data storage device as an access window for accessing at least one of the plurality of data storage locations of the serial block storage device. A second processor is provided and is responsive to
the first processor for transferring data between
the selected one of the plurality of data storage
locations of the random access data storage device
and at least one of the plurality of data storage
locations of the serial block storage device. A
buffer device is associated with the first processor
and a buffer device is associated with the serial
block storage device. The buffers temporarily store
data prior to data transfer between the storage
devices to thereby increase the speed at which
data is transferred between the storage devices.

**Brief Description of the Drawings**

For a more detailed description of the present
invention and for further objects and advantages
thereof, reference is made to the following
Description, taken in conjunction with the following
Drawings in which:

FIGURE 1 is a schematic block diagram of the
major components of a data processing system
incorporating the storage subsystem of the present
invention;

FIGURE 2 is a more detailed schematic block
diagram of a data processing system incorporating
the present storage subsystem;

FIGURE 3 is a schematic block diagram of a
data processing system incorporating the data
buffering aspect of the present invention;

FIGURE 4 is a graphical illustration of data
storage locations of a block store shown in a ring
configuration; and

FIGURE 5 is a schematic block diagram
illustrating the use of the present invention for
multiplexing of data from an input/output device.
Description of the Preferred Embodiment

Referring to FIGURE 1, the major components of a data processing system in which the present serial storage subsystem is utilized is illustrated. The system includes a data processor generally identified by the numeral 10 and a microprocessor 12. With certain minor exceptions, the general form of microprocessor 12 construction is shown and described in connection with FIGURE 17 of United States Patent No. 4,038,642 entitled "Input/Output Interface Logic for Concurrent Operations" granted to Bouknecht et al on July 26, 1977 and assigned to International Business Machines Corporation of Armonk, New York which is incorporated herein by reference.

Associated with microprocessor 12 is a main storage device 14 for storing program instructions and data. A program is executed by reading its instructions out of main storage device 14 in a sequential manner. Associated with main storage device 14 is a storage address register (SAR) 16 which stores the next instruction address for purposes of addressing the next instruction in main storage device 14 via signal lines 18a and 18b.

Main storage device 14 includes a plurality of storage locations for storing data and instructions. For example, data storage locations ea identified by the numeral 22 and data storage locations eb identified by numeral 24 are illustrated in FIGURE 1. Data storage locations 22 and 24, as illustrated, are of variable widths for storing data of different length words.
The serial storage subsystem of the present invention is generally identified by the numeral 30 and comprises a plurality of auxiliary serial block storage devices, illustrated in FIGURE 1, as including serial block storage devices 32 and 34. Serial block storage device 32 includes a plurality of data storage locations 36 having a width corresponding to the width of data storage location 22 of main storage device 14. Similarly, serial block storage device 34 includes a plurality of data storage locations 38 corresponding in width to the width of data storage location 24 of main storage device 14. Although two serial block storage devices 32 and 34 are illustrated as comprising the serial storage subsystem 30, it is understood that any number of variable width auxiliary storage devices can be appended to a corresponding number of data storage locations within main storage device 14.

Access to serial storage subsystem 30 is obtained by addressing a selected data storage location within main storage device 14 by storage address register 16 which locates the first or only word in the selected data storage location. Therefore, the selected data storage location within main storage device 14 serves as an "access window" to serial storage subsystem 30. For example, data storage location 22 of main storage device 14 serves as an access window to serial block storage device 32 and the plurality of data storage locations 36. Communication between main storage device 14, microprocessor 12 and serial storage subsystem 30 is via an access mechanism 42, shown in FIGURE 1 as signal lines 42a and 42b. It therefore can be seen that additional auxiliary data storage locations within serial storage subsystem 30 can be appended to other data storage locations within
main storage device 14 to further increase the storage capacity of data processor 10 without increasing the number of addressable main storage locations within main storage device 14. Therefore, an important aspect of the present invention is that a third dimension is, in effect, added to main storage device 14.

As used herein, a "data storage location" is comprised of, for example, at least eight bits. Wider data elements occupy an assigned number of contiguous storage locations. When a data element stored in a data storage location is transferred, the various bits thereof are transferred in a parallel simultaneous manner. As used herein, "data element" includes both address information as well as data information.

Serial block storage devices 32 and 34 of serial storage subsystem 30 may comprise numerous block storage devices in which data is serially stored. These devices may include, for example, a charge coupled storage device manufactured by Texas Instruments Incorporated, Model No. TMS 3064 JL which is a 65,536-bit CCD memory device described in "MOS Memory Data Book" published by Texas Instruments Incorporated and dated 1978. Such a charge coupled device is also described in United States Patent No. 3,947,698 issued to Cheek, Jr. et al on March 30, 1976 and entitled "Charge Coupled Device Multiplexer". Alternatively, serial block storage devices 32 and 34 may comprise magnetic bubble storage devices such as a Model No. TIB0203 magnetic bubble memory manufactured and sold by Texas Instruments Inc. Such magnetic bubble storage devices are described in United States Patent No. 4,090,251 issued to Flannigan et al on May 16, 1978.
Referring to FIGURE 2, an implementation of the present serial storage subsystem 30 is illustrated. Data processor 10 may comprise, for example, a host processor and includes a central processing unit (CPU) 50 interconnected to SAR 16 via signal line 52. Central processing unit 50 performs data processing and control functions in response to program instructions stored in main storage device 14. CPU 50 is interconnected via a data bus 54 to microprocessor 12 within serial storage subsystem 30. Microprocessor 12 manages serial block storage device 32.

Serial block storage device 32 includes a plurality of data storage locations 36 which can be reached in a one-after-the-other manner, serially, as opposed to a random manner. Serial block storage device 32 is operated as a storage stack of either the last-in-first-out (LIFO) type or the first-in-first-out (FIFO) type. The LIFO type is known as a "pushdown" stack wherein each new data element is added to the top of the stack with the existing elements in the stack being pushed or transferred down one data storage location. This operation is referred to as a "push" operation.

Conversely, when transferring data from serial block storage device 32, the data stored within the top data storage location is removed from the stack and the remaining elements within the stack are transferred up or are "popped" up a data storage location in the stack. This operation is known as a
"pop" operation. For the FIFO type operation, each new element is added to the bottom of the stack and old elements move one position closer to the top of the stack when a data element is removed from the top of the stack. Serial block storage device 32 permits successive data elements to be located around a closed loop path which are accessed in serial order as they move past a fixed read/write device 58 (FIGURE 2). Microprocessor 12 is interconnected via a bus 60 to a suitable read/write device 58 for inputting and receiving data from serial block storage device 32. Serial block storage device 32 is symbolically represented by a rotatable wheel throughout the Figures to indicate the serial order and closed loop path aspect of the serial block storage devices associated with serial storage subsystem 30 of the present invention. The serial storage subsystem of the present invention is therefore particularly well-suited for implementation of LIFO and FIFO stack structures.

Each data storage location 36 within serial block storage device 32 is capable of storing a single stack element which includes an index number field and a data element field. The index numbers are assigned in numerical order to the successive data storage locations 36 stored within serial block storage device 32. In operation of the present invention in a direct inquiry mode, microprocessor 12 can respond to an index number request to position serial block storage device 32 via serial storage access mechanism represented symbolically by signal line 42a so as to position the particular data storage location 36 having the corresponding index number in alignment with the read/write device 58.
For LIFO and FIFO operations, microprocessor 12 is operable to move serial block storage device 32 one position forward or backward.

Data processor 10 includes "push" and "pop" instructions for adding and removing data elements from data stacks or data queues located in main storage device 14. A "push" instruction adds a new data element to a data storage location 36 of serial block storage device 32 and, in the LIFO operation, data processor 10 moves an existing stack element by one position within a data storage location 36 to make room for the new added data element.

Conversely, a "pop" instruction from data processor 10 removes a data element from serial block storage device 32 and moves the remaining stack elements to a position towards the top of the stack. For a read instruction from data processor 10, the top data element of serial block storage device 32 is simply read, but the remaining stack elements are not moved or changed in number. Similarly, for a write instruction from data processor 10, new data is written into the top data element of data storage location 36 of serial block storage device 32, but again the stack elements are not moved or changed in number. In other words, read and write instructions do not change the number of data elements within the plurality of data storage locations 36 and do not cause any change in the stack indexing mechanism.

The selected main storage device 14 (FIGURE 2) data storage location, such as data storage location 22, serves as an access window to serial block storage device 32. The selected data storage location 22, in effect, represents the "top" data
element stored in data storage locations 36 of serial block storage device 32 as far as the program being executed in data processor 10 is concerned. When data processor 10 encounters in its program instruction stream a push instruction, which includes the main storage address of the selected location within main storage device 14, data processor 10 writes the desired data element into the data storage location within main storage device 14 and signals to microprocessor 12 to add a data element to serial block storage device 32. Microprocessor 12 records this data element in an empty storage location within the plurality of data storage locations 36 of serial block storage device 32 and advances serial block storage device 32 to the next empty data storage location 36. Should data processor 10 encounter in its instruction stream a pop instruction, containing the address of a data storage location within main storage device 14, data processor 10 signals microprocessor 12 that a stack element from serial block storage device 32 is needed. Microprocessor 12 then transfers the appropriate element from data storage location 36 to CPU 50 via data bus 54 which in turn causes storage of the selected element into the selected data storage location within main storage device 14 via data bus 56. Microprocessor 12 then indicates that the selected data storage location 36 is empty and advances serial block storage device 32 one position in the appropriate direction.

Referring now to FIGURE 3, wherein like numerals are utilized for like and corresponding components previously identified, a further embodiment of the present invention is illustrated. As is shown in FIGURE 1, FIGURE 3 illustrates serial block storage devices 32 and 34 each having its own separate access
window in main storage device 14 designated as data storage locations 22 and 24. Microprocessor 12 is illustrated as including a microprocessor CPU 70, a microprocessor storage device 72 and a storage address register (SAR) 74 by which microprocessor CPU 70 addresses microprocessor storage device 72. SAR 74 applies an address via signal line 76 to microprocessor storage device 72 and receives address information from microprocessor CPU 70 via signal line 78. Microprocessor storage device 72 and microprocessor CPU 70 communicate via bus 80.

An important aspect of the present invention, as illustrated in FIGURE 3, is the use of a data buffering arrangement for use with each serial block storage device 32 and 34. Data buffers 90 and 92 are provided within data processor 10 and communicate with CPU 50 via data buses 94 and 96. Data buffer 90 is used in conjunction with serial block storage device 32, and data buffer 92 is used in conjunction with serial block storage device 34. A stack element data buffer area 100 and a stack element data buffer area 102 are provided within microprocessor storage device 72 and function in conjunction with serial block storage devices 32 and 34. Data buffer 90 is designed to store a single stack element, particularly, a data element and its accompanying index number and can be located in main storage device 14, or as indicated in FIGURE 3, can form a discrete hardware register. Data buffer area 100, within microprocessor storage device 72, stores several data elements from serial block storage device 32 and stores both an index number and a data element.

When data elements are being added to data storage locations within serial block storage device 32, each data element progresses from main storage
device 14 through an access window such as data storage location 22 to data buffer 90 and then to data buffer area 100 within microprocessor storage device 72. After a predetermined number of data elements have been accumulated in data buffer area 100, they are transferred as a group to serial block storage device 32 wherein each element is placed in a respective data storage location 36 within serial block storage device 32.

In operation, when data elements are being removed from serial block storage device 32, these elements are transferred to data buffer area 100 within microprocessor storage device 72 and via microprocessor CPU 70 are transferred to main storage device 14 and data storage locations, such as data storage location 22. The stored data elements within data buffer area 100 of microprocessor storage device 72 are transferred individually to data buffer 90 for ultimate storage within data storage location 22. After a supply of data elements from data buffer area 100 has been exhausted, another group of data elements and their accompanying index numbers are transferred from serial block storage device 32 to data buffer area 100.

The buffering arrangement of the present invention, previously described, improves the speed at which data elements may be transferred to or from serial block storage device 32 to enable continuous processing of data elements at effective rates approaching that of the data handling rate of data processor 10. In a similar manner, serial block storage device 34 is provided with a data buffer 92 in data processor 10 and a stack element data buffer area 102 is provided within microprocessor storage device 72. This buffer arrangement works in the same
manner as does the buffet arrangement previously described relating to serial block storage device 32. Microprocessor 12 operates asynchronously with respect to data processor 10 in order to maintain data buffers 90 and 92 filled and current.

As shown in FIGURE 4, each data storage location 36 and 38 is capable of storing a single stack element which includes an index number (i) and a data element field (e). The current element within main storage device 14 is denoted by the letter "e" having an index "i". The "next" element present within a data buffer 90 or data buffer 92 (FIGURE 3) is indicated by "e'" having an index "i'". FIGURE 4 further illustrates serial block storage devices 32 and 34 as a reel or closed ring having a head, 36a and 38a, and tail 36b and 38b. The index "0" is a circular link for the head of the ring and the highest index number (N) indicates the tail of the ring. A null or empty storage location 36c and 38c is disposed between the head and tail. A clean bit is utilized in the index number field to avoid unnecessary moves of serial block storage devices 32 and 34. The index "0" is a circular link to an index "1" and implies "last in." Index "1" implies "first in". If FIFO access has been declared, the value of i' of data buffer 90 would be (i+1). If LIFO access had been declared, the value of i' would be (i-1). For direct index access, the value of i' would be i. Data buffer 90 is therefore a look-ahead processing element, or a store through cache in direct inquiry to data elements. Serial block storage devices 32 and 34 in effect can rotate as a "wheel" in a "forward", (i+1), direction or a "reverse", (i-1), direction. A buffer management
system is described in United States Patent No. 3,588,839 issued to Belady et al on June 28, 1971 and entitled "Hierarchical Memory Updating System".

FIGURE 5 illustrates yet another aspect of the present invention wherein a data multiplexing function is performed using the present serial storage subsystem 30. In this aspect of the present invention, there is direct access to serial block storage devices by input/output (I/O) devices. I/O devices 110 apply data elements via signal lines 112 to microprocessor 12. Each data element includes a serial block storage device identification field, a position field and a data field. The identification field indicates which one or more of serial block storage devices, for example, 116, 118 or 120 will receive the data element. Also, the position of the storage location within each serial block storage device 116, 118 or 120 is designated. Microprocessor 12 again performs a controller function and applies data via signal lines 122, 124 and 126 to serial block storage devices 116, 118 and 120. Therefore, all or a selected portion of a data element may be placed in one or any set of serial block storage devices 116, 118, or 120 and within a similar data storage location. Therefore, data may be acquired from I/O devices and used in different sequences and arrangements using the serial storage subsystem of the present invention.

It therefore can be seen that the present invention enables the amount of storage space in a data processor to be increased without increasing the main storage addressing requirements by providing a third dimension to data storage utilizing a serial block storage device. The serial block storage devices utilized with the present invention can be of
variable widths and various numbers of serial block
storage devices may be utilized depending upon the
configuration and architecture of the data processing
system.

Whereas the present invention has been described
with respect to specific embodiments thereof, it
will be understood that various changes and
modifications will be suggested to one skilled in
the art, and it is intended to encompass such
changes and modifications that fall within the scope
of the appended claims.
The claims defining the invention are as follows:

1. A data processing system comprising:
   first processor means;
   first data storage means associated with said first processor means and including a plurality of data storage locations for storing data;
   second data storage means including a plurality of data storage locations for storing data;
   control means associated with said first processor means for selecting one of said plurality of data storage locations of said first data storage means as an access window for accessing said second data storage means, such that said first processor means gains access to at least one of said plurality of data storage locations of said second data storage means by addressing a selected one of said plurality of data storage locations of said first data storage means; and
   second processor means responsive to said first processor means for transferring data between said selected one of said plurality of data storage locations of said first data storage means and at least one of said plurality of data storage locations of said second data storage means.

2. The data processing system of Claim 1 wherein said plurality of data storage locations of said second data storage means are of variable width.
3. The data processing system of Claim 1 wherein said control means includes:
   means responsive to said first processor means having a push operation code and address information for generating an address of one of said plurality of data storage locations of said first storage means for transferring data from said addressed one of said plurality of data storage locations of said first storage means to one of said plurality of data storage locations of said second storage means.

4. The data processing system of Claim 1 wherein said control means includes:
   means responsive to said first processor means having a pop operation code and address information for generating an address of one of said plurality of data storage locations of said first storage means for transferring data from one of said plurality of data storage locations of said second storage means to said addressed one of said plurality of data storage locations of said first storage means.

5. The data processing system of Claim 1 wherein said first processor means comprises host processor means and said second processor means comprises microprocessor means.

6. The data processing system of Claim 1 wherein said first data storage means comprises random access storage means and said second data storage means comprises serial storage means.
7. The data processing system of Claim 6 wherein said serial storage means comprises magnetic bubble storage means.

8. The data processing system of Claim 6 wherein said serial storage means comprises charge coupled storage devices.

9. The data processing system of Claim 6 wherein said serial storage means comprises electron beam addressable storage means.

10. The data processing system of Claim 1 wherein said second data storage means comprises serial block storage means.

11. The data processing system of Claim 1 and further including:

   buffer means associated with said second data storage means for storing data from said second data storage means prior to transfer to said first processor means to thereby increase the speed at which data is transferred to said first processor means.

12. The data processing system of Claim 11 wherein said buffer means includes a plurality of buffer means wherein each of said plurality of data storage locations of said second data storage means transfers data to one of said plurality of buffer means.
13. The data processing system of Claim 1 and further including:
   buffer means associated with said first data storage means for storing data from said first data storage means prior to transfer to said second data storage means to thereby increase the speed at which data is transferred to said second data storage means.

14. The data processing system of Claim 12 wherein said buffer means includes a plurality of buffer means wherein each of said plurality of data storage locations of said first data storage means transfers data to one of said plurality of buffer means.

15. The data processing system of Claim 1 and further including:
   first buffer means associated with said first data storage means for temporarily storing data prior to transfer; and
   second buffer means associated with said second data storage means for temporarily storing data prior to transfer, wherein data is transferred between said first and second data storage means through said first and second buffer means to thereby increase the speed at which data is transferred between said first and second storage means.

16. The data processing system of Claim 1 wherein said second data storage means includes a plurality of second data storage means, such that each one of said plurality of second data storage means transfers data to a corresponding one of said plurality of data storage locations of said first data storage means.
17. A data processing system comprising:
   first processor means;
   random access data storage means
associated with said first processor means and
including a plurality of data storage locations
for storing data;
   a plurality of serial block storage means
each including a plurality of data storage
locations of variable widths for storing data;
   control means coupled to said first
processor means for selecting one of said
plurality of data storage locations from said
random access data storage means as an access
window for accessing at least one of said
plurality of data storage locations of a
corresponding one of said plurality of serial
block storage means;
   second processor means responsive to said
first processor means for transferring data
between said selected one of said plurality of
data storage locations of said random access
data storage means and at least one of said
plurality of data storage locations of one of
said plurality of serial block storage means;
   first buffer means associated with said
first processor means; and
   second buffer means associated with said
serial block storage means, wherein said first
and second buffer means temporarily store data
prior to data transfer between said storage
means.

18. The data processing system of Claim 17
wherein said second processor means operates
asynchronously to said first processor means.
19. The data processing system of Claim 17 wherein said second processor means comprises microprocessor means.

20. The data processing system of Claim 17 wherein said control means includes:
   means responsive to said first processor means having a push operation code and address information for generating an address of one of said plurality of data storage locations of said random access data storage means for transferring data from said addressed one of said plurality of data storage locations of said random access data storage means to at least one of said plurality of data storage locations of one of said plurality of serial block storage means; and
   means responsive to said first processor means having a pop operation code and address information for generating an address of one of said plurality of data storage locations of random access data storage means for transferring data from one of said plurality of data storage locations of one of said plurality of serial block storage means to said addressed one of said plurality of data storage locations of said random access data storage means.

21. The data processing system of Claim 20 wherein said serial block storage means comprises magnetic bubble storage means.

22. The data processing system of Claim 20 wherein said serial block storage means comprises charge coupled devices.

23. An improved data processing system substantially as described with reference to the drawings.
24. The steps or features disclosed herein or any combination thereof.
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